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Abstract: Recently, self-supervised multi-view stereo (MVS) methods, which are dependent primarily
on optimizing networks using photometric consistency, have made clear progress. However, the
difference in lighting between different views and reflective objects in the scene can make photometric
consistency unreliable. To address this issue, a geometric prior-guided multi-view stereo (GP-MVS)
for self-supervised learning is proposed, which exploits the geometric prior from the input data to
obtain high-quality depth pseudo-labels. Specifically, two types of pseudo-labels for self-supervised
MVS are proposed, based on the structure-from-motion (SfM) and traditional MVS methods. One
converts the sparse points of SfM into sparse depth maps and combines the depth maps with spatial
smoothness constraints to obtain a sparse prior loss. The other generates initial depth maps for
semi-dense depth pseudo-labels using the traditional MVS, and applies a geometric consistency
check to filter the wrong depth in the initial depth maps. We conducted extensive experiments on the
DTU and Tanks and Temples datasets, which demonstrate that our method achieves state-of-the-art
performance compared to existing unsupervised/self-supervised approaches, and even performs on
par with traditional and supervised approaches.

Keywords: multi-view stereo; depth estimation; self-supervised learning

1. Introduction

Multi-view stereo (MVS) aims to generate a 3D model of a scene using a set of images
with known poses, which has various applications in augmented reality, virtual reality,
robotics, remote sensing, and more [1,2]. In the past years, the traditional MVS methods,
such as MVE [3], OpenMVS [4], and COLMAP [5,6] have developed rapidly. Recently,
the introduction of deep learning has allowed supervised MVS methods to outperform
these traditional methods. Benefiting from the powerful feature representation ability,
the learning-based MVS methods can efficiently reconstruct more complete 3D scenes [7].
Learning-based methods, however, require a significant quantity of large-scale 3D labeled
data for training. This is difficult to obtain due to the challenges associated with creating
3D annotations [8,9], which generally involve capturing multiple synchronized images and
depth sensors.

To solve the dependence on 3D annotated data, several unsupervised/self-supervised
methods have been proposed [10–14]. These methods generally use the photometric
consistency loss as the main loss, which measures the color consistency of original images
and reconstructed images, based on estimated depth maps. In essence, it is assumed that
the objects satisfy photometric consistency in different perspectives, that is, the projection
of identical 3D scene points on different views conforms to color consistency. However,
in the real world, due to the different lighting conditions from different perspectives
and the reflection and occlusion problems in some areas, the assumption of photometric
consistency sometimes does not hold. As a result, the photometric consistency loss is not
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always reliable. To this end, some self-supervised MVS methods, which [14,15] leverage
pseudo-labels to solve the ambiguity of photometric consistency loss, have been proposed.
These methods [14,15] usually adopt a two-stage training strategy. First, the network is
primarily trained based on photometric consistency loss, resulting in the generation of an
initial depth map; second, the pseudo-labels are generated by refining the initial depth map.

Although self-supervised methods based on pseudo-labels have achieved compara-
ble performance to supervised methods, the process of generating pseudo-labels is very
cumbersome and time-consuming, which is not conducive to practical application. To
address this issue, we propose the geometric prior-guided multi-view stereo (GP-MVS)
approach for self-supervised learning. The GP-MVS method uses geometry priors to effi-
ciently generate high-quality depth pseudo-labels for self-supervised MVS. Specifically, we
propose two types of depth pseudo-labels, sparse and semi-dense, based on the geometry
information of the 3D scene. For the sparse labels, we use structure-from-motion (SfM) [5]
to obtain sparse points, and convert them into depth maps as pseudo-labels. We add spatial
smoothness constraints as supervision with the sparse labels to improve performance. For
the semi-dense labels, we employ the traditional MVS method COLMAP [6] to produce the
initial depth maps. We then apply geometric consistency constraints to remove outliers
from these maps. As a result, we obtain high-quality pseudo-labels by combining the
geometric priors, which can effectively avoid mis-estimation due to unreliable photometric
consistency. From the experimental results, we can see that our method demonstrates
exceptional performance when compared to other self-supervised methods, and is even
comparable with some of the top supervised methods.

The key contributions of this work are as follows:

(1) An efficient geometric prior-guided self-supervised learning framework for MVS
is proposed.

(2) A sparse prior loss, that combines sparse depth pseudo-labels from the SfM and the
spatial smoothness constraint, is introduced, to better deal with depth discontinuities
under sparse supervision.

(3) A semi-dense depth pseudo-label from the initial depth map estimated by COLMAP
and geometric consistency is applied, to remove outliers caused by unreliable photo-
metric consistency.

2. Related Work
2.1. Traditional MVS

Traditional MVS methods are able to be categorized into three groups according to how
they represent the 3D scene: point cloud-based [16,17], volumetric-based [18], and depth
map-based methods [6,19–25]. The first class of methods usually adopts the propagation
strategy for matched keypoints, to gradually densify the reconstruction. However, due to
the sequential propagation strategy, these methods are difficult to parallelize. The second
class of methods represents the 3D space as regular voxels and determines the proximity of
each voxel to the surface. These methods usually have high memory consumption, due to
the voxel representation. The third class of methods separates the problem into a depth
map estimation and depth map fusion, which are easy to parallelize and convert to a point
cloud representation.

Depth map-based MVS methods can be implemented using various software packages,
such as Multi-View Environment (MVE) [3], which offers end-to-end reconstruction capabil-
ities including SfM, MVS, surface reconstruction, and texturing. Gipuma [21], COLMAP [6],
ACMM [23], DP-MVS [24], and PatchMatch MVS [25] are PatchMatch-based [26] MVS
methods. COLMAP employs geometric priors and photometric consistency to estimate
surface normals and depth maps. ACMH [23] introduces an adaptive checkerboard sam-
pling strategy to improve the efficiency of the PatchMatch-based method, ACMM further
uses multi-scale geometric consistency based on ACMH, to improve the robustness of the
method. In this paper, we adopt the widely used COLMAP to generate pseudo-labels.
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2.2. Learning-Based MVS

Learning-based MVS methods have recently begun to shown great potential. MVSNet [27]
presented an end-to-end pipeline, which estimated depth by building a 3D cost volume
and using 3D CNN to regularize and regress the initial depth map. Following this, most
learning-based methods [28–30] have mainly followed the pipeline of MVSNet. Some meth-
ods [31–33] leverage the RNN to regularize the cost volume sequentially, reducing memory
overhead while increasing inference time. To both reduce time and memory consumption,
the authors in [1,34–36] adopt the coarse-to-fine strategy. They estimate coarse estimates first
and then make accurate estimates based on the previous stage’s results. These methods achieve
high-accuracy and high-resolution estimates, with acceptable memory and time cost. Based
on the coarse-to-fine architecture, MVSFormer [37] introduced the pretrained ViT enhanced
multi-view feature extraction network, which can learn more reliable feature representa-
tions, benefiting from informative priors from ViT. In this paper, CasMVSNet [35] is used
as the backbone.

Supervised learning methods rely on hard-to-obtain 3D annotations. Thus, researchers
began to focus on unsupervised/self-supervised methods [10–14]. UnsupMVS [10] was the
first learning-based network that solved the MVS problem without ground-truth training
data, which relies on the photometric consistency between multiple views. MVS2 [11]
adopts the geometric consistency between multiple views. M3VSNet [12] extracts fea-
tures with more semantic information by using a pretrained VGG network, and opti-
mizes the initial depth map with normal–depth consistency. JDACS [13] introduces a
self-supervised MVS framework based on co-segmentation and data-augmentation. Self-
sup CVP-MVSNet [14] uses a two-stage training strategy, where the initial depth maps
are estimated based on photometric consistency, followed by depth map refinement from
high-resolution images and neighboring views. U-MVS [15] uses the correspondence infor-
mation provided by optical flows and uncertainty maps to handle wrong supervision in the
foreground and background, respectively. These methods heavily depend on photometric
consistency, that is ambiguous in real 3D scenes. To overcome this, we consider leveraging
traditional methods to generate pseudo-labels for self-learning.

3. Method

Our objective is to produce accurate and reliable pseudo-labels to facilitate self-
supervised learning of MVS. In this section, we first analyze the wrong supervision caused
by photometric consistency loss, then we present the two proposed kinds of pseudo-labels.
The first type is sparse pseudo-labels, which are obtained by generating sparse points from
SfM and then converting them into sparse depth maps. The second type is semi-dense
pseudo-labels, which are generated using the traditional MVS method to estimate initial
depth maps, followed by filtering out the outliers using geometric consistency.

The overall geometric prior-guided self-supervised learning framework is depicted
in Figure 1. At the top of the figure, are the two pseudo-labels proposed for network
training, which will be given in Sections 3.2 and 3.3. The bottom part shows a sketch of a
learning-based MVS network.

3.1. Photometric Consistency Loss Revisited

The photometric consistency loss, Lphoto, measures the resemblance between the

source image, I j
re f , projected to the reference view, according to the estimated depth maps

and the reference image, Ire f :

Lphoto =
N
∑
j=1
||(Ire f − I

j
re f )

⊙
Mj||2 + ||(5Ire f −5I

j
re f )

⊙
Mj||2 (1)

where5 represents the gradient, andMj is the effective area of the image.
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Although the photometric consistency loss between different views can serve as
supervision for self-supervised learning, there are still two issues that remain unresolved.
(1) As shown in Figure 2, in a real scene, there is often interference from reflective surfaces,
object occlusion, or other factors, and the corresponding points in different perspectives
do not always meet the conditions of photometric consistency; (2) the supervision of the
background areas in the DTU dataset is invalid. Specifically, there are invisible areas
between different views, thus, the reconstructed image, I j

re f , usually contains invalid areas,
and using photometric consistency loss will introduce large errors.

Sparse Point CloudInput Images

Sparse Pseudo-Label 

SfM Depth Estimation

Semi-Dense Pseudo-label

Initial 

Depth Map

Semi-dense 

Depth Map

Filtering

supervise

MVS Network

Feature Extraction Homography 3D Cost Volume Regularization Depth RegressionInput Images

Figure 1. Geometric prior-guided self-supervised learning MVS framework. We generate the sparse
and semi-dense pseudo-labels by using SfM and the traditional MVS method. These labels are then
used to supervise the training of our MVS network.

Figure 2. Ambiguity when adopting photometric consistency.

To solve these issues, we propose two pseudo-labels as supervision. In Figure 1, the
sparse pseudo-label is located in the top left, while the semi-dense pseudo-label can be
found in the top right. The pseudo-label-based self-supervised MVS framework can learn
3D information well and efficiently, even under reflective surfaces, object occlusion, and
illumination changes.

3.2. Sparse Pseudo-Label

This section covers the generation of sparse depth map pseudo-labels. SfM [5], as a
pre-step for MVS, aims to predict camera parameters of input images and 3D sparse point
clouds of the scene. By triangulating feature points that match across multiple images,
a set of sparse 3D points is obtained. These points are then optimized through bundle
adjustment and outlier filtering, ensuring that the remaining sparse points are sufficiently
reliable. Figure 3 shows the generation of sparse pseudo-labels, where only the white
points in the depth map contain sparse prior information. Specifically, we generate sparse
pseudo-labels based on the sparse point clouds Pworld, and the camera parameters {K, R, t}
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from SfM. For visible sparse point Pi
world in view i, we transform the world coordinates into

camera coordinates Pi
cam, with the extrinsic {Ri, ti}:

Pi
cam = Ri · Pi

world + ti (2)

Input Images

SfM

Sparse Point Cloud and

Camera Parameters

Sparse Depth 

Pseudo Label

Projection

Figure 3. Generation of sparse pseudo-label.

Then, we project the sparse 3D points (camera coordinates) to the 2D image. For point
(x, y, z) in a sparse point cloud, we get the projected point (u, v), with the intrinsics:

u = fx
x
z + cx

v = fy
y
z + cy

d = z

(3)

where ( fx, fy) and (cx, cy) from Ki are the pixel focal length and the principal point, respec-
tively. z denotes the depth d of (u, v). For those points without prior depth values, we set
their depth as 0.

The sparse depth map only provides supervision for some pixels in the estimate.
Therefore, we add the depth smoothing loss. The aims of the depth smoothing loss are
to make the gradient of the estimate change smoothly and allow discontinuities in depth
with large color changes. The depth smoothing loss considers variations in gradients of the
input image:

Lsmooth = ∑
p
| 5 D(p)|T · e−|5I(P)|

(4)

where p is the pixel in the depth map D and the image I , and5D is the gradient of the
estimate. Thus, the sparse prior loss Lsparse that we adopt when training the network is:

Lsparse =
S

∑
s=1

λs(L1 + µ · Lsmooth) (5)

where L1 represents the loss between the sparse pseudo-label and estimate. µ is the weight
parameters of the two losses in our training with a sparse pseudo-label, µ is empirically set
to 0.1 [13]. λs is the weight coefficient of the L1 in different stages.

3.3. Semi-Dense Pseudo-Label

The sparse pseudo-label can only provide supervision for a few points in the esti-
mated depth maps, which can constrain the network’s learning capability. Therefore, we
consider generating a pseudo-label based on the traditional MVS method, to obtain more
dense pseudo-labels. COLMAP [6] is a widely used method for 3D reconstruction, which
performs pixel-wise normal and depth estimation based on geometric and photometric
consistency. However, for weak textures and background areas, the reconstruction results of
COLMAP are generally not reliable, this is due to the ambiguity of photometric consistency.
To ensure the production of dependable pseudo-labels for self-supervised learning, we
initially employ COLMAP to generate a preliminary depth map and then utilize multi-view
geometric consistency to eliminate any outliers.

The initial depth map produced by COLMAP undergoes a filtering process that
involves checking for geometric consistency through depth reprojection error, as shown in
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Figure 4. To be specific, the image i and j are related by their relative position represented
by the matrix [RRRij|tttij]. The estimated depth of point p in the reference view is denoted as
dp. Back-projecting the point p into 3D space based on dp, Xp is obtained. Projecting Xp to
the source image, gives the projected pixel q of the source view. Back-projecting the q in the
source image based on its depth estimate dq to 3D space, gives the point Xq. Projecting Xq

to the reference image gives the projected pixel coordinates q
′
. The coordinate reprojection

error is expressed as ||p− p
′ ||2. Similarly, the relative depth reprojection error is expressed

as
||d′p−dp ||1

dp
.

𝑝

XP

Xq

𝑝’

q

Oi

Oj

Rij, tij

Figure 4. Cross-view geometric consistency.

We define a criterion c(·) to determine whether the estimated depth dp of pixel p satis-
fies the cross-view geometric consistency, which comprehensively considers the coordinate
reprojection error and relative depth reprojection error of the depth map. We consider the
dp to be consistent between the two views if the following equation is satisfied:

c(p) =

1, if ||p− p
′ ||2 < α and

||d′p−dp ||1
dp

< β

0, otherwise
(6)

where α and β are empirically set to 1 and 0.01 based on the geometric consistency used in
the previous method [27].

The initial depth map, estimated based on the traditional geometric method, is denoted
as {DDDpm|DDDpm ∈ Rh×w}N

i=0. For the p in the reference image, there are N − 1 source images
for the multi-view geometric consistency check, and we can obtain N− 1 pixels reprojected
to the reference image. If the reprojected depth values are consistent for at least nmin views,
i.e., ∑N−1

i=1 c(p) ≥ nmin, then the estimate is considered dependable; nmin represents the
minimum number of views necessary to achieve depth consistency. The retained high-
confidence depth map is denoted as {DDD′pm|DDD

′
pm ∈ Rh×w}N

i=0, which is the semi-dense
pseudo-label used for model training.

As shown in Figure 5, after the cross-view geometric consistency check, the erro-
neous background area in the depth map is filtered basically, while the depth estimation
in the foreground part is retained. The multi-view geometric consistency check avoids
invalid supervision of the background area, which is more conducive to the training of the
network model.
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Reference Image Before Filtering After Filtering

Figure 5. Semi-dense pseudo-label with cross-view geometric consistency.

We adopt the semi-dense loss Lsemi−dense when training the network with semi-dense
pseudo-labels:

Lsemi−dense =
L
∑
l=0

∑
p∈Ωvalid

λl · ||DDDl(p)−DDDl
semi−dense(p)||1 (7)

we follow the multi-stage training strategy of the backbone network [35], whereDDDl(p) is
the estimate of stage l, andDDDl

semi−dense(p) is the pseudo-label. Ωvalid denotes valid pixels
in the pseudo-label. λl is the weight of the loss items in different stages.

3.4. Geometric Prior-Guided Multi-View Stereo Network

CasMVSNet [35] is used as our baseline model, and we apply the proposed sparse
prior loss or semi-dense loss to supervise the network during training. The coarse-to-fine
strategy is utilized by CasMVSNet [35] for estimating high-resolution depth maps. It first
uses a weight-sharing feature pyramid network [38] to extract multi-scale features

{
Fs

i
}N−1

i=0
(s = 1, 2, 3) from all input images, with resolution H ×W. For each scale, the features
are then warped into fronto-parallel planes of the reference view, using differentiable
homography [27], to obtain N − 1 feature volumes. By calculating the variance-based
similarity, the feature volumes are combined to construct the 3D cost volume. Subsequently,
the raw cost volume is regularized using a 3D UNet, resulting in a pixel-wise depth
probability distribution. From this distribution, the D1

0 is obtained by taking the expectation
value. Finally, the depth map D3

0, with resolution H ×W, can be obtained by gradually
decreasing the depth sampling range and the depth sampling number of cost volumes,
according to the predictions of previous stages.

4. Experiments

In this section, the performance of the GP-MVS framework is evaluated on the
DTU [39] and Tanks and Temples benchmark [40]. We begin by describing these datasets
and providing implementation details. Subsequently, we present the benchmarking process
carried out on the aforementioned datasets. Finally, an ablation study is presented, to
showcase the benefits of utilizing the proposed pseudo-labels.

4.1. Datasets and Implementation Details
4.1.1. Datasets

DTU is a dataset that comprises over 100 indoor scenes captured in a laboratory
environment and featuring 7 distinct lighting conditions. Each scene consists of 39 or
64 images. We adopt the sparse prior generation process proposed in Section 3.2, and use
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the camera projection transformation to obtain the sparse depth map pseudo-labels. For
semi-dense depth map pseudo-labels, as presented in Section 3.3, the initial depth maps
are generated using COLMAP [5], and then we employ geometric consistency to remove
any outliers.

We use metrics of mean accuracy, mean completeness, overall score, and the 0.5 mm F
score for this dataset. These metrics are given by Equations (8)–(11), respectively.

Acc. =
1
|R| ∑

r∈R
|er→G | (8)

where er→G = min
g∈G
||r− g||, er→G measures the distance from each point r in the recon-

structed point cloudR to the ground-truth point cloud G.

Comp. =
1
|G| ∑

g∈G
|eg→R| (9)

where eg→R = min
r∈R
||g− r||, eg→R measures the distance from each point r in the ground

truth point cloudR to the reconstructed point cloudR

Overall =
Acc. + Comp.

2
(10)

F1(τ) =
2P(τ)R(τ)

P(τ) + R(τ)
(11)

where the precision P(τ), measures the percentage of the number of reconstructed point
clouds that fall within a given distance threshold τ, to the total number of reconstructed
point clouds, the recall R(τ), measures the percentage of the number of ground-truth point
clouds to the total number of ground-truth point clouds at a given distance threshold τ.
The P(τ) and R(τ) are given by Equations (12) and (13), respectively.

P(τ) =
100
|R| ∑

r∈R

[
er→G < τ

]
(12)

R(τ) =
100
|G| ∑

g∈G

[
eg→R < τ

]
(13)

Tanks and Temples is a dataset consisting of indoor and outdoor scenes captured in
realistic environments, and it includes the intermediate set and the advanced set. Our method
is evaluated for its generalization performance using this dataset, with the F score serving
as the primary metric.

4.1.2. Implementation Details

Training. We used generated pseudo-labels to supervise the backbone network [35,37]
on the training set of DTU. Similar to CasMVSNet [35], the high-resolution input images
and pseudo-label depth maps, with resolution 1600 × 1200, were down-sampled and
center-cropped to obtain image and depth maps with a resolution of 640 × 512 when
training. PyTorch was used to implement the network, and a total of 16 epochs were used
to train the network with the Adam optimizer. The initial learning rate of 0.001 was halved
at the 10th, 12th, and 14th epochs, to prevent the network training from falling into a local
optimum. Following CasMVSNet [35], we employed 48, 32, and 8 hypothesis planes at
each stage, and the λl/λs for each stage was set to 0.5, 1.0, and 2.0.

Depth Fusion. After generating depth maps for all reference views, we fused them
to create a dense 3D point cloud model, using a similar approach to previous work [35]. We
started by filtering out unreliable depth values with low confidence, using the probability
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map generated by the network. We then applied the geometric consistency check in
Equation (6) to verify the depth maps, further filtering out unreliable depths. The final
depth estimation for each pixel was obtained by taking the average over all reprojected
depths. Finally, we directly reprojected the filtered depth maps into space to generate the
3D point cloud.

4.2. Benchmark Performance

Results on DTU. Our method’s performance is assessed on the DTU test set using the
network trained on the DTU training set. As for the supervised backbone CasMVSNet [35],
the resolution of the input is resized to 1152× 864 and five images are used for depth map
prediction (one reference image and four source images).

We evaluate the point clouds reconstructed by our method using the overall score.
As summarized in Figure 6, our approach that utilizes semi-dense depth pseudo-labels
delivers performance that is comparable to self-supervised learning approaches and even
outperforms the supervised MVSNet [27], R-MVSNet [31], and Point-MVSNet [34], and the
result is roughly on par with those of CasMVSNet [35] and CVP-MVSNet [36].

Figure 6. Comparison between SOTA MVS methods on DTU dataset (lower is better).

The quantitative results of various self-supervised MVS methods, including the pro-
posed pseudo-label based method, are presented in Table 1. Our methods (trained with
sparse pseudo-labels or semi-dense pseudo-labels) perform better than UnsupMVS [10],
MVS2 [11], M3VSNet [12], and JDACS [13]. The model trained with our semi-dense depth
map pseudo-labels (semi-dense) achieved comparable performance compared with Self-
sup CVP-MVSNet [14] and U-MVS [15]. Note that the pseudo-labels generation process of
Self-sup CVP-MVSNet and U-MVS is much more complicated compared with that of our
method. For Self-sup CVP-MVSNet, after obtaining the initial depth map from the unsu-
pervised model, an iterative refinement process is performed to obtain the pseudo-labels,
which involves several steps, such as initial depth estimation from a high-resolution image,
consistency check-based filtering for estimates, and fusion of the depth from multiple views,
to obtain final pseudo-labels. For U-MVS, it uses the pretrained unsupervised model based
on the uncertainty to generate pseudo-labels, which requires sampling up to 20 times to
obtain reliable uncertainty maps for depth filtering.
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Table 1. Quantitative results of our method against self-supervised MVS methods on the DTU dataset
(lower is better). The best results are in bold, while the second ones are underlined.

Method Acc. ↓ Comp. ↓ Overall ↓
UnsupMVS [10] 0.881 1.073 0.977
MVS2 [11] 0.760 0.515 0.637
M3VSNet [12] 0.636 0.531 0.583
JDACS [13] 0.571 0.515 0.543
Self-sup CVP-MVSNet [14] 0.308 0.418 0.363
U-MVS [15] 0.354 0.354 0.354
Ours (sparse) 0.419 0.443 0.431
Ours (semi-dense) 0.399 0.316 0.357

Table 2 showcases a comparison between the proposed methods and traditional/supervised
MVS methods. Our approach surpasses the traditional approaches Gipuma [21] and COLMAP [6].
MVSFormer [37] has been improved on the basis of CasMVSNet [35], achieving the best
performance of the supervised methods on the DTU dataset. Our self-supervised method
is comparable to the supervised multi-scale MVS network CVP-MVSNet [14], and the point
cloud reconstructed by our method has better completeness. We also compare the self-
supervised approach proposed with the backbone network CasMVSNet. Table 2 presents a
numerical evaluation of our approach compared to the CasMVSNet on the DTU dataset.
Our approach shows slightly lower quantitative results but the qualitative results, as shown
in Figure 7, suggest that our approach can reconstruct 3D point clouds with high accuracy,
especially in capturing local details.

Table 2. Quantitative results of our approach against traditional and supervised MVS methods on
the DTU dataset (lower is better). The best results are in bold, while the second ones are underlined.

Method Classification Acc. ↓ Comp. ↓ Overall ↓
Gipuma [21] Traditional 0.283 0.873 0.578
COLMAP [6] Traditional 0.401 0.661 0.531
MVSNet [27] Supervised 0.396 0.527 0.462
R-MVSNet [31] Supervised 0.383 0.452 0.417
Point-MVSNet [34] Supervised 0.342 0.411 0.376
CVP-MVSNet [14] Supervised 0.296 0.406 0.351
CasMVSNet [35] Supervised 0.325 0.385 0.355
MVSFormer [37] Supervised 0.327 0.251 0.289
Ours (semi-dense) Self-supervised 0.399 0.316 0.357

Reference 

Image

Reconstructed 

Point Cloud
Ground-Truth

Figure 7. Qualitative results of our approach on the DTU dataset in terms of reconstructed
point clouds.
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Results on Tanks and Temples. To assess the generalization capability of the proposed
methods, the models were trained on the DTU dataset and performed an evaluation on
the Tanks and Temples dataset, without any fine-tuning. Specifically, five input images
were used as an input, with a resolution of 1920× 1056. As displayed in Table 3, our
approach surpasses the traditional methods and supervised methods by a significant
margin, which proves that the MVS network supervised with our proposed pseudo-label
is effective. Additionally, Figure 8 illustrates the qualitative results of both subsets. The
proposed method can reconstruct denser point clouds with more details, making them
more visually appealing.

Table 3. The performance of our approach on the Tanks and Temples benchmark (intermediate set)
with F score (%) (higher is better). The best results are in bold, while the second ones are underlined.

Method Sup. Mean Family Francis Horse Lighthouse M60 Panther Playground Train

COLMAP [6] - 42.14 50.41 22.25 25.63 56.43 44.83 46.97 48.53 42.04

MVSNet [27]
√

43.48 55.99 28.55 25.07 50.79 53.96 50.86 47.90 34.69
MVSCRF [28]

√
45.73 59.83 30.60 29.93 51.15 50.61 51.45 52.60 39.68

CIDER [30]
√

46.76 56.79 32.39 29.89 54.67 53.46 53.51 50.48 42.85
R-MVSNet [31]

√
48.40 69.96 46.65 32.59 42.95 51.88 48.80 52.00 42.38

Point-MVSNet [34]
√

48.27 61.79 41.15 34.20 50.79 51.97 50.85 52.38 43.06
CasMVSNet [35]

√
56.42 76.36 58.45 46.20 55.53 56.11 54.02 58.17 49.56

CVPMVSNet [36]
√

54.03 76.50 47.74 36.34 55.12 57.28 54.28 57.43 47.54
UCSNet [1]

√
54.83 76.09 53.16 43.03 54.00 55.60 51.49 57.38 47.89

MVS2 [11] × 37.21 47.74 21.55 19.50 44.54 44.86 46.32 43.38 29.72
M3VSNet [12] × 37.67 47.74 24.38 18.74 44.42 43.45 44.95 47.39 30.31
JDACS [13] × 45.48 66.62 38.25 36.11 46.12 46.66 45.25 47.69 37.16
Self-sup CVP-MVSNet [14] × 56.54 76.35 49.06 43.04 57.35 60.64 57.35 58.47 50.06
U-MVS [15] × 57.15 76.49 60.04 49.20 55.52 55.33 51.22 56.77 52.63
Ours × 56.65 77.32 59.88 48.96 56.17 54.78 50.82 55.52 49.76

The advanced set of Tanks and Temples contains challenging scenes. Our approach
demonstrates superior performance compared to other approaches in most evaluation
metrics, as presented in Table 4. This proves that the proposed depth map pseudo-labels
based on the geometry prior, can effectively capture the geometric information in the 3D
scene. Due to overfitting on the DTU dataset, supervised methods, such as the backbone
CasMVSNet, exhibit limited generalization performance. Thus, even though our method
achieved slightly lower reconstruction performance on the DTU compared to the backbone
network, the use of our proposed pseudo-labels has the potential to enhance the network’s
generalization ability. This proves that the MVS network supervised with our proposed
pseudo-labels is effective.

Table 4. The performance of our approach on the Tanks and Temples benchmark (advanced set) with
F score (%) (higher is better). The best results are in bold.

Method Sup. Mean Auditorium Ballroom Courtroom Museum Palace Temple

COLMAP [6] - 27.24 16.02 25.23 34.70 41.51 18.05 27.94

R-MVSNet [31]
√

24.91 12.55 29.09 25.06 38.68 19.14 24.96
CIDER [30]

√
23.12 12.77 24.94 25.01 33.64 19.18 23.15

CasMVSNet [35]
√

31.12 19.81 38.46 29.10 43.87 27.36 28.11

U-MVS [15] × 30.97 22.79 35.39 28.90 36.70 28.77 33.25
Ours × 32.68 21.62 40.41 29.52 46.79 28.16 29.61

4.3. Ablation Study

Accuracy of pseudo-labels. Figure 9 shows the visualization of different pseudo-
labels. The white dots in the sparse depth map are the pixel positions with sparse prior
information. The sparse depth map can only describe the basic geometric structure of
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the 3D scene, focusing more on the rich texture part. The supervision of the semi-dense
pseudo-label depth map in the foreground area is more complete. Upon comparison with
the ground truth, it can be inferred that the foreground, using semi-dense pseudo-labels,
is more complete, while removing false background estimates. We assess the accuracy of
the network using various pseudo-labels as supervision on the DTU dataset, with depth
prediction accuracy serving as the evaluation metric. In addition, we provide the density
(means of percentage of labeled pixels in each image) of different pseudo-labels. Note that
the density of the initial depth map without filtering is 100%.

(d)Palace (e) Palace2 (f) Lighthouse

(a)Ballroom (b) Courtroom (c) Train

Figure 8. Visualization of the reconstructed point clouds on the Tanks and Temples dataset.
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Figure 9. Visualization of different pseudo-labels.

From Table 5, it can be concluded that the accuracy of the sparse depth map has
already achieved a high accuracy (86% pixels of the sparse depth map are accurate within
2 mm). However, due to the few labeled points, the sparse pseudo-labels have certain
limitations as supervision. The semi-dense pseudo-labels, after removing the wrong points,
has the highest accuracy.

Table 5. Evaluation of different pseudo-labels. The best results are in bold.

Pseudo-Label Acc_2 mm ↑ Acc_4 mm ↑ Acc_8 mm ↑ Density

Sparse depth map 86.74% 90.75% 93.23% 0.65%
Initial depth map 74.75% 79.17% 81.91% –
Semi-dense depth map 90.72% 93.86% 95.20% 64.78%

Analysis of Different Supervisions. Table 6 reflects the accuracy of depth maps
estimated by models trained under different supervision. The results show that the network
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trained with semi-dense depth map pseudo-labels achieves the second best accuracy, which
is comparable to that of the supervised CasMVSNet, while outperforming the network
based on photometric consistency loss and the sparse prior loss.

Table 6. Qualitative results of depth estimation on the DTU dataset (lower is better). The best results
are in bold, while the second ones are underlined.

Method Acc_2 mm ↑ Acc_4 mm ↑ Acc_8 mm ↑
CasMVSNet [35] 69.90% 75.35% 78.80%
Photometric consistency loss 65.31% 72.23% 76.35%
Sparse pseudo-labels 60.99% 67.70% 71.99%
Semi-dense pseudo-labels 69.82% 74.69% 77.64%

As shown in Figure 10, using photometric consistency loss as supervision, leads to
noticeable errors at the boundaries. In contrast, using semi-dense pseudo-labels as the
network’s supervision, allows for more precise depth map predictions, especially at the
border between foreground and background.

Photometric

Consistency

Sparse

Pseudo-Label

Semi-Dense

Pseudo-Label

Reference

Image

Figure 10. Quantitative results of depth estimation on the DTU dataset.

Table 7 shows the results of point clouds reconstructed by models with different
supervisions. We use the overall and the F score under the 1 mm threshold as the evaluation
metrics. Methods based on semi-dense pseudo-labels have the best quality.

Table 7. Qualitative results of point cloud reconstruction on the DTU dataset (lower is better). The
best results are in bold.

Supervisory Signal Acc. ↓ Comp. ↓ Overall ↓ F Score@1 mm ↑

Photometric consistency loss 0.441 0.335 0.388 83.04%
Sparse prior 0.419 0.443 0.431 81.62%
Semi-dense depth map 0.399 0.316 0.357 85.98%

By comparing the performance of different methods, we aimed to provide further
evidence of the effectiveness of our self-supervised approach utilizing pseudo-labels.
Figure 11 displays the reconstructed results of scan9, scan33, and scan49 in the DTU
dataset. UnsupMVS [10] is an unsupervised MVS method based on photometric consis-
tency loss. The self-supervised MVS method based on pseudo-labels produces denser 3D
point clouds with more complete local details compared to other methods, as shown in
Figure 11.
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UnsupMVS Ours(Sparse) Ours(Semi-dense)

Figure 11. Quantitative results of point cloud reconstruction on the DTU dataset.

In addition, we conducted a comparison between the point clouds generated by our
method and those obtained using traditional methods. The sparse point clouds were
generated from the SfM described in Section 3.2. Table 8 demonstrates that although the
sparse point cloud has an acceptable accuracy, its completeness is compromised, due to the
sparse distribution of points. It should be noted, that our self-supervised methods using
semi-dense pseudo-labels outperformed the traditional method COLMAP. In addition,
using the dense depth map reconstructed by COLMAP as a pseudo-label for training,
the accuracy is not only better than COLMAP itself, but also close to the best supervised
learning method, and even stronger in generalization ability. These results highlight the
strengths of our proposed pseudo-label approach.

Table 8. Comparison between traditional methods on the DTU dataset (lower is better). The best
results are in bold.

Class Acc. ↓ Comp. ↓ Overall ↓ F Score@1 mm ↑

Sparse Point Cloud [5] 0.452 3.450 1.951 11.75%
COLMAP [6] 0.401 0.661 0.531 76.61%
Ours(Sparse) 0.419 0.443 0.431 81.62%
Ours(Semi-dense) 0.399 0.316 0.357 85.98%

Statistical Analysis. To further show the effectiveness of the proposed semi-dense
pseudo-labels, a statistical analysis based on the paired t-test is conducted for CasMVSNet [35]
and CasMVSNet [35] combined with semi-dense pseudo-labels. The statistic t of the paired
t-test is calculated as:

t =
d̄− d0

sd/
√

n
(14)

where d̄ denotes the sample mean of differences, d0 denotes the hypothesized population
mean difference, sd denotes the standard deviation of differences, and n denotes the sample
size. The degrees of freedom d f = n − 1. The p-value is determined by checking the
corresponding threshold table based on the t statistic. Table 9 shows the results of the
paired t-tests for CasMVSNet [35] and CasMVSNet with our semi-dense pseudo-labels
on the DTU dataset and the Tanks and Temples dataset, the significance level α is set to
0.05. The p values for the DTU and intermediate subsets are 0.8260 and 0.2794, respectively,
indicating no significant difference between the experimental results of CasMVSNet and
CasMVSNet with our semi-dense pseudo-labels on these datasets. This suggests that
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CasMVSNet with our semi-dense pseudo-labels is competitive with CasMVSNet on these
datasets. On the advanced subset, the p value is 0.0076, indicating a significant difference
between the experimental results of CasMVSNet and CasMVSNet with our semi-dense
pseudo-labels on this dataset. Therefore, our method outperforms CasMVSNet significantly
on this dataset.

Table 9. The paired t-test results for CasMVSNet [35] with our semi-dense pseudo-labels on the DTU
dataset and the Tanks and Temples dataset (significance level α = 0.05).

DTU Intermediate Advanced

t 0.2226 1.1724 4.3204
d f 21 7 5
p 0.8260 0.2794 0.0076

5. Discussion

Our network’s success can be mainly attributed to the utilization of self-supervised
multi-view stereo learning, guided by pseudo-labels. Our pseudo-label-guided method
effectively avoids the ambiguity of the breadth of the image reconstruction loss monitoring
signal, resulting in a trained network model with stronger generalization performance.
However, our work also has some limitations. For instance, the sparse depth supervised
network model can only describe the basic structure of the scene, due to insufficient
monitoring signals. Additionally, the depth map output from the network model based
on sparse prior depth map supervision may not accurately estimate finer details. While
using semi-dense pseudo-labels as a supervisory signal can achieve better performance
than using sparse pseudo-labels, it is limited by the inherent difficulties of traditional MVS
methods in estimating reliable depth in some areas such as occlusion, textureless, and
non-Lambertian surfaces, where it cannot provide a supervisory signal for the network.

6. Conclusions

In this paper, a geometric prior-guided MVS framework for self-supervised learning
is proposed. Unlike other methods that use photometric consistency loss as supervision,
we propose two pseudo-labels: sparse depth map and semi-dense depth map. This can
effectively address issues arising from illumination changes across images and inadequate
supervision in the background area. Specifically, we employed SfM to obtain a sparse
3D point cloud, and produced depth maps using the traditional MVS method. After
post-processing, we obtain two high-quality pseudo-labels, namely sparse and semi-dense.
By using these pseudo-labels, our approach outperforms self-supervised methods and
performs similarly to supervised learning frameworks. The sparse point cloud mentioned
in this paper is low-level information, which only contains geometric information of the 3D
scene, while the input image contains more semantic information. Our future work will
consider how to combine an image’s semantic information to assist MVS.
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