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Abstract

:

Sea surface temperature (SST) has important impacts on the global ecology, and having a good understanding of the predictability, i.e., the possibility of achieving accurate prediction, of SST can help us monitor the marine environment and climate change, and guide the selection and design of SST prediction methods. However, existing studies for analyzing SST mostly measure the rising or falling trends of SST. To address this issue, we introduce a temporal-correlated entropy to quantify the predictability of SST series from both global coarse-grained and local fine-grained aspects, and make SST prediction with multiple deep learning models to prove the effectiveness of such predictability evaluation method. In addition, we explore the dynamics of SST predictability by dividing the time range of interest into consecutive time periods, evaluating the corresponding predictability of SST for each time period, and analyzing the stability of the predictability of SST over time. According to the experiments, the SST predictability values near the poles and equator are really high. The average SST predictability values of the East China Sea, Bohai Sea, and Antarctic Ocean are 0.719, 0.706, and 0.886, respectively, and the size relationship of the SST predictability in the three local sea areas is consistent with our prediction results using multiple representative SST prediction methods, which corroborates the reliability of the predictability evaluation method. In addition, we found that the SST predictability in the Antarctic Ocean changes more dramatically over time than in the East China Sea and the Bohai Sea. The results of SST predictability and its dynamic analysis indicate that global warming, ocean currents, and human activities all have significant impacts on the predictability of SST.
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1. Introduction


The ocean covers about 71% of the Earth’s surface, and sea surface temperature(SST) is therefore of great importance for global climate and environment [1,2]. SST usually refers to the temperature of the seawater in the uppermost sea layer of 10–20 microns and at a depth from 1 mm to 20 m according to the varying measurement methods, including satellite and in situ sensors. SST is affected by many factors, such as ocean currents and sunlight, and presents certain temporal regularity. Therefore, having a good understanding of the predictability, i.e., regularity, of SST can help people better solve various issues in the ocean, e.g., SST prediction and marine climate analysis.



First, accurate SST prediction helps people cope with climate change and possible natural disasters in advance. Currently, various methods, e.g., physical models, time series methods, and machine learning models [3,4], have been proposed for SST prediction. These methods have different characteristics and perform quite differently at oceanic regions of different SST predictability. For example, time series methods usually achieve high accuracy in predicting SST of high predictability while performing badly if the predictability of SST is low. In contrast, machine learning methods could achieve higher prediction accuracy than time series methods for SST of low predictability because they can involve external data and knowledge to enrich the information for training prediction models. In this case, evaluating the predictability of SST can guide the selection and design of prediction models [5], and help to make more accurate SST predictions.



Second, global warming has been a prominent issue, and the melting of Antarctic and Arctic glaciers leads to the rapid rise of sea level [6], which seriously affects the global climate and ecological environment. Global warming leads to more climate anomalies, and causes drastic changes in SST in some ocean areas. Evaluating the predictability of SST and uncovering the dynamic changes in SST predictability can help to locate regions with drastic SST changes, making it possible to take some remedial actions in time. In addition, further analysis of the causes of SST changes could help us to find a specific and workable solution to global warming.



There are already many studies analyzing the dynamics of SST. Hansen et al. [7] measured the changes in global surface temperature and discovered that the Arctic Ocean has the largest warming amplitude. Bulgin et al. [8] quantified the global trends, variability, and persistence in SST and discussed the evidence for the re-emergence of sea surface temperature anomalies. Robles-Tamayo et al. [9] analyzed the SST time series to capture the oceanographic variability of the Eastern Coastal Zone of the Gulf of California. Li et al. [10] used linear regression to analyze the warming trend and seasonal change in the deep water in the Gulf of Mexico. Mohamed et al. [11] analyzed the temporal and spatial variation and linear trend of the SST in the Black Sea, and analyzed the interannual variation of SST using the empirical orthogonal function (EOF). Mohamed et al. [12] also studied the change in SST in the Barents Sea using the EOF method, and concluded that the Barents Sea has the greatest changes in SST in the Arctic. Hussein et al. [13] studied the correlations between chlorophyll-a and SST, and their trends in the Arabian Gulf. Zhao et al. [14] analyzed the spatial and temporal characteristics of SST in the North Pacific Ocean and the correlations between SST and other sea factors. In addition, there are also some studies analyzing the regularity of SST. Ba et al. [15] studied the regularity of ocean surface structure using satellite images in frontal regions in the ocean. Sutton et al. [16] used shipboard observations to analyze the decadal predictability of the SST in the North Atlantic. Davis [17] used EOF and linear statistical estimators to capture the variability of SST. However, all these existing studies above mainly focus on either analyzing the rising and falling trends of SST or roughly exploring the regularity of SST, and cannot precisely quantify the predictability of SST to reflect its variability.



In this work, we aim to quantify the predictability of SST based on the entropy theory. Over recent decades, predictability quantification of time series has been well studied in multiple fields, e.g., urban traffic and human mobility. For example, Song et al. [18] used entropy to estimate the predictability of people’s location sequences, which greatly facilitates the study of human mobility. Lu et al. [19] measured the predictability of human mobility using entropy and analyzed the travel patterns of 500,000 individuals. Smith et al. [20] reconsidered the upper bound to the predictability of human mobility. Zhao et al. [5] measured the predictability of taxi demand using entropy, and compared the prediction results of different predictors when trained on the data with different predictability. Wang et al. [21] mapped the degree of traffic congestion on roads into time series, and uncovered the daily predictability of urban traffic patterns using entropy. Chen et al. [22] calculated the predictability of telecommunication traffic, and studied the joint predictability of traffic demand and mobile mode. Zhou et al. [23] also took advantage of entropy theory to explore the limits of the predictability of cellular network traffic based on the traffic dataset from a real cellular network. Chand [24] used the Hurst exponent to measure the predictability of traffic and analyze the impacts of various factors on the predictability. Tao et al. [25] used entropy to analyze the predictability of mobile users’ traffic usage, and revealed the predictability and consistency of users’ behavior. Currently, in the field of marine research, there are already some studies using entropy to analyze the spatial-temporal characteristics and the relationship between different climate variables [26]. For example, Kleeman et al. [27] measured the prediction utility using relative entropy and studied the utility behavior on different dynamical systems, including a simple dynamical system with relevance to climate and weather prediction models. Ikuyajolu et al. [28] used a recurrence entropy to evaluate the predictability of climate in tropical Indo-Pacific basin, which can be computed by the probability of occurrence of microstates in its RP, i.e., recurrence plot.



In this work, we evaluate the predictability of SST using a temporal-correlated entropy, make SST prediction experiments to verify the effectiveness of our method, and analyze the dynamic changes in SST predictability over time. Concretely, we make the following contributions in this work:




	
We introduce entropy to quantify the predictability of the coarse-grained SST in all grid sea regions of size    3 ∘  ×  3 ∘    around the world, as well as the predictability of the fine-grained SST in grid regions of size   0 .  25 ∘  × 0 .  25 ∘    in three typical local sea areas (i.e., the East China Sea, the Bohai Sea, and the Antarctic Ocean), and discover the differences of SST predictability in different oceanic areas.



	
We develop multiple SST prediction models, including a physical model, i.e., Copernicus Marine global analysis and forecast product, AutoRegressive Integrated Moving Average(ARIMA) model, Long Short-Term Memory(LSTM) model, Multi-layer Perceptron (MLP) model, and Spatio-Temporal Graph Convolutional Network (STGCN) model, to make SST prediction. The results of these models demonstrate the effectiveness of the predictability evaluation method.



	
We analyze the dynamics of the predictability of SST over a long time period from both global and local aspects, and identify the important causes that lead to the changes in SST predictability.








For the rest of this work, we will describe the material and the proposed methods in Section 2 and present the experiment results in Section 3. Finally, Section 4 concludes the whole work.




2. Material and Methods


2.1. Datasets


In this work, we use the Optimum Interpolation SST(OISST) V2 High-Resolution dataset from National Oceanic and Atmospheric Administration (NOAA) (https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.highres.html, accessed on 5 November 2022). This dataset provides global daily SST records from 1981 to the present, and the spatial resolution is   0 .  25 ∘  × 0 .  25 ∘   . OISST V2 is based on the blending of both in situ and satellite observations. The satellite observations are provided by multi-satellite sensors, such as AVHRR and VIIRS, and the in situ ship and buoy data used is of NCEI merged TAC + Binary Universal Form for the Representation (BUFR) of meteorological data format. In general, the satellite SST biases are corrected with float SST observations such as Argo [29]. The predictability of SST should be analyzed from a large time scale since short-term SST is usually of high dynamics and uncertainty. Therefore, we calculate the monthly average SST using daily SST records to evaluate the predictability of SST.



We first quantify the predictability of the coarse-grained SST in all grid sea regions of size    3 ∘  ×  3 ∘    around the world. The SST of each    3 ∘  ×  3 ∘    region R is the average value of the SST records of the   12 × 12   = 144 grid regions of size   0 .  25 ∘  × 0 .  25 ∘    in R. Figure 1 shows the global monthly average SST in January 2002.



We then quantify the predictability of fine-grained SST in three local sea areas, i.e., East China Sea (  25 ∘  N–  32 ∘  N,   120 ∘  E–  127 ∘  E), Bohai Sea (  37 ∘  N–  42 ∘  N,   117 ∘  E–  123 ∘  E) and Antarctic Ocean (  60 ∘  S–  75 ∘  S,   0 ∘  E–  360 ∘  E). Since the area of the Antarctic Ocean is quite large and requires too many hardware resources to train the deep learning prediction models, we further select a smaller area of (  70 ∘  S–  75 ∘  S,   170 ∘  E–  200 ∘  E) to make SST predictions. Figure 2 illustrates the monthly average SST in January 2002 for three local sea areas, as well as the selected Antarctic Ocean area for SST prediction.



For SST predictability evaluation and SST prediction, we use the monthly average SST from 2002 to 2021. For the dynamic analysis of SST predictability, we use the monthly average SST from 1982 to 2020, to analyze the dynamic changes over a long period of time. The long time range can be divided into more fine-grained time periods, and help make more accurate dynamic analysis.




2.2. Problem Statement


We divide the sea area of interest into   N = L × W   grid regions, where L and W are the numbers of grid regions along the latitude and longitude, respectively. Each grid region   R i   is the spatial unit of SST predictability, which corresponds to an SST series   x i  . The SST records for all grid regions form a matrix   X ∈  R  N × T    , where T is the number of time slots, and is also the temporal unit of the SST predictability.



Given the SST series   x i   for grid region   R i  , we aim to find a function f to measure the predictability   Π i   for   x i  , i.e.,


   Π i  = f  (  x i  )   



(1)







Then, the predictability of all the grid regions can be measured as


  Π = F ( X )  



(2)




where F represents the algorithm that circularly uses f on each SST series, and   Π ∈  R N    is the predictability matrix for all N grid regions.




2.3. Methods


2.3.1. Entropy-Based Predictability Evaluation for SST


Entropy is often used to measure the degree of chaos in a system, and high entropy represents a chaotic system, which leads to low prediction accuracy. Thus, we can measure the predictability of SST sequences based on entropy theory, and the higher the entropy, the lower the predictability.



Given an SST series x, the temporal-correlated entropy S of x can be defined as below.


  S = −  ∑  s ⊂ x   P  ( s )   log 2   ( P  ( s )  )   



(3)




where s represents one specific sub-sequence in x and   P ( s )   is the possibility of finding s in x [18].



Considering that the complexity of Equation (3) above is quite high, we use Lempel-Ziv estimator [5] to approximate it, i.e.,


  S ≈   T ln T    ∑ t   l t     



(4)




where T is the length of the entire SST series,   l t   represents the length of the shortest sub-sequence that appears after time-step t and never appears before time-step t in the entire SST series, and   ∑ t   represents the sum of all   l t  , t∈  [ 1 , T ]  . For example, given an SST series   { 1 , 2 , 3 , 4 , 1 , 2 , 5 , 6 }  , then   l 1   means the length of the shortest sub-sequence that appears after time-step 1, i.e., the first element in the series, and never appears before time-step 1. Then   l 1   equals 1, which is the length of the sub-sequence   { 2 }  , i.e., the shortest sub-sequence that never appears in the preceding sub-sequence   { 1 }  .   l 2   and   l 3   also equal to 1.   l 4   equals 3, which is the length of the sub-sequence   { 1 , 2 , 5 }   after time-step 4, since   { 1 }   and   { 1 , 2 }   already appear in the preceding sub-sequence   { 1 , 2 , 3 , 4 }  . The entropy not only considers the frequency of different elements in the series, but also considers the temporal patterns of the series [30].



With entropy S of SST series x, according to Fano’s inequality, the maximum predictability   Π  m a x   , i.e., the maximum probability of accurately predicting the SST with any prediction method, of x can be estimated by the following formula [18].


  S = −  Π  m a x    log 2   (  Π  m a x   )  −  ( 1 −  Π  m a x   )   log 2   ( 1 −  Π  m a x   )  +  ( 1 −  Π  m a x   )   log 2   ( M − 1 )   



(5)




where M is the number of distinct elements in the SST series x. The maximum predictability   Π  m a x    is between 0 and 1, and the larger the value of   Π  m a x   , the higher the probability of accurately predicting the SST. Specifically, 0 represents no accurate prediction can be made, and 1 represents that we can achieve 100% accurate prediction.



To solve Equation (5), we deform it into the following equation.


  S +  Π  m a x    log 2   (  Π  m a x   )  +  ( 1 −  Π  m a x   )   log 2   ( 1 −  Π  m a x   )  −  ( 1 −  Π  m a x   )   log 2   ( M − 1 )  = 0  



(6)







In Equation (6), there is only   Π  m a x    unknown. Since the equation cannot be solved directly, we adopt Newton’s method to perform constant iterations to obtain the approximation of   Π  m a x   .



According to Equations (4) and (6), we need to frequently evaluate whether two sub-sequences are equal and count the number of distinct elements in the whole time series. When evaluating the predictability of transportation and human mobility, the sequences we use to calculate entropy and predictability are usually position sequences, and it is straightforward to compare whether two sub-sequences are equal. However, for the SST time series, the SST records are floating-point numbers, and exactly equal records rarely occur in the series. To address this issue, we set a threshold  ϵ , and two SST records are considered to be the same if their difference is less than  ϵ . For example, if  ϵ  is set to 0.2, two SST series   { 1 , 1.5 , 1.7 , 2.2 }   and   { 1.1 , 1.3 , 1.6 , 2.3 }   are equal. The value of  ϵ  directly influences the calculated predictability. When  ϵ  is set to be larger, then more floating points in the sequence are the same, the sequence is less chaotic, the calculated entropy is smaller, and therefore the larger predictability is obtained. As the value of  ϵ  increases, the calculated predictability increases accordingly. However, it does not affect the relative size between the predictability corresponding to different SST series. We will further analyze the correlations between  ϵ  and predictability via experiments in Section 3.




2.3.2. SST Prediction Models


For each specific time slot t, the SST records for all regions are represented by    X t  ∈  R N   . Given the historical SST of a time slots    X  t − a + 1   ,  X  t − a + 2   , . . . ,  X t   , SST prediction aims to predict the SST records in next b time slots, i.e.,


   X  t + 1   ,  X  t + 2   , . . . ,  X  t + b   = P  (  X  t − a + 1   ,  X  t − a + 2   , . . . ,  X t  )   



(7)




where P is one certain SST prediction method.



In this work, five representative SST prediction models, i.e., a physical model, ARIMA, LSTM, MLP, and STGCN, are introduced to analyze the correlations between the prediction performance and SST predictability in different sea areas. The techniques of the five models are briefly discussed below.



A. Physical Model



The physical model we use is Copernicus Marine global analysis and forecast product with the product ID of GLOBAL_ANALYSISFORECAST_PHY_001_024. This product provides two kinds of data, i.e., aggregated analysis data and 10 days of global ocean forecasts data, and the resolution of the data in the model is   1 /  12 ∘  × 1 /  12 ∘   . The variables of the model include potential temperature, salinity, and currents information on a 3D scale, i.e., including data of different depths, sea surface level, bottom potential temperature, mixed layer thickness, sea ice thickness, sea ice fraction, and sea ice velocities information on a 2D scale in global ocean area. The product contains 16 different datasets of different ocean variables, and we use the dataset cmems_mod_glo_phy-thetao_anfc_0.083deg_P1M-m, which contains monthly average potential SST for our SST prediction experiment.



B. ARIMA



The autoregressive integrated moving average (ARIMA) model is a time series analysis method, which includes three modules, i.e., autoregression (AR), integrated (I), and moving average (MA). AR module considers the relationship between the value at the current time slot and the values at several previous time slots. I module converts the original data into differential data to eliminate the influence of non-stationary information, such as trend, in time series. MA module considers the relationship between the value at the current time slot and the errors at several previous time slots. ARIMA model works as follows:


  A R I M A ( p , d , q ) = A R ( p ) + I ( d ) + M A ( q )  



(8)




where   A R ( p )   is the autoregressive module,   I ( d )   is the integrated module, and   M A ( q )   is the moving average module. The lag order p indicates the number of historical time slots we consider in   A R   module, and d represents the degree of differencing, which indicates the number of times that the time series are differenced, and q is the order of moving average, which indicates the number of historical time slots we consider in   M A   module.



To determine the value of model parameters   ( p , q )  , we first set the maximum values and minimum values for   ( p , q )  , i.e.,   (  p  m a x   ,  q  m a x   )   and   (  p  m i n   ,  q  m i n   )  , and then calculate the AIC value of ARIMA model corresponding to each   ( p , q )   combination within the range. Finally, we select the model with the minimum AIC value to perform prediction. The full name of AIC is Akaike Information Criterion, which is a measure of the fitting performance of a statistical model, and the smaller the value of AIC, the better the fitting performance of the model. In the general case, the AIC can be described as:


  A I C = 2 k − 2 ln L  



(9)




where k represents the number of model parameters and L is the likelihood function value.



C. LSTM



Long Short-Term Memory(LSTM) model [31] is a typical Recurrent Neural Network (RNN) model that can capture the long-term dependency in time series, and address the issues of gradient explosion and gradient disappearance in RNN. Figure 3 illustrates the structure of LSTM which consists of forget gate unit, input gate unit, and output gate unit.



The meaning of the symbols in Figure 3 is explained in the figure caption. The operations of LSTM can be summarized below.


     f t     = σ (  W f  ·  [  h  t − 1   ,  x t  ]  +  b f  )       i t     = σ (  W i  ·  [  h  t − 1   ,  x t  ]  +  b i  )       c t     = t a n h (  W C  ·  [  h  t − 1   ,  x t  ]  +  b C  )       C t     =  f t  ⊙  C  t − 1   +  i t  ⊙  c t        o t     = σ (  W o  ·  [  h  t − 1   ,  x t  ]  +  b o  )       h t     =  o t  ⊙ t a n h  (  C t  )      



(10)




where    W f  ,  b f  ,  W i  ,  b i  ,  W C  ,  b C  ,  W o  ,  b o    are the parameters to be learned during the training process.  σ ,   t a n h  ,   f t  ,   i t  ,   o t  , ⊙, +,   x t  ,   h  t − 1   ,   C t   all have the same meanings with the symbols described in the caption of Figure 3.   c t   is an intermediate variable to help calculate   C t   at time-step t,   [ , ]   is the operation of concatenating the matrices   x t   and   h  t − 1   , and · is the operation of matrix multiplication.



D. MLP



Multi-layer Perceptron(MLP) [32] is one basic neural network, which contains multiple hidden layers between the input layer and output layer. Each layer in an MLP model is fully connected to the layers next to it, i.e., each neuron in each layer has a connection to each neuron in the next layer. MLP uses activation functions to make the linear transformation of each layer of the network nonlinear, therefore it could approximate any nonlinear function to learn nonlinear correlations. Figure 4 shows the structure of MLP we use for SST prediction. The activation function used in this MLP model is ReLU, i.e.,


  R e L U ( x ) = m a x ( 0 , x )  



(11)




where   m a x ( )   function outputs the maximum value of the input data.



E. STGCN



Spatio-Temporal Graph Convolution Network (STGCN) [33] is an advanced prediction method that can learn the spatial and temporal dependencies in SST. Figure 5 illustrates the architecture of STGCN.



For SST prediction, STGCN first builds the spatial graph   G = ( V , E , W )  , where V is a set of vertices, each grid region is regarded as a vertex, and all the N grid regions correspond to N vertices in the graph; E is a set of edges, representing the connections between the vertices;   W ∈  R  N × N     denotes the weighted adjacency matrix of the spatial graph G, and it is used to conduct spatial graph convolution. In this work, the adjacency matrix W is computed based on the distances among the grids, and each element   w  i j    in W is calculated by the formula below.


   w  i j   =      e x p ( −   d  i j  2   δ 2   )     , i ≠ j  a n d  e x p ( −   d  i j  2   δ 2   ) ≥ η      0    , o t h e r w i s e       



(12)




where   w  i j    is the adjacency weight of the edge between grid regions i and j,   d  i j    is the distance between grid regions i and j, and parameters  δ  and  η  are used to control the distribution and sparsity of W.



As shown in Figure 5, historical SST records and the adjacency matrix W are input into the model. The Temporal Gated-Conv block learns the temporal patterns in SST records, and the Spatial Graph-Conv block learns the spatial dependencies between grid regions with the help of W. The predicted SST values are generated by a full-connection layer.




2.3.3. Analyzing the Dynamics of SST Predictability


To analyze the dynamics of the predictability of SST, we divide T time slots into u periods   P 1  ,   P 2  , ⋯,   P u  , and each period has  τ  time slots. Then, all historical SST records are divided into u sub-matrices    X 1  ,  X 2  , . . . ,  X u   , where    X i  ∈  R  N × τ    . By measuring the predictability    Π i  ∈  R N    for each SST sub-matrix   X i  , we can obtain a sequence of u predictability values, i.e.,    Π 1  ,  Π 2  , . . . ,  Π u    for each grid region. Then we analyze the dynamics of the predictability of SST based on this sequence. Figure 6 presents the process for analyzing the dynamics of SST predictability.



With the predictability sequence    Π 1  ,  Π 2  , . . . ,  Π u   , we compute its gradient k to analyze the rising or falling trend of the predictability of SST in the corresponding grid region. First, the coordinate points    ( 1 ,  Π 1  )  ,  ( 2 ,  Π 2  )  , . . . ,  ( u ,  Π u  )    are used to represent the predictability of each time period, and they form a series of points in the two-dimensional coordinate system. Then, we calculate the gradient k of the line that can fit these coordinate points using the method of least squares, i.e.,


  k =    ∑  i = 1  u  i   Π i  − u   i ¯    Π ¯     ∑  i = 1  u   i 2  − u    i ¯  2     



(13)




where u is the number of time periods; i is the x-coordinate of the ith coordinate point, which is the number between 1 and u;   i ¯   is the average value of all i; and   Π ¯   is the average value of all   Π i  .



For example, the SST predictability sequence of a specific sea region in   (  57 ∘   S–  60 ∘  S,   60 ∘  E–  63 ∘  E) is shown in Figure 7. The coordinates of the points in the figure represent the predictability value of each time period. The red line is calculated using Equation (13) to fit these coordinate points. The gradient of the line, i.e., 0.00162, can be used to evaluate the dynamics of SST predictability. If the gradient is steep, it means that the speed of the predictability change in this region is fast, i.e., the SST is becoming more and more chaotic or stable. For example, the increase in human activities will lead to an increased chaotic degree of the SST in the sea areas close to land, therefore resulting in a steep decrease gradient of SST predictability.





2.4. Evaluation Settings


When calculating the predictability from entropy, we set the threshold  ϵ  for judging the similarity between two sub-sequences to 0.2. The maximum number of iterations in Newton’s method is set to 300.



The parameter a represents the number of time slots in historical SST records, and b is the number of time slots of SST we predict in the future, and they are set to 7 and 1, respectively, i.e., using the previous seven monthly average SST records to predict the SST in next month. When performing SST prediction with the ARIMA model, we set the model parameter   (  p  m a x   ,  q  m a x   )   to   ( 7 , 7 )  , and   (  p  m i n   ,  q  m i n   )   to   ( 0 , 0 )  . When performing SST prediction with deep learning models, we split each dataset for SST prediction into three subsets for training, validating, and testing, respectively, with a ratio of 3:1:1. During the training of deep learning models, the hyper-parameter batch size is set to 16 and the number of epochs is set to 100. Mean absolute error(MAE) and root mean square error(RMSE) are used as metrics to measure the performance of prediction models, and MAE is also used for measuring the loss in training. The MAE loss and RMSE loss are calculated as below:


     M A E     =  1 n   ∑  i = 1  n   | h  (  x i  )  −  y i  |        R M S E     =    1 n   ∑  i = 1  n    ( h  (  x i  )  −  y i  )  2        



(14)




where n is the number of data samples,   h (  x i  )   represents the prediction results using sample   x i   and prediction algorithm h, and   y i   is the true value corresponding to   x i  .





3. Results and Discussion


3.1. Predictability of SST


Figure 8 shows the predictability of global monthly SST from 2002 to 2021, where the dark red color indicates high predictability while the dark blue color indicates low predictability. The predictability near the land is generally lower than the predictability away from the land. This may be because land-to-ocean heat exchange at depth of 10 microns influences the SST predictability. Another reason may be that the various human activities around the land have complex impacts on SST, such as shipping and aquaculture, which makes the SST more chaotic and less predictable. The predictability of SST near the equator is high due to the fixed currents, i.e., North Equatorial Current, South Equatorial Current, and Equatorial Counter Current. In addition, there are no significant seasonal changes near the equator and the solar radiation and temperatures are relatively stable. Therefore, the SST variation will also be relatively stable due to the sea-air heat exchange and sunlight, making the SST predictability near the equator higher. The SST predictability values in both poles are also really high and close to 1. The possible reason is that the SST records at the poles are low and stable all year around, and there is little human interference, making the SST variation there very regular.



Figure 9 illustrates the predictability of SST in the East China Sea, the Bohai Sea, and the Antarctic Ocean from 2002 to 2021. In the East China Sea, the SST predictability near the mouth of the Yangtze River and the southeastern coast of China is much lower than that far away from the mainland. The reason may be that the heat fluxes from land to ocean, the water flow from the mouth of the Yangtze River into the ocean, and the high level of human activities such as shipping, tourism, and fishing around the land all have large impacts on SST, making the SST less predictable in these areas. In the Bohai Sea, the SST predictability near the land is also lower than that in the center of the sea. The predictability of SST in the Bohai Sea is generally lower than in the East China Sea since the Bohai Sea is an enclosed inland sea with shallower water, which is more easily affected by heat fluxes and human activities.



For the Antarctic Ocean, the SST predictability close to the Antarctic continent is very high, which is different from other sea areas. This is because the Antarctic continent is glacial and has few human activities, and the temperature there is low and stable all year round. The SST predictability in the Antarctic Ocean is much higher than that in the East China Sea and the Bohai Sea, which indicates that the SST in the Antarctic Ocean is the most regular of the three areas.



We also use a clustering algorithm, K-means, to cluster the original SST sequences, and automatically cluster the sea area into different regions. We obtain the SST sequence for each region by averaging the data points of   0 .  25 ∘  × 0 .  25 ∘    resolution within that region in the OISST V2 dataset, and then use the SST sequence of each region to perform the predictability evaluation experiment. K-means is a common clustering algorithm and can be written as


  C = K m e a n s ( X , k )  



(15)




where X is the input data and k is the number of clustering classes. For better clustering, we use different k values to perform the clustering experiment, and then use the Calinski–Harabaz Index to determine the selection of k with the best clustering effect. We choose the k with the highest Calinski–Harabaz Index result as the parameter for the final clustering experiment.



We conducted experiments on the three local sea areas, and the Calinski–Harabaz Index peaked at   k = 4   on all SST data of the three sea areas. Figure 10 shows the predictability results in the East China Sea, the Bohai Sea, and the Antarctic Ocean with clustered SST data.



We can see from Figure 10 that the predictability of SST shows regional characteristics, and its spatial distribution characteristics are consistent with Figure 9.



Figure 11 presents the probability density distributions of the SST predictability in the three sea areas. The SST predictability values of most grid regions in the East China Sea are higher than 0.7, and the SST predictability values in the Bohai Sea are concentrated at 0.7. The SST predictability values in the Antarctic Ocean are above 0.7, and most grid regions have SST predictability values larger than 0.9. The probability density distribution of the predictability of SST in the Antarctic Ocean appears to be more disordered than the other two sea areas. This is because the area of the Antarctic Ocean is quite large, and covers very high SST predictability values around the Antarctic continent and low SST predictability near the South Pacific Ocean.



According to Figure 9, Figure 10 and Figure 11, the relationship of the SST predictability among the three sea areas is


   Π  A n t a r c t i c   >  Π  E C S   >  Π  B o h a i    



(16)







Figure 12 shows the relationship between the threshold  ϵ  and the average SST predictability of global sea area. With the increase of  ϵ , the SST predictability increases accordingly because the SST sequences become less chaotic, and more sub-sequences are regarded as the same. We set the value of  ϵ  to 0.2 because the average predictability it corresponds to, i.e., 0.808, is a reasonable middle value among the values listed in the figure. If the value of  ϵ  is set too large, the SST predictability will be too high, and more different SST sequences are approximated as the same sequences, resulting in a less clear distinction between the SST predictability of different sea regions.




3.2. SST Predictability vs. Prediction Performance


Figure 13 illustrates the average SST predictability and prediction error (i.e., MAE and RMSE) of five prediction models in three sea areas. All five prediction models perform the worst in the Bohai Sea and perform the best in the Antarctic Ocean, which conforms to the predictability of SST in the three sea areas. The results in Figure 13 indicate that high predictability usually corresponds to low prediction error, which proves the effectiveness of the predictability evaluation method. The prediction loss of STGCN is much less than LSTM and MLP since it can effectively learn spatial and temporal dependencies in SST. The physical model is Copernicus Marine global analysis and forecast product GLOBAL_ANALYSISFORECAST_PHY_001_024, and we use the aggregated analysis data in the product instead of raw prediction data, which produces quite good prediction results.




3.3. Dynamics of SST Predictability


We further analyze the dynamic changes in SST predictability over time. To this end, we divide the time range from 1982 to 2020, i.e., 39 years, into 13 small time periods, each covering 3 years, and calculate the predictability of SST in each period. Figure 14 visualizes the predictability of SST around the world in 13 time periods. Compared to the 20-year global SST predictability, the periodic results still show high predictability around the two polar areas and in the equatorial ocean current regions.



Figure 15, Figure 16 and Figure 17 show the predictability of SST in 13 time periods in the East China Sea, the Bohai Sea, and the Antarctic Ocean, respectively. According to Figure 15, the color near the mouth of the Yangtze River becomes bluer, which means the predictability becomes lower. The reason may be that the increasing human activities, such as shipping in the mouth of the Yangtze River, have increasing impacts on SST. According to Figure 16, the SST predictability in the whole Bohai Sea area varies dramatically over time. This is because the average depth of the Bohai Sea is very shallow and the SST there is not stable. In addition, the Bohai Sea is an inland sea with many human activities, making its SST very easily affected by various external factors. Figure 17 shows that most regions in the Antarctic Ocean have consistently high predictability because there is little interference to the SST in Antarctica.



To explore the dynamic change trends of SST predictability, we measure the gradient of the predictability sequences in three local sea areas. Figure 18 shows the gradient of the SST predictability sequences in the East China Sea, the Bohai Sea, and the Antarctic Ocean. The predictability of SST in the regions close to the mouth of the Yangtze River, the mouth of the Yellow River, and the southeastern coast of China decrease rapidly, which means the SST records of these regions become more and more chaotic. This may be due to China’s rapid economic development in recent decades and the increased shipping and industrial use of the mouths of the two major rivers and the ports along the coast. The SST predictability in the Antarctic Ocean shows more drastic changes than in the East China Sea and the Bohai Sea. Although the overall predictability of the Antarctic Ocean is consistently high, the gradient values of predictability are different from region to region, and the absolute values of the gradients are greater than the East China Sea and the Bohai Sea. This may be due to global warming and melting glaciers, which have a greater impact on the climate of Antarctica, resulting in abnormal SST.



Figure 19 shows the probability density of the predictability gradient of the East China Sea, the Bohai Sea, and the Antarctic Ocean. The Antarctic Ocean has more regions with sharp changes in gradient than the East China Sea and the Bohai Sea. The maximum and minimum gradients in the three sea areas are shown in Table 1, and the Antarctic Ocean has the most extreme predictability variations. The reason for the drastic changes in the SST predictability in the Antarctic Ocean could be the melting of glaciers caused by global warming.





4. Conclusions


In this work, we first introduced entropy to measure the predictability of SST sequences from both global coarse-grained and local fine-grained aspects. According to the results, the SST predictability near the land is usually low, while the SST predictability away from the land is high because the SST near the land is often affected by the heat fluxes from land and human activities. Meanwhile, the SST predictability near the equator is relatively high due to the ocean currents and stable temperature and sunlight, while the SST predictability values at both poles are high since they have few human activities and the temperature there is low and stable all year round. The average SST predictability values of the East China Sea, Bohai Sea, and Antarctic Ocean are 0.719, 0.706, and 0.886, respectively. Then, we developed five prediction models, i.e., Copernicus Marine global analysis and forecast product, ARIMA, LSTM, MLP, and STGCN, to make predictions for SST sequences in the East China Sea, the Bohai Sea, and the Antarctic Ocean, and the prediction results of different sea areas are consistent with the average SST predictability in these areas, therefore proving the effectiveness of the predictability evaluation method. Finally, we divided the 39 years from 1982 to 2020 into 13 time periods, computed the predictability of SST in each period, and calculated the gradient of the predictability sequence in each region to capture the dynamic changes in SST predictability. According to the dynamic analysis, the predictability of the Antarctic Ocean changes more dramatically over time than both the East China Sea and the Bohai Sea, which may be caused by global warming and glacier melting. The results of the spatial distribution of SST predictability and its dynamic trends indicate that global warming, ocean currents, and human activities all have significant impacts on the predictability of SST. However, there are still some limitations in our work. We use reanalysis SST data from the OISST dataset, which contains SST data at different depths obtained by various collection methods such as satellites, ships, and buoys, and the SST variation at different depths will have different correlation factors. Therefore, it is difficult to identify the physical factors responsible for the obtained different SST predictability in various oceanic areas. We will make improvements in subsequent studies to explore more accurate physical factors that affect SST predictability.
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The following abbreviations are used in this manuscript:



	SST
	Sea Surface Temperature



	ECS
	East China Sea



	ARIMA
	Autoregressive integrated moving average



	LSTM
	Long Short-Term Memory



	RNN
	Recurrent Neural Network



	MLP
	Multi-layer Perceptron



	STGCN
	Spatio-Temporal Graph Convolutional Network



	EOF
	Empirical Orthogonal Function



	AIC
	Akaike Information Criterion



	MAE
	Mean Absolute Error



	RMSE
	Root Mean Square Error



	OISST
	Optimum Interpolation SST



	NOAA
	National Oceanic and Atmospheric Administration



	AVHRR
	Advanced Very High-Resolution Radiometer



	VIIRS
	Visible Infrared Imaging Radiometer Suite



	NCEI
	National Centers for Environmental Information
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Figure 1. The global monthly average SST in January 2002, where the white areas are land, the darker red color represents the higher temperature, and the darker blue color represents the lower temperature. 
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Figure 2. The monthly average SST in January 2002 for (a) Antarctic Ocean, (b) East China Sea, (c) Bohai Sea, and (d) the selected Antarctic Ocean area for prediction. 
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Figure 3. The structure of LSTM model, where   x t   is the input of time-step t,   h t   is the output of time-step t, and   C t   is the cell state of time-step t. The operations in the yellow circles are pointwise operations, where + represents matrix addition, and ⊙ represents Hadamard product, i.e., the multiplication of the corresponding elements of two matrices. The orange rectangles represent network layers, where  σ  is the sigmoid active function, and   t a n h   is the tanh active function.   f t  ,   i t  , and   o t   are the output of forget gate, input gate, and output gate of time-step t, respectively.   c o n c a t   represents the operation of concatenating the matrices of   x t   and   h  t − 1   . 
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Figure 4. The structure of the MLP model, where the circles represent neurons, and the lines represent the connections between neurons. 
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Figure 5. The architecture of the STGCN model, which consists of two ST-Conv blocks and a fully connected output layer.   (  x  t − a + 1   , . . . ,  x t  )   is the a historical records, y is the predicted results, and   X l   is the input of the   l  t h    ST-Conv Block. There are two Temporal Grated-Conv blocks and one Spatial Graph-Conv block in each ST-Conv block, where the Spatial Graph-Conv block is in the middle of the two Temporal Grated-Conv blocks. One-dimensional convolution is used in the Temporal Grated-Conv blocks, followed by GLU activation. The full name of GLU is Gated Linear Unit, and it can reduce the vanishing gradient problem for deep architectures by providing a linear path for the gradients while retaining nonlinear capabilities [34]. The equation of GLU is   G L U ( x ) = ( x W + b ) ⊙ σ ( x V + c )  , where x is the input of GLU,   W , V , b , c   are the parameters to be learned, and  σ  is the sigmoid activation function. 
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Figure 6. The process for analyzing the dynamics of SST predictability. 
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Figure 7. One example of calculating the gradient of SST predictability in   (  57 ∘   S–  60 ∘  S,   60 ∘  E–  63 ∘  E) using the method of least squares. 
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Figure 8. The predictability of global SST within 20 years from 2002 to 2021. 
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Figure 9. The predictability of SST in the (a) East China Sea, (b) the Bohai Sea, and (c) the Antarctic Ocean within 20 years from 2002 to 2021. 
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Figure 10. The predictability of clustered SST in the (a) East China Sea, (b) the Bohai Sea, and (c) the Antarctic Ocean within 20 years from 2002 to 2021. 
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Figure 11. The probability distribution of the predictability of SST in the three sea areas. 
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Figure 12. The relationship between the average SST predictability in the global sea region and the value of  ϵ . 
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Figure 13. The SST predictability and prediction error(MAE and RMSE) in three sea areas of five prediction models. The SST predictability for each sea area is the average value of the SST predictability of all grid regions. The relationship between SST predictability and prediction error is the opposite, confirming the effectiveness of the predictability evaluation method. The physical model is Copernicus Marine global analysis and forecast product GLOBAL_ANALYSISFORECAST_PHY_001_024. 
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Figure 14. The predictability of SST around the world in 13 time periods from 1982 to 2020. 






Figure 14. The predictability of SST around the world in 13 time periods from 1982 to 2020.



[image: Remotesensing 15 01956 g014]







[image: Remotesensing 15 01956 g015 550] 





Figure 15. The predictability of SST in the East China Sea in 13 time periods from 1982 to 2020. 
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Figure 16. The predictability of SST in the Bohai Sea in 13 time periods from 1982 to 2020. 
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Figure 17. The predictability of SST in the Antarctic Ocean in 13 time periods from 1982 to 2020. 
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Figure 18. The gradient of the SST predictability in (a) the East China Sea, (b) the Bohai Sea and (c) the Antarctic Ocean. 
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Figure 19. The probability density of the gradient of SST predictability in (a) the East China Sea, (b) the Bohai Sea, and (c) the Antarctic Ocean. 
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Table 1. The maximum and minimum gradient of the local areas. The numbers in bold in the table are the values with the largest absolute values in the comparison, which both come from the Antarctic Ocean.






Table 1. The maximum and minimum gradient of the local areas. The numbers in bold in the table are the values with the largest absolute values in the comparison, which both come from the Antarctic Ocean.





	Sea Area
	Maximum Gradient
	Minimum Gradient





	East China Sea
	0.00519
	−0.00849



	Bohai Sea
	0.00592
	−0.00801



	Antarctic Ocean
	0.0162
	−0.0172
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