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Abstract: LiDAR point clouds are characterized by high geometric and radiometric resolution and
are therefore of great use for large-scale forest analysis. Although the analysis of 3D geometries
and shapes has improved at different resolutions, processing large-scale 3D LiDAR point clouds
is difficult due to their enormous volume. From the perspective of using LiDAR point clouds for
forests, the challenge lies in learning local and global features, as the number of points in a typical
3D LiDAR point cloud is in the range of millions. In this research, we present a novel end-to-end
deep learning framework called ADCoSNet, capable of adaptively reconstructing 3D LiDAR point
clouds from a few sparse measurements. ADCoSNet uses empirical mode decomposition (EMD),
a data-driven signal processing approach with Deep Learning, to decompose input signals into
intrinsic mode functions (IMFs). These IMFs capture hierarchical implicit features in the form of
decreasing spatial frequency. This research proposes using the last IMF (least varying component),
also known as the Residual function, as a statistical prior for capturing local features, followed by
fusing with the hierarchical convolutional features from the deep compressive sensing (CS) network.
The central idea is that the Residue approximately represents the overall forest structure considering
it is relatively homogenous due to the presence of vegetation. ADCoSNet utilizes this last IMF for
generating sparse representation based on a set of CS measurement ratios. The research presents
extensive experiments for reconstructing 3D LiDAR point clouds with high fidelity for various CS
measurement ratios. Our approach achieves a maximum peak signal-to-noise ratio (PSNR) of 48.96 dB
(approx. 8 dB better than reconstruction without data-dependent transforms) with reconstruction root
mean square error (RMSE) of 7.21. It is envisaged that the proposed framework finds high potential
as an end-to-end learning framework for generating adaptive and sparse representations to capture
geometrical features for the 3D reconstruction of forests.

Keywords: data-centric AI; data-driven 3D reconstruction; LiDAR for forests; multivariate empirical
mode decomposition; sparse representation; convolutional neural networks (CNN); compressive
sensing (CS)

1. Introduction

LiDAR point clouds are a rich source of accurate 3D information useful for various
computer vision tasks. This information consists of 3D spatial, topological, contextual,
and geometric relationships that are difficult for machines to process in their raw form
due to their complex representation in 3D. Earlier work involved the representation of
scenes in an intermediate format such as mesh, voxel or volume pixels, surfaces, etc. Using
these representations as inputs for automated processing with Deep Learning needs to be
sufficiently interpretable. Additionally, rendering 3D scenes with these 3D representations
is challenging due to a large number of points and non-uniform point density in 3D
volumes. However, there have been significant improvements in implementing 3D data
processing tasks for the automated processing of LiDAR scenes.

To overcome these problems, this research proposes data-driven compressive sensing
(CS), which builds on the concepts of neural reconstruction for directly processing raw
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3D LiDAR point clouds based on their geometric features. Figure 1 illustrates the overall
workflow of the proposed approach, named ADCoSNet. The proposed ADCoSNet is a
deep-learning-based convolutional CS framework capable of combinedly computing sparse
representation from 3D LiDAR point clouds and subsequently, reconstructing the original
point cloud from the sparse samples. The convolutional CS framework of the proposed
ADCoSNet is based on Empirical Mode Decomposition, an adaptive decomposition al-
gorithm as a data-driven transformation basis, as opposed to structured transformation
bases such as Fourier, wavelet, etc. EMD is a widely used signal-processing technique for
separating components based on spatial frequency. The proposed ADCoSNet follows the
physics-informed deep learning paradigm and is a deep neural network for generating
adaptive sparse representations of the 3D LiDAR scenes. The proposed approach is a
novel attempt to fuse the data-driven transformation basis for adaptive representation in a
convolutional compressive sensing framework for 3D forest reconstruction.
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Figure 1. Illustration of the development workflow of the ADCoSNet. In 3D point clouds, the
EMD-derived Residue signifies the overall shape of the 3D point cloud and can be used for sampling
and generating sparse representations. Although the illustration represents a single 3D geometry, the
principle is coherent for 3D LiDAR scenes, with increased complexity due to the size of the dataset.

1.1. Background and Motivation

• Compressive Sensing (CS) theory allows the near-perfect reconstruction of 3D LiDAR
point clouds from a small set of sparse measurements, also termed sparse recovery.
Conventionally, Compressive Sensing implementation is iterative in nature, and im-
plementing it for big 3D LiDAR point clouds is challenging. To overcome this, deep
network based convolutional CS is implemented. The proposed ADCoSNet builds
on this principle for reconstructing 3D LiDAR point clouds as LiDAR point sets show
inherent sparsity due to redundancy in storage and high spatial resolution (in cms).

• By design, CS implementation utilizes structured functions for sampling the points
leading to a data-agnostic implementation. The addition of a data-driven transform in
the CS implementation brings adaptivity to the 3D reconstruction. This is of prime
significance for 3D reconstruction of homogeneous environments such as forests.

• Compressive Sensing is advantageous in less memory requirements, high data trans-
mission rate, and fewer energy requirements for processing. Forest LiDAR scans
require a huge scanning time which is usually followed by pre-processing for further
applications. Adaptive Compressive Sensing addresses both the issues of—(1) high
scan time by enabling faster and more efficient acquisition followed by reconstruction
and further (2) supporting data-driven reconstruction.
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1.2. Empirical Mode Decomposition

The Empirical Mode Decomposition (EMD) is a powerful technique for signal analysis
as it can adaptively decompose signals into components varying in spatial frequency. The
spatial frequency represents the repetition per unit distance (the norm in that vector space).
EMD generates a series of sparse representations according to the input signal. This is
different from “structured” or “rigid” transforms such as Fourier, Wavelet transforms [1],
etc. This makes the EMD a natural choice as a data-driven transform, considering most
real-world signals are nonlinear and non-stationary. Using a fixed transformation basis
leads to a loss in local geometric and shape features. The authors in [2] proposed using a
constructed dictionary via Takenaka–Malmquist Functions for estimating the measurement
matrix (representation function).

Generally, EMD is preferable for analyzing real-world signals because of its adapt-
ability, data-centric design, and decomposition flexibility. In addition, it captures multi-
resolution features due to its implementation. In EMD [3–5], the transformation basis for
decomposition is not pre-determined and, instead, learned empirically by modeling the
input data as a combination of frequency-varying components. These components are
named intrinsic mode functions (IMFs) and are derived from the sifting process.

EMD was initially designed for time-series signals but is now used to transform 1D,
2D, 3D, and multidimensional datasets by decomposing the signal components (IMFs) with
varying frequencies. The derived IMFs can be used as approximations of the input data.
This research proposes using the last IMF, which captures the overall geometric shape of
the forest due to its homogenous structure. The homogeneity is attributed to vegetation
and ground classes compared to, for instance, heterogeneous urban environments with
buildings, roads, poles, etc.

This difference in reconstruction approach for different domains can be understood
with the help of Digital Surface Models (DSMs). The DSM of forests is different from the
DSM of an urban scene. DSM for forests is more homogenous as compared to DSM for
urban scenes such as cities. This is attributed to the presence of buildings, electrical towers,
etc., in a city leading to a sharp variation in the surface model, unlike forests with the
majority of vegetation. Because of this, and based on the statistical tests, this research
utilizes only the residue component of the empirical mode decomposition (EMD) on sparse
LiDAR data for forests. The readers are recommended to refer to the seminal works in [6,7]
for comprehensive details on the multidimensional multivariate EMD.

1.3. Empirical Mode Decomposition for 3D Geometry

In Ref. [8], EMD and Hilbert spectra computation is proposed for 3D geometry pro-
cessing by transforming 3D point clouds to the 3D surface via space-filling curves (Z-curve,
Hilbert curve, Gosper curve, etc.) where the authors advocate using an effective approx-
imate Hamiltonian cycle as a representation for the 3D surface. In a similar application
domain for 3D geometry processing [9], the authors propose a 3D surface modeling frame-
work based on a new measure of mean curvature, computed via the inner product of the
Laplacian vector and vertex normal. This measure is subsequently used as a surface signal
for performing EMD. In another work [10], targeting 3D geometry processing, EMD on sur-
faces is proposed where the envelope computation is based on solving bi-harmonic fields
with Dirichlet boundary conditions. In [11], the authors propose a multi-scale geometry
detail reconstruction based on EMD and advocate using EMD for recovering multi-level
finer details.

To implement EMD on 3D point clouds (without first transforming them into 3D
surfaces) [12], the authors propose a multi-scale mesh-free EMD by iteratively extracting
the detail level from the input signal and leaving the overall shape in residue. Using the
last IMF aligns with the approach advocated in [12]. In this work, the target 3D structure
for processing is 3D models. However, in our work, the target 3D structure is 3D scenes
(3D LiDAR scans input LiDAR scenes of forests), introducing the challenge of involving
multiple geometrical attributes and shapes. Additionally, trees in forests have complex
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geometry because of the crown cover at the top and the stem at the bottom. For 3D LiDAR
remote sensing for forests, our work is the first attempt to use multi-dimensional EMD
for decomposing 3D LiDAR scenes. The readers are recommended to follow [13] for a
comprehensive analysis of the best practices for applying EMD and derived algorithms.

1.4. Compressive Sensing

Compressive Sensing (CS) is a widely used mathematical approach for smart and effi-
cient sampling and storage in terms of sparse representations. The CS ensures near-perfect
reconstruction of raw data from a small set of measurements subject to two conditions on
Sparsity and Restricted Isometry Property (RIP) [14]. The sampling basis (φ) should follow
the Restricted Isometry Property (RIP), whereas the representation basis or transformation
basis (ψ) should ensure a sparse representation. Typically, the CS is an inverse problem and
requires iterative linear programming solvers to solve the optimization problem.

1.5. Deep Learning for Compressive Sensing of 3D LiDAR

Recently, Convolutional Neural Networks (CNNs) have greatly improved various
machine vision tasks with structured and unstructured datasets [15–21]. Similar to [22–24],
various deep network-based CS reconstruction algorithms for images have been proposed
and implemented. The authors in [25] propose ReconNet for reconstructing blocks of
images and denoising the blocks to reconstruct the complete image. Similarly, in [26]
the sampling problem for block compressed sensing (BCS) is modeled as a distortion
minimization problem and a neural network is proposed to predict the distortion model
parameters. ConvCSNet [14] trains the CNN-based CS reconstruction network using
entire images instead of blocks to avoid blocking artifacts. In [27], a saliency-based sparse
representation approach is proposed for point cloud simplification based on dictionary
learning. With urban remote sensing perspective [28], a reconstruction model is proposed
for reconstructing city-building 3D models from sparse LiDAR point clouds is proposed.

The deep CS reconstruction networks use a group of stacked convolutional layers
for hierarchical feature extraction. Based on this [29–32], model optimization is designed
as deep networks using stacked convolutional layers where the network parameters are
learned. In [33], an end-to-end network is proposed for multimedia data processing,
specifically video reconstruction, which integrates measurement and reconstruction into
one framework. This is possible due to the differentiable design of neural networks and
the capability of translating physical models as differentiable functions. The authors in [34]
proposed Incremental Detail Reconstruction (IDR) and Measurement Residual Updating
(MRU) modules as a similar concept to IMFs and Residual function for CS recovery of 2D
images. In [35], a design method is discussed utilizing the modular convolutional neural
network model by connecting multiple modules in parallel. The readers are recommended
to follow a comprehensive review of deep learning techniques for compressive sensing-
based reconstruction and inference for a detailed understanding of the topic [36].

In LidarCSNet [37], we used random Gaussian distributions as sampling function
(φ) and convolutional features as representation function (ψ) for reconstructing the 3D
LiDAR point clouds. It is observed that such reconstruction is non-adaptive to the data
distribution. As an extension to LidarCSNet, this research combines EMD-derived IMFs
and the convolutional features to form a representation basis (ψ), leading to adaptive
CS reconstruction. Our proposed ADCoSNet is based on similar concepts and is an
end-to-end learning framework for (1) generating sparse measurements followed by (2)
reconstructing the original 3D LiDAR point cloud from these measurements. In this work,
we select different CS measurement ratios—0.04, 0.10, 0.25, 0.50, and 0.75—for sampling
and generating sparse measurements. The sparse measurements can then be used for
reconstructing the 3D LiDAR scenes with near-perfect accuracy.
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1.6. Empirical Mode Decomposition-Driven Compressive Sensing

Data-driven approaches in deep learning focus on systematically changing the input
data to the neural model to improve performance. This work advocates incorporating the
last IMF, the Residual function, as an input to the deep convolutional compressive sensing
(CS) framework. All-natural signals are believed to be represented in a sparse form in
their raw representation or after transforming it to a sparse subspace. Due to this, the CS
framework is typically non-adaptive in its implementation. This leads to challenges in the
geometric processing of shapes, where low-resolution or low-scale features are usually
ignored due to the size of the convolutional filter. To address this issue in 3D geometry
processing, our approach proposes using the EMD-derived residual function (last IMF)
as the representation basis by augmenting the Residual function with the convolutional
feature set. The sampling matrix is a random Gaussian matrix attributed to its ability to
follow the RIP [14,38,39] with high probabilities.

Equation (1) defines the objective function for the CS-based sparse recovery.

min ||x||1 st x ∈ {x : A x = z} (1)

where A = φ ψ, st means “subject to the condition”.
Equation (1) can also be formulated as Equation (2) below:

z = A x = φ
(

ψ x
)
= φ (imq ◦ f ) (2)

where x ε Rnxd represents the original point set matrix, φ ε Rnxm represents the sampling
basis matrix, ψ ε Rmxm represents the representation basis matrix, z ε Rmxd is the sparse
representation vector, f is the feature set representing the convolutional stack, and imq
represents the EMD-derived Residue function from the 3D LiDAR point clouds.

Equation (1) is also known as the l1 minimization problem and is proven to produce
near-perfect reconstruction for a sparse input signal. Our proposed approach can be ac-
curately described by Equation (2). The objective is to learn a universal approximation
function based on a deep network for perfectly reconstructing x from its sparse representa-
tion z. We present our evaluation results on the publicly available forests LiDAR scenes
provided by the OpenTopography platform [40]. The evaluation is performed by compar-
ing the reconstructed point cloud with the original one based on the following evaluation
metrics—PSNR (Peak Signal to Noise Ratio), RMSE (Root Mean Squared Error), and Haus-
dorff point cloud-to-cloud distance. Based on the above discussion regarding EMD-driven
convolutional CS-based adaptive 3D sparse reconstruction, the problem addressed by this
research can be formulated as objectives described in the next subsection.

1.7. Problem Formulation

The proposed research focuses on addressing the following objectives:

• To decompose any input point set Pε Rnxd into spatially varying intrinsic mode func-
tions (IMFs) im1, im2, . . . imq, where q = number of IMFs, using the adaptive decom-
position algorithm—Empirical Mode Decomposition (EMD). To perform qualitative
and quantitative analysis on the IMFs and residual function.

• Compute sparse representation, z based on sampling matrix, φ—a random Gaussian
matrix as a measurement matrix, ψ as a tensor product of the last IMF (imq), also
known as residual function, with the convolutional features, f.

i.e., z = A x, and A = φψ = φ(imq ◦ f )
where x ε Rnxd, φ ε Rnxm, ψ ε Rmxm, z ε Rmxd, n represents the number of points

in the input point set, m represents number of sampled points, d represents the number
of attributes of each point in the point set, and f is the feature set representing convolu-
tional stack.
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• To validate the efficacy of the proposed approach by investigating LiDAR-derived
results such as Canopy Height Model (CHM) and 2D vertical elevation profiles. Addi-
tionally, analyzing the variation in 2D vertical elevation profiles of the reconstructed
LiDAR point clouds with respect to the original LiDAR point clouds.

The core contributions addressing the above-mentioned objectives are highlighted in
Section 1.8 below.

1.8. Core Contributions

Our research contribution primarily incorporates a data-driven transform in a Com-
pressive Sensing-based sparse representation and 3D reconstruction framework. The core
research contributions are elaborated below:

• ADCoSNet: a novel Adaptive Decomposition-driven Compressive Sensing-based
Neural Geometric Reconstruction Network capable of

◦ Generating adaptive (data-dependent) sparse representations from 3D LiDAR
point clouds for a chosen CS measurement ratio;

◦ Reconstructing a near-perfect 3D LiDAR scans from sparse representations.

• Investigation of EMD-derived IMFs and residual function of 3D LiDAR point clouds
based on visual interpretation and statistical significance.

• Analyze the effectiveness of the proposed ADCoSNet for 3D forest LiDAR point clouds
in terms of reconstruction fidelity for various CS measurement ratios. Investigation of
3D reconstruction performance based on LiDAR results such as canopy height model
(CHM) and 2D elevation profiles.

1.9. Challenges

Although the proposed ADCoSNet poses adaptive data-driven 3D reconstruction, it is
challenging to generalize a single model across all the application domains. Additionally,
being a data-dependent approach, the efficacy of the proposed approach is highly depen-
dent on the quality of the data. However, with the increasing efforts by data curators and
providers to provide high-quality data, this challenge is conveniently addressable.

The rest of the paper is structured as follows. Section 1 presents the introduction and
prior work related to our proposed work. Section 2 formulates the problem statement, while
the methodology is discussed in Section 3. Section 4 presents comprehensive investigations
and evaluation results for the extensive experiments performed over the dataset based on
selected evaluation metrics, followed by a discussion of the results. Section 5 concludes
the research henceforth acknowledging various sources that played an important role in
conducting this research.

2. Materials and Methods

This section describes dataset details and acquired methodology for the proposed research.

2.1. Dataset Details

In this study, we use 3D LiDAR scenes of different forest areas (see Figure 2) acquired
with an airborne scanning platform. The first dataset we use for our research is the LiDAR
scan of the Andrews Experimental Forest and the Willamette National Forest, which was
acquired in August 2008 and is publicly available at OpenTopography. To conduct the
experiments, we selected two test samples geographically distributed across the region
from the complete scan. The samples represent LiDAR scans of forest regions, with most of
the points belonging to the trees. The point density of the dataset is 12.23 points/m2. Hence-
forth, the two Andrews Forest samples would be denoted as Andrews 1 and Andrews 2,
whereas collectively, the dataset is referred to as Andrews Dataset. The second dataset is
from the USFS Tahoe National Forest LiDAR scan acquired in 2014 and is also publicly
available for download at the OpenTopography platform. We selected three samples from
this dataset for performing our experiments. The point density of the dataset is 8.93 pts/m2.
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Henceforth, the three samples of the Tahoe Forest would be denoted as Tahoe 1, Tahoe 2,
and Tahoe 3, and collectively, the dataset would be denoted as Tahoe Dataset. All the
selected scans have been shortlisted due to their complicated topography. It is important to
note that trees form a complex geometry and are challenging to characterize.

Remote Sens. 2023, 15, 1394  7  of  26 
 

 

2.1. Dataset Details 

In this study, we use 3D LiDAR scenes of different forest areas (see Figure 2) acquired 

with an airborne scanning platform. The first dataset we use for our research is the LiDAR 

scan of the Andrews Experimental Forest and the Willamette National Forest, which was 

acquired in August 2008 and is publicly available at OpenTopography. To conduct the 

experiments, we selected two test samples geographically distributed across the region 

from the complete scan. The samples represent LiDAR scans of forest regions, with most 

of the points belonging to the trees. The point density of the dataset is 12.23 points/m2. 

Henceforth, the two Andrews Forest samples would be denoted as Andrews 1 and An‐

drews 2, whereas collectively, the dataset is referred to as Andrews Dataset. The second 

dataset is from the USFS Tahoe National Forest LiDAR scan acquired in 2014 and is also 

publicly available for download at the OpenTopography platform. We selected three sam‐

ples from this dataset for performing our experiments. The point density of the dataset is 

8.93 pts/m2. Henceforth, the three samples of the Tahoe Forest would be denoted as Tahoe 

1, Tahoe 2, and Tahoe 3, and collectively, the dataset would be denoted as Tahoe Dataset. 

All  the selected scans have been shortlisted due  to  their complicated  topography.  It  is 

important to note that trees form a complex geometry and are challenging to characterize. 

 

Figure 2. Map of the study area for the proposed study. 

2.2. Multivariate Empirical Mode Decomposition (MEMD) 

The proposed MEMD approach utilizes only 3D spatial coordinates x, y, and z as 

input attributes  for each point  in  the point set. The multivariate EMD decomposes  the 

input into components varying according to the spatial frequency in all three spatial di‐

mensions. 

Figure 2. Map of the study area for the proposed study.

2.2. Multivariate Empirical Mode Decomposition (MEMD)

The proposed MEMD approach utilizes only 3D spatial coordinates x, y, and z as input
attributes for each point in the point set. The multivariate EMD decomposes the input into
components varying according to the spatial frequency in all three spatial dimensions.

f (x, y, z) = ∑N
k=1 im fk(x, y, z) + rN(x, y, z) (3)

where x, y, z are variable dimensions.
Typically, Equation (3) defines the EMD as an N-mode decomposition. The im fN(x, y, z)

component denotes the Nth IMF, whereas the residual function rN(x, y, z) represents
the minimum variation in frequency. The residual function is crucial for the proposed
approach as it hierarchically encodes the 3D geometrical shape and structure of the input
LiDAR scene.

The derivation of IMFs is an iterative process of computing the average envelopes
of the local minima and maxima points and subtracting the average envelope from the
original signal. This process is called Sifting [41] and is described in Figure 3 for a 3D
surface. It is crucial for distinguishing points that belong to a particular geometry or shape
deformation in the whole scene (for, e.g., a point on the curvature or a point on the normal).
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Figure 3. Illustration of the Sifting process for a 3D surface. The sifting process is carried out by
iteratively estimating the Upper and Lower envelopes from the input signal, followed by computing
the average envelope. Each iteration leads to an IMF, and finally, the iteration is stopped based on a
fixed number of maxima or minima in the envelopes [41].

Conventionally, Sifting is performed iteratively, which can be challenging in some
cases. It also becomes difficult to perform iterations with large matrix operations on large
datasets. To overcome these problems, deep neural network-based implementations have
proven to be successful. The conventional iterations are replaced by stacked convolution
operations, and the difference in each iteration is backpropagated as an error to change the
weights of the convolutional layers. Deep network-based implementations are scalable and
flexible because the function representing the mathematical operations can be learned over
the iterations in stacked convolutional layers.

2.3. Proposed ADCoSNet: Adaptive Decomposition-Driven Compressive Sensing-Based Neural
Geometric Reconstruction

In Figure 4, we present the holistic workflow of our proposed ADCoSNet framework.
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are obtained, the network can subsequently be used to reconstruct the 3D LiDAR point clouds.
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2.3.1. Understanding MEMD in a Compressive Sensing Framework

The conventional Compressive Sensing approach solves the problem mentioned in
Equation (1), reformulated again as Equation (4) below. This problem is also termed
as l1 minimization problem and is used as a relaxed alternative to the l0 minimization
problem, which is NP-hard to solve. Prior research has shown that near-perfect CS-based
reconstruction can be obtained by solving the l1 minimization problem [42].

min ||p||1 st p ∈
{

p : A p = q
}

(4)

where st means “subject to the condition”, p ∈ RN is a given signal and q represents the
measurement vector of p, which can be expressed as q = A p, where A is the sensing
matrix, q ∈ RM and A ∈ RMxN , M = rN with r ∈ (0, 1]. M represents the number of
points in the point sets and N represents the number of sampled points. Equation (4) forms
an underdetermined system of equations since M < N and is solved by optimization theory
using linear programming.

Now, replacing p in Equation (4) with the tri-variate signal f from Equation (3), we
achieve Equation (5) as described below:

min rN(x, y, z) in {1
2
||A · rN(x, y, z)− q||22+λ ||Ω rN(x, y, z)||1} (5)

Equation (5) represents the proposed ADCoSNet framework with f = rN(x, y, z), for
modeling the CS-based reconstruction of decomposed components. Equation (5) forms
the backbone of the Multivariate Empirical Mode Decomposition module of our proposed
ADCoSNet architecture (Refer to Figure 4). Equation (5) can be solved by separating the
trivariate (3D point set varying with x, y, z) signal into three 1D signals because the x, y,
and z attributes are independent. This also reduces the computation time to a great extent.

min p in
{

∑n

(
1
2

∣∣∣∣∣∣∑m A . pm − q
∣∣∣∣∣∣2

2
+ λ Σm ||Ω pm||1

)}
(6)

where n = {x, y, z}, p = rN(x, y, z), m = number of elements in A and A represents the
over-complete dictionary or the sensing matrix. The sensing matrix, A, is computed as
defined in Equation (1), also defined as Equation (7) below for reference.

A = φ · ψ where φ ε Rmxn, ψ ε Rnxn, A ε Rmxn and {·} represents the dot product (7)

Based on Equation (6), Equation (7) can be reframed as Equation (8) below:

minp in
{

∑n

(
1
2

∣∣∣∣∣∣∑m φ · ψ · pm − q
∣∣∣∣∣∣2

2
+ λ Σm ||Ω pm||1

)}
(8)

The objective function described in Equations (6) and (8) forms the basis for the
proposed ADCoSNet’s architecture, as illustrated in Figure 4.

2.3.2. Training the Proposed ADCoSNet Architecture

In this section, we discuss the training of our proposed deep network for the recon-
struction of CS measurements of the 3D LiDAR point cloud in detail. For all the cases,
we use the network architecture, as shown in Figure 4, for analyzing the robustness and
consistency of our novel ADCoSNet architecture.

Creating the training data

For the two selected datasets, batches of size 1024 points have been extracted from the
3D LiDAR scenes. Each point in the point set comprises x, y, z as the raw attributes. These
pointsets form the labels of our training set. The corresponding CS measurements of the
pointsets are obtained depending on the CS measurement ratios, and these measurements
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form the inputs of our training set. For example, if the selected CS measurement ratio is
0.50, the size of a point set forming the label would be (1024, 3), and the size of the input
point set would be (512, 3). We present comprehensive 3D reconstruction results using
our proposed ADCoSNet for the two selected datasets for five different CS Measurement
ratios—0.75, 0.50, 0.25, 0.10, and 0.04—implying sampling of points equal to 75%, 50%,
25%, 10% and 4% from the input data for training the network. The measurement set is
obtained by q = A p, where A = φ · ψ denotes the sensing matrix. The training pair can
be represented as (qi, pi) or (Api, pi) or (φψpi, pi), where pi, qi represents the ith sample
of the vector sets p and q, respectively. Hence, the number of measurements for the CS
measurement ratio of 0.75, 0.50, 0.25, 0.10, and 0.04 translates to n = 768, 512, 256, 102, and
40, respectively.

Overview of the Implementation Details

We performed experiments for various CS ratios by testing a deep learning model
for individual CS ratios. Deep learning models are implemented using PyTorch [43]. The
l1 loss function averaged over all the point sets is selected as a reconstruction metric.
L(w) = 1

M ∑M
i=1| f (yi, w)− xi|1 describes the loss function and is optimized using back-

propagation during the training. M in L(w) represents the total number of point sets in the
training set, xi represents the ith point set, and f (yi, w) = f (φψxi, w) represents the output
of the proposed network corresponding to the ith point set. The batch size is consistent at 16
while training and the learning rate is 0.001. A dropout layer prepends on the output layer
to enhance the network’s generalization and avoids overfitting while training. The training
for all the networks for five different CS measurement ratios and the selected datasets is
performed on the Nvidia Tesla K40 GPU available on the Google Cloud Platform.

3. Results

In this section, the proposed approach is comprehensively evaluated. The experiments
include the computation and statistical analysis of the results generated by the adaptive
decomposition of the 3D LiDAR scenes. This is followed by the CS-based 3D reconstruction
of the point cloud from the sparse measurements obtained by using only the least spatially
varying component (last IMF) without deforming the nature of the point cloud. We present
a quantitative and qualitative evaluation of the reconstructed 3D scenes for five different
CS measurement ratios—{0.75, 0.50, 0.25, 0.10, 0.04} based on performance metrics.

3.1. Implementation Details

The implementations are performed on a Google Cloud Platform instance with a CPU
of RAM 30GiB and Nvidia GPUs. The decomposition components for each sample resulted
in IMFs with decreasing variation in the spatial frequency. The initial IMFs capture high
spatial frequency components and represent a more fluctuating part than the last IMFs.
This section analyzes four initial IMFs, four last IMFs, and the filtered signal.

For the Compressive Sensing-based reconstruction, we have used random Gaussian
matrices as the sampling basis (φ) for sampling the points in the 3D space. The random
Gaussian matrices are proved to follow the restricted isometry property (RIP), thus form-
ing a natural choice for sampling. The sampled points and the input data points form
the training pair, {hi, ki}, where hi represents the output of the adaptive decomposition
algorithm. The batch size is set to 16, the learning rate to 0.001. The adaptive moment
estimation (Adam) is set as an optimizer and mean squared error (MSE) as the loss function
throughout the experiments.

Initially, we experimented using the l1 norm as a loss function but observed that MSE
converged better than the l1 norm. The quantitative evaluation of the results is performed
using PSNR (Peak Signal to Noise Ratio), RMSE (Root Mean Squared Error), and Hausdorff
point cloud-to-cloud distance as performance metrics. Although PSNR is used as a metric
for quantifying reconstruction results, it lacks human perception of comprehending real-
world geometries. The RMSE is a statistical metric corresponding to the closeness of
reconstructed output with the actual output based on the l2 norm. Hausdorff distance
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(H.D.) is a widely used metric for geometrical shape analysis which defines the closeness
between similar points in the 3D space for the two sets.

Given two point sets P = {p1, p2, . . . pn} and Q = {q1, q2, . . . qn}, Hausdorff distance
between P and Q—HD(P, Q), is defined as:

HD(P, Q)= max(h(P, Q), h(Q, P)) (9)

where h(P, Q) = maxp∈P (minq∈Q (||p− q||)) and, h(Q, P) = maxq∈Q (minp∈P (||q− p||)).
Mathematically, as formulated in Equation (9), it is estimated as the maximum Eu-

clidean distance from a point in one set to the closest point in the other set. In terms of 3D
point sets, H.D. represents the maximum deviation between two 3D point sets, measuring
how far two point sets are from each other [44]. Hence, an HD(P, Q) = 0 implies that P and
Q are identical. Ideally, for a perfect reconstruction, it is expected to have a high PSNR with
low values for RMSE and Hausdorff distance.

3.2. Adaptive Decompositions as Data-Driven Transforms

To interpret the results of adaptive decomposition on the point sets, we implemented
and analyzed Multivariate Empirical Mode Decomposition on the 3D point sets. Qualitative
visualization is based on perceptual examination of the estimated IMFs, while statistical
significance based on feature relevance is the basis for quantitative evaluation.

3.2.1. Visual Interpretation of the Adaptive Decomposition Components

The initial work on the interpretation of EMD-derived components for white noise [45]
is the basis for our observation of the behavior of MEMD-derived IMFs. The initial IMFs
follow approximately a normal distribution (refer to Figure 5). It is evident from the
visualization of the last IMF that it is a close approximation of the input LiDAR point set in
terms of the overall geometrical shape.
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for the selected Andrews 1 and Tahoe 1 datasets.

3.2.2. Investigation of Statistical Significance of the Intrinsic Mode Functions (IMFs)

Table 1 presents the quantitative analysis for understanding the statistical significance
of the MEMD-derived IMFs. The statistical metrics are chosen based on the widely used
feature relevance metrics—Peak Signal to Noise Ratio (PSNR), Mutual Information (MI),
and Pearson’s Correlation Coefficient (r). We observe that out of all IMFs, the last IMF
prominently captures the complete information regarding geometrical shape and structure.
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Table 1. Quantitative Results for Empirical Analysis of MEMD Derived Intrinsic Mode Functions
(IMFs)—1st Four and Last Four Based on PSNR (Peak Signal To Noise Ratio), Mutual Information
And Pearson’s Correlation Coefficient (r) for the Selected Samples.

Original Sample/IMFs
Andrews 1 Andrews 2 Tahoe 1 Tahoe 2 Tahoe 3

PSNR
(dB) MI r PSNR

(dB) MI r PSNR
(dB) MI r PSNR

(dB) MI r PSNR
(dB) MI r

1st IMF 0.27 0.39 0.56 0.44 0.24 0.44 0.14 0.37 0.52 0.12 0.09 0.57 0.10 0.38 0.60

2nd IMF 0.28 0.34 0.54 0.43 0.22 0.42 0.15 0.34 0.53 0.11 0.10 0.60 0.10 0.30 0.57

3rd IMF 0.28 0.18 0.38 0.43 0.13 0.31 0.13 0.22 0.44 0.10 0.05 0.45 0.11 0.19 0.47

4th IMF 0.28 0.07 0.28 0.44 0.07 0.21 0.14 0.13 0.33 0.12 0.02 0.32 0.11 0.09 0.32

4th Last IMF 0.26 0.31 0.09 0.42 0.43 0.08 0.14 0.08 0.06 0.12 0.02 0.03 0.12 0.04 0.02

3rd Last IMF 0.28 0.43 0.27 0.44 0.55 0.07 0.15 0.19 0.07 0.13 0.04 0.02 0.16 0.12 0.03

2nd Last IMF 0.28 0.55 0.27 0.44 0.67 0.05 0.14 0.21 0.18 0.14 0.04 0.06 0.17 0.22 0.06

Last IMF (Residue) 35.7 0.35 0.22 36.2 0.99 0.66 50.6 0.38 0.36 45.5 0.09 0.08 50.0 0.30 0.09

Figure 6a illustrates the variation in PSNR with the number of IMF. The last IMF has
a significant PSNR compared to the rest of the IMFs. Figure 6b justifies this trend for all
the selected datasets. The maximum PSNR of around 50.8 dB and 36.2 dB is observed for
Tahoe 1 and Andrews 1, respectively.
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3.3. Compressive Sensing-Based Reconstruction of 3D LiDAR Point Clouds

The CS-based recovery is performed with the filtered signal obtained after the EMD to
generate sparse representations based on different CS measurement ratios. These sparse
representations are then used to reconstruct the original 3D LiDAR point cloud. The
Compressive Sensing-based reconstruction of point cloud data comprises four steps:

1. Generating the filtered input signal from the MEMD derived Intrinsic Mode Functions (IMFs).
2. Transforming the filtered signal to a transformed vector space using representation

basis (ψ) to obtain a low-dimensional representation.
3. Sampling the transformed signal using sampling basis (φ) to obtain samples repre-

senting a low-dimensional sparse approximation of the complete 3D scene.
4. Reconstructing the point cloud by solving the optimization problem as the proposed

deep convolutional 3D reconstruction network.

A detailed analysis of quantitative and qualitative results is presented in the follow-
ing subsections.



Remote Sens. 2023, 15, 1394 13 of 25

3.3.1. Illustration of the Reconstructed 3D LiDAR Point Clouds Using the Proposed
ADCoSNet for Different CS Measurement Ratios Based on Qualitative Visualization

Figures 7 and 8 illustrate the reconstructed 3D LiDAR point clouds with the original
3D LiDAR point clouds for different CS measurement ratios—4%, 10%, 25%, 50%, and
75%. The legend to the right of the illustrations indicates the elevation symbology with
respect to the cartesian coordinate (x). It is observed that the reconstruction fidelity of
the reconstructed 3D LiDAR point clouds decreases with a decrease in the number of
measurements used for the reconstruction. It is justified as the reconstruction accuracy will
improve with the availability of more measurements.

Figure 7 visualizes the reconstructed point clouds for the Andrews 1 and Adrews 2
test sites. From the perspective of 3D LiDAR data, elevation information is a differenti-
ating factor for analysis. As evident from the illustrations for both the Andrews test site
(see Figure 7), the variation in topography is less distinguishable as the CS ratio decreases.
Both the Andrews test sites are rich in high elevation and dense points attributed to the
presence of vegetation. It is observed that the tree canopy structure is preserved for high
CS ratios—75%, 50%, and 25%; however, it is distorted significantly for CS ratios—10%
and 4%.
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Tahoe 3 

Figure 7. Illustration showing the reconstructed point clouds using the proposed ADCoSNet for
different CS ratios for the selected Andrews 1 and Andrews 2 test sites. (a) Original; (b) CS Ratio = 0.75;
(c) CS Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 0.10; (f) CS Ratio = 0.04.

Figure 8 illustrates the reconstruction results for the Tahoe test sites. For Tahoe 1 site,
the reconstruction is consistent for all the selected CS ratios. This is possible due to the flat
topography of the Tahoe 1 test site. For the Tahoe 2 site, the reconstruction seems to be
consistent with the original only for the CS ratio of 75%. The reconstruction results for CS
ratios of 50%, 25%, 10%, and 4% seem to be distorted, attributed to the hilly topography.
Similar to Tahoe 1, Tahoe 3 also poses a flat topography with a discontinuity of forest canopy
in between. It is observed that for Tahoe 3, the reconstruction for CS ratios—75% and 50%—is
close to the original; however, it is significantly distorted for the other CS ratios.
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Figure 8. Illustration showing the reconstructed point clouds using the proposed ADCoSNet for dif-
ferent CS ratios for the selected Tahoe 1, Tahoe 2 and Tahoe 3 test sites. (a) Original; (b) CS Ratio = 0.75;
(c) CS Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 0.10; (f) CS Ratio = 0.04.

3.3.2. Quantitative Investigation of the Efficacy of the Proposed ADCoSNet for
3D Reconstruction

Table 2 presents a quantitative evaluation of the reconstructed LiDAR point clouds
using our proposed ADCoSNet for the selected Andrews and Tahoe datasets based on
performance metrics. It is evident from Table 2 that the maximum PSNR achieved for recon-
struction is 48.96 dB, and the minimum RMSE is 7.21 for the Tahoe 1 sample corresponding
to a CS measurement ratio of 0.75. The Hausdorff distance for this reconstruction is 11.19.

Table 2. Quantitative assessment of the reconstruction using our proposed ADCoSNet for the selected
samples for different CS Measurement ratios based on the evaluation metrics—Peak Signal to Noise
Ratio (PSNR in dB), Root Mean Square Error (RMSE), and Hausdorff distance (H.D.).

Sample Dataset/
Evaluation Metric

CS Ratio = 0.75 CS Ratio = 0.50 CS Ratio = 0.25 CS Ratio = 0.10 CS Ratio = 0.04

PSNR
(dB) RMSE H.D. PSNR

(dB) RMSE H.D. PSNR
(dB) RMSE H.D. PSNR

(dB) RMSE H.D. PSNR
(dB) RMSE H.D.

Andrews 1 32.59 17.89 32.58 29.70 24.94 29.63 17.40 102.8 105.8 16.98 107.9 113.5 14.37 145.8 152.1

Andrews 2 35.74 11.12 21.72 32.87 15.47 23.4 31.44 18.25 29.09 28.54 25.47 39.52 21.56 56.93 62.20

Tahoe 1 48.96 7.21 11.19 42.95 14.39 20.83 40.77 18.50 28.79 37.84 25.90 31.32 36.14 31.52 36.85

Tahoe 2 39.94 20.42 39.89 36.76 29.45 47.19 36.17 31.54 54.78 34.40 38.64 41.61 33.59 42.46 56.67

Tahoe 3 48.35 7.69 11.45 42.64 14.84 18.26 40.75 18.45 22.25 37.66 26.33 28.79 35.43 34.03 40.82

Although both the selected datasets are 3D LiDAR scans of forests, there is a difference in
quantitative results. This is attributed to different geographical locations as well as the type of
forests. From Table 2, it is also observed that the reconstruction RMSE for Andrews 1 dataset
surges for CS ratios—0.25, 0.10, and 0.04 emphasizing that these CS measurement ratios would
not be a suitable choice for generating sparse representations. The increase in reconstruction
error could possibly be due to the hilly or mountainous topography of the Andrews 1 site.

We also observe from Figure 9a,b that the performance of 3D reconstruction enhances
with variation in CS measurement ratio, i.e., number of samples used for reconstruction.
From Figure 9a, the PSNR decreases with a decrease in the CS measurement ratio, whereas
from Figure 9b, the RMSE increases with a decrease in the CS measurement ratio. This
is justified as more samples would lead to better reconstruction results. These results are
significant in understanding the behavior of CS-based reconstruction with a measurement
ratio and the limit to which sampling could be performed for achieving a particular
reconstruction performance.
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Figure 9. Illustration of variation in (a) PSNR and (b) RMSE, with varying CS measurement ratios for
the selected five samples from the Andrews and Tahoe dataset.

3.3.3. Evaluation of Reconstructed LiDAR Point Clouds Based on the LiDAR-Derived
Canopy Height Model (CHM)

From the perspective of LiDAR-derived results useful for forest analysis, the Canopy
Height Model (CHM) plays a significant role. The CHM plot is used to visualize vegetation
height as a continuous surface where each pixel in the plot represents the normalized
tree height above the ground topography. To understand the efficacy of the proposed
ADCoSNet, the CHM plots for all five sample datasets (Andrews and Tahoe datasets) are
generated from the reconstructed 3D LiDAR point clouds.

Intuitively, it is expected that most of the CHM representations would consist of tree
canopy cover as the test samples are selected from the forest. The ground truth CHM
is derived from the Digital Surface Model (DSM) available with the OpenTopography
platform, and individual DSMs for the samples were clipped based on the extent of the
region. We believe such a comparison would help analyze the efficacy of our proposed
approach at a local surface level. In Figure 10 (results for the Andrews dataset) and Figure 11
(results for the Tahoe dataset), the CHM illustrations derived from the reconstructed LiDAR
point cloud for different CS measurement ratios are visualized.

For both the Andrews and Tahoe dataset (refer to Figures 10 and 11), it is evident
that the CHM plots for the original are visually close to the plots for the reconstructed
point clouds with CS measurement ratios of 0.75, 0.50, and 0.25. However, for the CS
measurement ratio of 0.10 and 0.04, it is observed that there is a horizontal line in the
generated raster. This could be possible due to the effect of one of the EMD-derived IMFs
in the reconstructed LiDAR point cloud. Moreover, for all the test sites, the high-elevation
region (points belonging to high vegetation, i.e., pixels represented by the red color in
the illustration) and the low-elevation region (points belonging to ground, i.e., pixels
represented by the blue color in the illustration) are observed to be more distorted as
compared to the points with medium elevation. This could be due to the implementation
of the MEMD which inherently involves averaging the maximum and minimum envelopes
of the input data (also known as Sifting—refer to Section 2.2).
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Figure 10. Visualization of the generated Canopy Height Model (CHM) of the original and recon‐

structed 3D LiDAR point clouds using the proposed ADCoSNet for the Andrews 1 and Andrews 2 
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Figure 10. Visualization of the generated Canopy Height Model (CHM) of the original and recon-
structed 3D LiDAR point clouds using the proposed ADCoSNet for the Andrews 1 and Andrews 2
test site. (a) Original; (b) CS Ratio = 0.75; (c) CS Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 0.10;
(f) CS Ratio = 0.04.



Remote Sens. 2023, 15, 1394 18 of 25Remote Sens. 2023, 15, 1394 19 of 27 
 

 

Tahoe 1 

(a) Original 

 

(b) CS Ratio = 0.75 

 

(c) CS Ratio = 0.50 

 
(d) CS Ratio = 0.25 

 

(e) CS Ratio = 0.10 

 

(f) CS Ratio = 0.04 

 
Tahoe 2 

(a) Original 

 

(b) CS Ratio = 0.75 

 

(c) CS Ratio = 0.50 

 
(d) CS Ratio = 0.25 

 

(e) CS Ratio = 0.10 

 

(f) CS Ratio = 0.04 

 
Figure 11. Cont.



Remote Sens. 2023, 15, 1394 19 of 25

Remote Sens. 2023, 15, 1394 20 of 27 
 

 

 

 

 

 

 

 

Tahoe 3 

(a) Original 

 

(b) CS Ratio = 0.75 

 

(c) CS Ratio = 0.50 

 
(d) CS Ratio = 0.25 

 

(e) CS Ratio = 0.10 

 

(f) CS Ratio = 0.04 

 

Figure 11. Visualization of the generated Canopy Height Model (CHM) of the original and recon-

structed 3D LiDAR point clouds using the proposed ADCoSNet for the Tahoe 1, Tahoe 2, and Tahoe 

3 test sites. (a) Original; (b) CS Ratio = 0.75; (c) CS Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 

0.10; (f) CS Ratio = 0.04. 
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3.3.4. Investigation of the Efficacy of the Proposed ADCoSNet Architecture for Recon-

struction Based on LiDAR Derived Elevation Results (2D Vertical Elevation Profile) 

To further evaluate the robustness and reconstruction fidelity, we observed the 2D 

vertical elevation profile for a subset of the original and reconstructed point clouds using 

the proposed ADCoSNet. The 2D vertical elevation profile is a significant LiDAR point 

Figure 11. Visualization of the generated Canopy Height Model (CHM) of the original and recon-
structed 3D LiDAR point clouds using the proposed ADCoSNet for the Tahoe 1, Tahoe 2, and Tahoe 3
test sites. (a) Original; (b) CS Ratio = 0.75; (c) CS Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 0.10;
(f) CS Ratio = 0.04.

3.3.4. Investigation of the Efficacy of the Proposed ADCoSNet Architecture for
Reconstruction Based on LiDAR Derived Elevation Results (2D Vertical Elevation Profile)

To further evaluate the robustness and reconstruction fidelity, we observed the 2D
vertical elevation profile for a subset of the original and reconstructed point clouds using
the proposed ADCoSNet. The 2D vertical elevation profile is a significant LiDAR point
cloud-derived result and is prominently used in evaluating the accurate topological profile
of the region. Visual inspection based on the elevation range reveals (see Figure 12) that
the 2D vertical elevation profile follows the reconstruction results. In addition, the figures
show that the reconstruction at the local level is consistent with the overall reconstruction.
However, there is a slight difference in the range of elevation values for the CS measurement
ratios equal to 0.10 and 0.04 (plots (e) and (f) of Figure 12).

As observable from Figure 12, the 2D vertical elevation profile for the point clouds
reconstructed using the proposed ADCoSNet follows the geometric profile as the original
LiDAR point cloud. While we observe acute changes in the crown reconstruction for
the forest samples’ trees, the broad elevation range of the reconstructed point cloud is
consistent with the original LiDAR point cloud.

3.3.5. Enhancement in the Reconstruction Accuracy by Using Multivariate Empirical
Mode Decomposition

Regarding machine learning and deep neural networks, ablation study experiments typi-
cally measure the network’s performance after removing or replacing the network components.

Table 3 presents an ablation study for analyzing the enhancement in reconstruction
performance of our proposed approach of using deep convolutional compressive sensing
reconstruction networks with and without EMD-derived features. It is evident that MEMD
enhances the 3D reconstruction performance by approximately 8 dB (40.94 dB→ 48.96 dB).
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It is envisaged that this will help understand the advantage put forth using multivariate
Empirical Mode Decomposition as a basis for transformation and the convolutional features.
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Figure 12. Visualization of the vertical elevation (2D cross-section) profiles of the subset of the orig-

inal and reconstructed 3D LiDAR point clouds using the proposed ADCoSNet for the selected An-

drews 1, Andrews 2, Tahoe 1, Tahoe 2, and Tahoe 3 test sites. (a) Original; (b) CS Ratio = 0.75; (c) CS 

Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 0.10; (f) CS Ratio = 0.04. 
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enhances the 3D reconstruction performance by approximately 8 dB (40.94 dB → 48.96 

dB). It is envisaged that this will help understand the advantage put forth using 

Figure 12. Visualization of the vertical elevation (2D cross-section) profiles of the subset of the
original and reconstructed 3D LiDAR point clouds using the proposed ADCoSNet for the selected
Andrews 1, Andrews 2, Tahoe 1, Tahoe 2, and Tahoe 3 test sites. (a) Original; (b) CS Ratio = 0.75;
(c) CS Ratio = 0.50; (d) CS Ratio = 0.25; (e) CS Ratio = 0.10; (f) CS Ratio = 0.04.

Table 3. Ablation Study for Multivariate Empirical Mode Decomposition as a basis transform for
CS-based reconstruction using the proposed ADCoSNet framework (Overall PSNR in dB for Tahoe 1
with CS measurement ratio of 0.75).

Proposed Architecture Without MEMD With MEMD

ADCoSNet 40.94 dB 48.96 dB

4. Discussion

The proposed ADCoSNet framework is meticulously evaluated to analyze the recon-
struction of forest 3D LiDAR scans. Based on the qualitative and quantitative analysis of a
total of five test sites—Andrews 1, Andrews 2, Tahoe 1, Tahoe 2, and Tahoe 3, it is under-
stood that the proposed ADCoSNet is capable of reconstructing point clouds accurately
for CS ratios of 75%, 50%, and 25%. However, there is a distortion within certain limits
for the CS ratios of 10% and 4% for some test sites. The CHM analysis shows that the
reconstruction accuracy depends on the test site’s topography. This justifies the adaptivity
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introduced by the MEMD in a typical compressive sensing framework with a data-agnostic
transformation function in Compressive Sensing framework.

It is expected that the LiDAR-derived forest-related results, such as the relative height
of the vegetation, canopy density model (CDM), etc., can further be evaluated to inves-
tigate the accuracy of the reconstructed point clouds. However, these experiments are
not performed in this research. The ablation study investigates the performance enhance-
ment due to incorporating MEMD in the proposed ADCoSNet. It is observed that using
MEMD-derived Residue function for Compressive Sensing based sparse recovery leads
to an overall increase of 8 dB in the reconstruction results. Additionally, we highlight the
following significant points to support our hypothesis of using a data-driven transform in
a convolutional Compressive Sensing framework:

(1) The residual function derived from the Multivariate Empirical Mode Decomposition
(MEMD) approximates the total variation in the 3D geometry of the point cloud.
Based on statistical significance, the residue function has greater mutual information
than other IMFs because its overall structure is closest to the raw LiDAR point cloud.

(2) It can be observed that the mutual information of the residue function is very close to
the original 3D profile. As far as we know, the visualization and application of MEMD
results for LiDAR point cloud data is a novel contribution and could potentially be an
effective approach for large-scale 3D reconstruction in different areas. Moreover, due
to its learning ability in data distribution, the proposed approach is expected to be
effective in relatively heterogeneous environments, such as urban areas.

(3) Deep convolutional network-based CS reconstruction of LiDAR point cloud data
possesses excellent opportunities as an alternative to the iterative CS reconstruction
approaches. The convolutional features extracted hierarchically by the convolutional
layer stack seem to be an accurate approximation of the measurement samples. They
could be used with sparse coding problems for 3D LiDAR point clouds.

(4) It is evident from the illustrations of Figures 10 and 11 that the CHMs generated
for the reconstructed point clouds are close to the CHMs for the original sample.
Additionally, it is observed that for the test sites with topographical discontinuity,
such as valley (from Andrews 1 and Tahoe 2), the proposed ADCoSNet approach can
reconstruct the 3D LiDAR point cloud with decent accuracy.

(5) Future Research Directions: It would be interesting to observe the behavior of the
adaptive decomposition-derived IMFs for temporal LiDAR data to incorporate data-
centric features for geometry processing. Another compelling research direction is to
process the 3D LiDAR point set in less time with comparable accuracy. This poses an
immense potential for infield processing using hand-held computing devices with less
storage and computing power. Further, in the future, onboard processing is envisaged
on the streaming LiDAR data. In such a situation, processing the data with limited
storage and computing power requires compression, enabling it to send processed
information instead of raw LiDAR point cloud directly.

5. Conclusions

In this paper, the adaptive decomposition approach—Empirical Mode Decomposition,
also called the Hilbert–Huang Transformation—is implemented in a Compressive Sensing
framework. Empirical Mode Decomposition is a data-driven transform that learns adaptive
decompositions based on the input data, unlike Fourier and wavelet transforms with a
fixed structure. EMD is highly important for 3D forest LiDAR, as it has proven effective
for non-linear, local, and non-stationary signals. The proposed approach advocates a data-
centric implementation that focuses on the input data for the deep learning neural model.
The EMD-derived mode decompositions capture the variations of spatial frequency in 3D
space, where the last IMF is important as a feature set. This feature set is merged with the
convolutional feature set to generate sparse representations using the proposed ADCoSNet.
The ADCoSNet replaces the conventional iterative-based CS solvers and is scalable for
multi-resolution analysis. Moreover, the proposed approach generates adaptive sparse
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representations to account for local variations in a forest environment. These variations
are captured as spatial discontinuities in the relatively homogeneous forest environment
consisting only of vegetation cover. Furthermore, it is expected that a learning-based
implementation of the proposed ADCoSNet will allow the generalizability of the approach
to other forest environments.

It is noticed that the proposed approach can reconstruct the 3D LiDAR point clouds
with the best PSNR value and RMSE of ~49 dB and 7.21 (Tahoe 1), respectively, for the CS
measurement ratio of 0.75. The worst reconstruction is achieved with a PSNR of ~14 dB
for the CS measurement ratio of 0.04 with an RMSE of 145.8 (Andrews 1). The results
obtained with the proposed approach are compared with the original 3D LiDAR point
clouds based on statistical significance and feature relevance metrics for several CS ratios.
To our knowledge, applying adaptive decomposition algorithms in a deep convolutional
compressive sensing framework for the geometric reconstruction of 3D LiDAR point clouds
is a new contribution. We envisage using our approach in applications that involve near
real-time processing of 3D LiDAR point clouds based on onboard computing for rapid 3D
reconstruction. This poses an immense potential for infield processing using hand-held
computing devices with less storage and computing power for quick file validation. Fur-
thermore, improvement in reconstruction by including local geometrical and topographical
features of the 3D LiDAR point cloud is envisioned as a future research direction.
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