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Abstract: Geothermal heat flow is key to unraveling several large-scale geophysical systems, includ-
ing the inner workings of the Greenlandic ice sheet, and by extension, the possibility of understanding
the past and prior global climate. Similarly, it could provide insight into the paleo-trace of the Ice-
landic mantle plume, which in turn is integral in answering long-standing questions on the origin of
mountains in western and eastern Greenland and in Norway. This study documents the results from
an intra-scientific field approach, which combines geological, petrophysical, and satellite magnetic
field data in a nonlinear probabilistic inversion. These results include Curie depths with associated
uncertainties and Geothermal Heat Flux estimates. While baselines remain challenging to evaluate
due to the strong nonlinearity of the problem posed, stress testing reveals a high robustness of the pre-
dicted spatial variations, which largely disagree with the classic straightforward northwest–southeast
or east–west plume trace across Greenland. Instead, our results indicate a complex heat flux pattern,
including a localized region with anomalously heightened heat flux near the origin of the Northeast
Greenland Ice Stream.

Keywords: probabilistic inversion; icelandic plume trace; geothermal heat flux; Greenland; satellite
magnetic data; Northeast Greenland Ice Stream; NEGIS; SIPPI

1. Introduction

Seismic tomography models are indicative of an upper [1] or whole-mantle [2,3] low-
velocity zone beneath Iceland. This inferred mantle plume has been linked to the sub-aerial
emergence of Iceland in the Northeast Atlantic during the Neogene [1,2] as well as the
formation of high coastal mountains and widespread breakup-related flood basalts along
the passive margins surrounding the North Atlantic (Figure 1) [4–10].

The Iceland plume is generally thought to have thinned and heated the interior
of the Greenland lithosphere due to a predicted northwest-directed plate movement of
Greenland [11] prior to the break-up of the North Atlantic [10–14]. However, the interaction
of the plume with the interior of Greenland remains a topic of debate. A recent study [10]
argues against the classical idea of a plume track across Greenland and suggests that the
widespread, seemingly contemporaneous, volcanism in western and eastern Greenland
around 60 Ma can be explained by a direct interaction of a mantle plume with seafloor
spreading ridges, regional mantle flow, and an already thinned lithosphere along an
east–west corridor across central Greenland. Nonetheless, determining areas of interior
Greenland that may have had direct interaction with the Iceland plume is critical to model
the impact of a potential plume-related heat anomaly on the past and future evolution of the
Greenland Ice Sheet. Numerical ice-sheet models need input data, including environmental
variables such as Geothermal Heat Flux (GTHF). The importance of a plume-related heat
anomaly is exemplified in [15], who suggests that the Northeast Greenland ice stream is
likely initiated by a geothermal heat flux anomaly close to the ice divide, left behind by the
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movement of Greenland over the Icelandic plume. In general, the Northeast Greenland
ice stream is not accurately represented in ice-sheet models. In particular, it is challenging
for ice flow models to capture high velocities far inland at the onset of the ice stream. The
Northeast Greenland ice stream is characterized by an exceptional fast-flowing main trunk
that is more than 600 km long and about 30–50 km wide [16].

Several different methods have so far been applied in the attempt to determine the
Icelandic mantle plume trace, including estimates of Curie depths and GTHF models from
satellite magnetic data [17] or from compilations of air- and ship-borne magnetic data [18].
Such estimation efforts are typically challenging to perform, and must often deal with
unavoidable sources of uncertainty which can hamper the estimation process. These are
primarily due to circumstances which either cannot, or are vastly impractical, to measure
in situ (e.g., requirements of information from beneath ice sheets, or information on crustal
parameters which would require measurements deep within the crust). The primary
impracticality is often the density of information required in order to account for spatial
variations in physical parameters required as input in the modeling process, e.g., magnetic
properties and susceptibility of the crust throughout. Left with no easy options, researchers
must often navigate a host of challenges in order to generate useful models. Such challenges
thus often include, e.g., high uncertainties in underlying physical parameters on which a
model depends, or availability of only coarse information and/or parameter estimates, all
of which can lead to a degradation in the accuracy of the resultant models. Furthermore,
model validation is typically equally challenging to perform for many of the same reasons,
and researchers are often left with little to no reliable options for validation, e.g., again
due to the impracticality of gathering sufficiently dense data of geothermal heat flow
measurements. As such, the model uncertainty is often left largely unvalidated or even
unassessed, since such efforts are simply not feasible given the data and methods available.
Examples of inhibiting factors may include the lack of uncertainty estimates on modeling
inputs, the impracticality of accurately evaluating the impact of employed assumptions
into the modeling output, or that the circumstances of the physical property to be modeled
inhibits extraction of meaningful uncertainty estimates (e.g., due to the requirement of
regularization when faced with under-determined systems). As such, while researchers
often make an effort to estimate uncertainties, only parts of the aggregate uncertainty may
be possible to evaluate (e.g., as in [18], where an effort is made to estimate uncertainties).
Regardless, the uncertainty estimates are typically ambiguous, due to a lack of suitable
external validation points. A prime example of this occurs in heat flux modeling, where
validation [17] or even tuning [19] is sometimes attempted against point-measurements
of heat flux, such as those obtained from ice boreholes, which are only available in scarce
quantities in the interior of Greenland [20]. This form of validation is generally carried out
for lack of a better alternative, but the scarcity of the data unfortunately means that the
measured heat flux cannot necessarily be considered representative outside their immediate
vicinity (which may be very local, given the possibility of anomalous heat flux at the given
measurement location). Ref. [21] assessed a number of existing Geothermal Heat Flux
models by modeling their ability to reconstruct current Greenlandic Ice Sheet thicknesses.
Although the direct link between GTHF model and validation data is less clear due to the
interim modeling, the process enables validation on more suitable data, such as spatially
well-distributed observations of Greenlandic Ice Sheet thicknesses (e.g., [22]). The authors
of [21] highlighted the variability across some existing GTHF models, and found that
a uniform heat flux across Greenland outperformed any of the evaluated models. We
find that the uncertainties associated with Geothermal Heat flux raise serious questions
regarding their use to predict, e.g., plume traces, and seek to challenge the current modeling
meta through an interdisciplinary, uncertainty-based modeling method.

Our multi-disciplinary approach incorporates a priori geophysical, petrophysical, and
geological information, with satellite magnetics comprising the main dataset. We include
uncertainty evaluations, including data uncertainties, and as few assumptions as possible.
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The main modeling consists of a probabilistic inversion [23], for which we utilize the
extended Metropolis algorithm of [24], as implemented in the SIPPI toolbox of [25,26].

Figure 1. Tectonic and geological overview of the North Atlantic–Labrador Sea/Baffin Bay area (mod-
ified from [6]). Colored lines (numbered 1–8) across Greenland show examples of suggested traces of
the Iceland plume since Early Cretaceous: 1: [12,18]. 2: [27]—fixed. 3: [13]. 4: [28]. 5: [29]—moving.
6: [30]—moving. 7: [30]—fixed. 8: [31]. Highlighted polygons: extent of North Atlantic Igneous
Province (NAIP). Abbreviations: AR, Aegir Ridge; GR, Gakkel Ridge; JMFZ, Jan Mayen Fracture
Zone; KnR, Knipovich Ridge; KR, Kolbeinsey Ridge; MR, Mohns Ridge; RR, Reykjanes Ridge.

2. Method

The nonlinear forward problem is typically generalized as a system of equations
d = g(m) + ε, where m is a vector of unknown model parameters, d contains (known)
data, and g() is the nonlinear function which predicts d given m, to some error ε.

We seek to infer magnetic crustal thicknesses from the geomagnetic crustal field, as
defined by the LCS-1 model of [32]. Our problem parameterization largely follows [33];
it is obtained by subdividing the (assumed spherical) Earth’s surface into 25,002 roughly
equal-area hexagonal columns (a Goldberg tesselation, via icosahedral subdivision of fre-
quency 50), and using the Equivalent Source Magnetic Dipole method of [34] to describe
the magnetic response of each column, using a dipole placed at the center of each column
surface. Our unknown model parameters are thus the individual magnetic crustal thick-
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nesses τ and individual magnetic susceptibilities χ of each column. The resultant forward
problem is expressed by Equation (1):

Bq1

Bq2
...

BqN


︸ ︷︷ ︸

Data vector β

=


Γd1→q1 Γd2→q1 . . . ΓdN→q1

Γd1→q2 Γd2→q2 . . . ΓdN→q2
...

...
. . .

...
Γd1→qN Γd2→qN . . . ΓdN→qN


︸ ︷︷ ︸

Computation and filtering kernel Λ


χd1 τd1
χd2 τd2

...
χdN τdN


︸ ︷︷ ︸

Nonlinear function δ

+


ε1
ε2
...

εN


︸ ︷︷ ︸
Error ξ

(1)

where BqN is a column vector containing magnetic field components at the N-th query
point, χdN and τdN are the magnetic susceptibility and magnetic crustal thickness (MCT),
respectively, of the crustal column represented by the N-th dipole, and ΓdN→qN is a column
vector describing the linear relation between the product χdN τdN and BqN . Solutions to
Equation (1) can be approximated through assumptions on the values of χ [33], or by col-
lapsing the parameters into the columnar Vertically Integrated Susceptibility VISdN = χnτn,
but direct inference of χdn and τdn for each of the N individual columns is clearly non-
unique. Based on known geological correlations and dependencies [35–38], we seek to
alleviate the non-uniqueness by grouping columns into regions of expected similar crustal
composition and, by extension, assumed similar magnetic susceptibilities. Under these
assumptions, the forward problem takes the simplified form of Equation (2):

β = Λ(χm ◦ τ) + ξ (2)

where the elements of χ = [χ1, χ2, . . . , χM]T contains Regional Susceptibilities (RS; identical
magnetic susceptibilities for all crustal columns in each of M crustal regions), τ is the
vector of individual MCTs, and ◦ denotes the Hadamard product. The assumption of
regionally constant magnetic susceptibilities partially alleviates the strong nonlinearity of
the problem, but it remains non-unique, leaving Equation (2) essentially unsolvable for
practical purposes in the current formulation.

Fortunately, several pieces of relevant a priori information are available for the com-
ponents of Equation (2). We therefore turn to the probabilistic inversion approach [23,39],
and utilize available a priori information as modeling constraints. Probabilistic inversion
essentially treats all input and output information as probability density functions. Assum-
ing an independence between data probability densities and model parameter probability
densities, the general probabilistic problem relation is Equation (3) [23]:

σM(m) = kρM(m)L(m) (3)

where σM(m) and ρM(m) are the posterior and prior probability distributions of the model
parameters, respectively, L(m) is the likelihood function, and k is a normalizing constant.
We solve Equation (3) through the extended Metropolis algorithm of [24], which enables
sampling of σM(m) if three conditions are met:

1. Samples can be drawn from the prior distribution;
2. The forward problem can be posed in such a way that it is solvable;
3. The likelihood of each solution can be evaluated, i.e., through evaluation of the data

residual against a noise model.

A solvable forward problem was defined by Equation (2), leaving the prior distribution
and likelihood evaluation criteria. Regarding the prior distribution, we first seek to reduce
the regions in which a priori information is required. This is accomplished by subdividing
the inversion into two parts: a nonlinear portion comprises Greenland and its vicinity,
where we solve Equation (3), and a linear portion, which comprises the remainder of the
Earth’s crust, solved using the LSQR algorithm of [40]. Expressing the crustal field in a
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spherical harmonic expansion, we can view this as a partitioning of contributions to the
Gauss coefficients, as shown in Equation (4):[

gm
n

hm
n

]
≈ 1

R�

(
Ri
R�

)n+1 2n + 1
4π

Ni

∑
i=1

(Vlin(ri) + Vnon(ri))

[
cos(mϕi)
sin(mϕi)

]
Pm

n (cos(ϑi))dSi (4)

where Vlin(ri) and Vnon(ri) are the contributions to the magnetic potential at all query
points ri from dipoles in the linear and nonlinear regions, respectively. Additional details
on the subdivision are provided Appendix A.

We construct prior probability densities of the magnetic crustal thickness from
tomography-inferred Moho depths [41] and the CRUST1.0 model [42], while crustal mag-
netic susceptibility priors are drawn from prior studies, which include the scarce petro-
physical measurements available in Greenland and geologically related regions in Finland,
Canada and Norway, and oceanic susceptibility estimates [43–61]. The compilation of
prior information is structured so that the MCT of each crustal column, and the RS for
each region, is encoded as individual 1D Gaussian prior probability distributions. An
overview of the complete problem parameterization is provided in Appendix A, while
further information on construction of prior distributions and their parameters is provided
in Appendix B.

The data for the inversion are sampled from the satellite data-derived LCS-1 crustal
magnetic field model [32], which we first reduce by subtracting the RVIM0 oceanic rema-
nence model of [62]. Due to the associated computational requirements, data for all runs are
obtained by evaluating the LCS-1 model at 300 km altitude for spherical harmonic degrees
16 ≤ n ≤ 80. Coupled with the chosen crustal parameterization, we thereby assume that
the ensemble of dipoles, each representing a hexagonal crustal columns approximately
∼160 km wide at the surface, can accurately represent the magnetic crust to within specified
uncertainties when viewed from satellite altitude. In order to comply with the input data,
modeling results are solely evaluated for the same spherical harmonic range as the data
(all contributions to the total model response outside of this range are disregarded). The
altitude of evaluation was selected to approximately match the altitude of the original data
collection. Given this altitude, evaluation of the LCS-1 model past degree 80 provides pro-
gressively lower contributions to the measured magnetic field, due to the rapidly declining
power at higher spherical harmonic degrees. On average, the difference between evaluating
the LCS-1 model at 300 km altitude up until spherical harmonic degree 80 and spherical
harmonic degree 160 is 0.25 nT for the radial component, 0.17 nT for the co-latitudinal
component, and 0.17 nT for the longitudinal component.

We assume a purely induced crustal magnetization, with the inducing (core) field
taken as spherical harmonic degrees 1 ≤ n ≤ 15 of the CHAOS-6 model of [63]. Likelihood
evaluation is enabled by associating each datapoint drawn from the LCS-1 model of [32]
with identical standard deviations, i.e., we treat each datapoint as a 1D Gaussian. Since
direct evaluation of the data error is not straightforward, several data standard deviation
values were tested across multiple different inversions.

Due to the uncertainties concerning crustal thermal parameters required to convert
MCT to GTHF, we find complex GTHF modeling unwarranted. Geothermal heat flux
estimates from a single-layer 1D (vertical) heat flow model, with a crustal heat production
model adopted from [64], and thermal parameters adopted from [65], are provided to ease
interpretation, but due to the complexity and thus large uncertainty associated with such
modeling (e.g., [66–69]), the underlying MCT maps are considered the primary result of
this study.

A graphical overview of the data preparation, parameterization, and processing
pipeline utilized in the study is provided by Figure 2. Further details, including the full
equations employed in this study, are provided in Appendices A–D.
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Figure 2. Overview of the processing pipeline employed in this study.

3. Results

Ten different modeling runs, with differing prior distributions and sampling strategies,
were performed. Of these, two were primary runs (denoted Ia and Ib), while the remaining
eight (denoted II through IX) were robustness checks with progressively perturbed initial
conditions, performed to assess potential impacts of any uncertainties in the governing
parameters obtained of the prior and data distributions. Concerns over strong correlations
across posterior samples in run Ia led to run Ib being conducted using relaxed conditions,
to the point that a few MCT parameters even re-sampled the prior. Run Ib exhibited a
high degree of exploration, while retaining overall similarities with run Ia, suggesting that
both provide relevant realizations of the posterior model. Overall, we consider run Ib to
be the best model based on the amount of posterior samples drawn and its more relaxed
conditions. Figure 3 shows the prior MCT and its equivalent GTHF alongside results from
the primary runs, while results from the robustness checks are shown in Figure 4. An
overview of the data fit of the posterior model from Ib is shown in Figure 5. Additional
information, including the specific parameters for each run, is provided in Appendix C.
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Figure 3. Overview of main MCT results from the probabilistic solver. The results have been
interpolated and clipped to continental Greenland. Subfigures (a–c) present the mean Magnetic
Crustal Thickness from the prior model, posterior model Ia, and posterior model Ib, respectively.
Subfigures (d–f) show the respective uncertainty estimates (standard deviations) for (a–c). Subfigures
(g–i) show estimated Geothermal Heat Flux associated with each posterior mean. The range of the
colorbar in the lower row is exceeded sporadically, primarily at the continental limit in northwestern
Greenland. Further details are provided in Appendix D.
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Figure 4. Overview of posterior mean realizations from the probabilistic solver. The results have
been interpolated and clipped to continental Greenland to ease visual interpretation. Subfigures (a–h)
present the mean posterior Magnetic Crustal Thickness. Subfigures (i–p) show the corresponding
posterior uncertainty estimates predicted by the solver, providing insight into how prior and data
uncertainties propagate into the posterior model. Subfigures (q–x) contain estimated Geothermal
Heat Flux associated with each posterior mean. Colorbar ranges are the same as in Figure 3. The
range of the colorbar in the lower row is exceeded sporadically, primarily at the continental limit in
northwestern Greenland. Columns are ordered according to the degree of perturbation, i.e., column
IX corresponds to the largest deviation from original initial conditions. Further details are provided
in Appendix D.

The apparent low MCT standard deviation from run Ia may suggest that an overly
constrained sampling has been enforced, given the relatively large amount of model
parameters used to fit spherical harmonic degree 16 ≤ n ≤ 80 data. As such, Run Ia
may exhibit some degree of over-fitting, which could also explain the initial suspicions of
insufficient model space exploration. Note the difference when using a more exploratory
sampling in run Ib, despite using the same initial conditions as run Ia. The similarities
between Figures 3 and 4, especially the strong correlation of features across their upper and
lower rows, reveal a strong robustness in the predicted MCT structures, and by extension,
the derived GTHF estimates. Feature robustness is seen across both strictly and loosely
constrained models (which exhibit low and high predicted MCT standard deviations,
respectively), and regardless of the initial condition perturbations evaluated, suggesting
that the nonlinearity of Equation (1) has been reduced to a point where conclusions may
be drawn. Although this does not allow hard conclusions on absolute MCT or GTHF,
it provides a general estimate of the former, upon which general conclusions regarding
patterns in both MCT and GTHF can be made, given their inverse correlation.
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Figure 5. Data and model fit for model Ib. Subfigures (a,b) depict the radial component of the LCS-1
model (the data) and modeling run Ib, respectively, while subfigure (c) depicts the data residual
obtained by subtracting (b) from (a). Subfigures (d,e) depict the co-latitudinal component of the
LCS-1 model (the data) and modeling run Ib, respectively, while subfigure (f) depicts the data residual
obtained by subtracting (e) from (d). Subfigures (g,h) depict the longitudinal component of the LCS-1
model (the data) and modeling run Ib, respectively, while subfigure (i) depicts the data residual
obtained by subtracting (h) from (g). The heightened data misfit visible along the edges stems from
the overlap with the linear region (see Appendix A for further details). All data, model responses, and
residuals are evaluated at an altitude of 300 km, i.e., at the same altitude used in the inversion process.

4. Discussion

The nonlinear dependency between MCT and the RS for each region hampers explicit
determination of their absolute values, and by extension, absolute GTHF estimation (which
is also severely hampered by a lack of knowledge on the thermal properties and layout
of the crust). As such, we do not consider it reasonable to estimate the absolute values of
MCT, RS, and GTHF based on this study alone. However, relative variations in the robust
MCT features provide unique information, and through the inverse correlation between
MCT and GTHF, relative traits should be transferable across the two, e.g., as seen across
the MCT and GTHF estimates in Figures 3 and 4. Except for the structures along the west
coast of the southern tip of Greenland, the relative MCT features across all model runs are
generally in alignment; we consider this to be our most consequential result.

The parameterization and input data were selected with regard to both computational
and investigative feasibility. The latter depends on the assumption that the crustal structures
of interest, e.g., mantle plume traces, can be resolved using the magnetic field information
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utilized, and that corresponding surface features can be captured using ∼160 km wide
surface tiles. While the plume stem is believed to be narrow, perhaps 100 km across, and
extending down to at least 400–650 km beneath the surface, the plume head may exceed
1000 km in width [70,71]. We therefore consider the parameterization to be reasonable for
the performed investigation. By fixing the dipole representing each column to the surface,
we potentially incur a slight bias in the result. Should this be the case, the bias effect will
depend on the MCT; large MCT values in the results may be slight over-estimates, while
effects on areas with shallow MCT estimates will be limited. However, considering that the
estimated Curie isotherms all relatively shallow when compared to the altitude of the data,
we expect that any such potential bias effects will be, at least partially, encompassed by the
specified uncertainties.

Note that while there is a clash between essentially-equal-area tessellations and spher-
ical harmonic expansions when nearing the poles (since resolved wavelengths along paral-
lels decrease), any resultant effects only concern variations in one direction, are confined
to small wavelengths or areas near the poles, and are expected to be encompassed by
the specified data uncertainties to begin with. We therefore expect the influence of such
effects to be minor or even negligible, as supported by the high robustness of features
towards the poles. The data are thus considered suitable for the parameterization and
performed investigations.

Although we argue for the robustness features shown across the MCT maps are indeed
real, there are still a few underlying assumptions that could have biased the results. Of
these, the subdivision used for susceptibility regions is the hardest constraint, and could
carry a significant weight. Especially the large C. Greenland region could prove to have
a significant impact on the results. Regardless, the choice was made to proceed with the
employed subdivision, primarily for lack of a better alternative.

4.1. No Clear Trace of a Mantle Plume

Given the assumption that a low MCT reflects thinned lithosphere [72], our model
agrees with the general consensus that the Iceland plume withdrew from beneath the
Greenland craton in southeastern Greenland, just slightly northeast of the Kangerlussuaq
fiord. However, it does not support a straightforward Iceland plume track across the interior
of Greenland [11,12,18], such as a simple northwest–southeast or west–east mantle plume
trace. Stress testing of the models revealed these findings to be robust across parameter
estimates, see Figure 4.

Comparison with the results of [17] reveal similarities in the two satellite data-based
models. The most prominent similarities are the low MCT in both Kong Christian IX land
and Kong Frederik IX land (locations shown in Figure 1), the ridge of high MCT stretching
north–south through north and central western Greenland, the heightened MCT along the
southeastern shoreline, and to some extent, the high MCT in northeastern Greenland.

A particularly impactful realization from our results concerns the current modeling
meta of plume trace anomalies; given only slight regularization or bias, a significant number
of potential plume tracks become viable. Any of these could be favored by a given modeling
approach, depending on the employed constraints, regularization and/or alternate biasing,
and other underlying assumptions. This suggest a rather clear path forward for more
reliable Iceland plume track modeling; assumptions, constraints, or regularization should
only be applied with extreme prejudice, due to the ease in which their effects could skew
or even dominate the results.

4.2. A Robust Heat Flux Anomaly Near NEGIS Origin

All models predict heightened geothermal heat flux beneath the Northeast Greenland
Ice Stream (NEGIS), with a significant positive peak immediately beneath its origin. This
supports the hypothesis that at least part of NEGIS is driven by an enlarged GTHF. The
NEGIS heat flux feature is robust across all modeling runs and consistent with, e.g., [73],
who suggested that the melt anomaly beneath NEGIS may be explained by Iceland plume
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history. The high melt is further evidenced in radar soundings measurements by [74], who
showed a significant anomaly about 700 km upstream glacier at the origin of NEGIS. In
general, heat flux beneath Greenland, and in particular, beneath NEGIS is important to
map, as it has huge implications for future behavior of the Greenland Ice Sheet and the
ice flow dynamics of NEGIS. Greater geothermal heat flux at the base of an ice mass will
impact upon its internal thermal regime and the presence of basal melt water.

The heat flux anomaly beneath east Greenland is, likewise, critical for future behavior
of the Greenland Ice Sheet and the earth–ice interaction. Geothermal heat flux at the glacier
bedrock is evidence of a warm upper mantle, which affects the response of the solid Earth
to the deglaciation process, the glacial isostatic adjustment. A warm upper mantle, as in
east Greenland, has a low viscosity, which in turn causes the solid Earth to rebound much
faster to deglaciation. Instead of over millennia, the solid Earth can rebound tens of meters
within a decade. This Earth feedback mechanism has a stabilizing effect on the evolution
of marine-terminating glaciers, and highly influences future estimates of sea level rise.
The observed positive heat flux anomaly in east Greenland coincides with a low P-wave
velocity perturbation while the confined heat flux anomaly beneath does not appear to be
resolved in seismic tomography data [75].

In the future, a combined effort with ice-sheet modeling may enable explicit determi-
nation of GTHF through optimization of only a small number of constants given relative
MCT, e.g., as an extension to GTHF model testing, such as those performed by [21]. We
suspect that such a holistic approach may be warranted for, e.g., estimation of general
thermal parameters of the crust. In this regard, magnetic data alone may not be sufficient,
at least when employed in the form used in this study. The inclusion of additional data
types, as well as higher density and better quality magnetic data, may significantly im-
prove MCT and GTHF estimation in the future. Examples of potential sources of data
improvement include improved crustal field estimates from satellite magnetic data, and
dense high-altitude aeromagnetic data.

Our model is intentionally not constrained using the scarce heat flux measurements
available within central Greenland [20], due to the disproportional spatial representation
and weight each datapoint would carry in such a scenario. Should even a single GTHF
point-measurement stem from a position or area constituting any kind of heat flux outlier,
that datapoint could, in turn, skew the model significantly in an area disproportionally
larger than the typical length scale of surface GTHF variation.

5. Conclusions

Our modeling results consistently predict the existence of a heightened heat flux near
the onset of the Northeast Greenland Ice Stream. This may be important for subglacial
hydrology and modeling ice dynamics of the northeast Greenland outlet glaciers.

Other robustly predicted features include low MCT (and by correlation high GTHF)
along an approximately N–S axis in central eastern to central northern Greenland, peaking
around the Northeast Greenland Ice Stream, and scattered regions of low heat flux along a
similar axis in western Greenland. Other robust features predicted include a number of
areas, including on the north and central coast of western Greenland, with low MCT (and
high GTHF), which may be related to a potential plume trace. However, we find no clear
evidence for an actual plume trace through Greenland; neither a SE–NW or E–W trending
trace, nor any other plume trace.

The results highlight the complexity of the solution space, and suggest that even
small biases, e.g., due to regularization or simplifying assumptions, could lead to the
unintentional favoring of one potential plume track over others during modeling. The
multidisciplinary approach demonstrated in this study provides a novel foundation which
may, in time, aid in determining a robust, explicit solution to the geothermal heat flux
estimation problem.
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Appendix A. Problem Parameterization

The Earth’s surface was tessellated using 25,002 roughly equal-area, predominately
hexagonal tiles, obtained as the vertices of a recursive icosahedral subdivision with fre-
quency 50 (also known as a Goldberg tessellation, with the necessary pentagons deliberately
distanced from Greenland). Each tile spans an area approximately ∼160 km across, and
is considered to be the face of a magnetic crustal column of unknown height (the mag-
netic Crustal Thickness, or MCT). The magnetic response of each column is parameterized
through the Equivalent Source Magnetic Dipole method of [34], where we have kept the
dipole positions static at the surface to retain a feasible computational time. The resultant
governing equations of the parameterization are largely equivalent to those employed
by [33], and depend on the inducing field, magnetic susceptibility, and Magnetic Crustal
Thickness, with the main difference being that [33] assumed a known susceptibility to make
the problem linear (using one constant susceptibility for all oceanic crust, and another for
all continental crust).

The parameterization must enable a lean forward solution to be computed, in order to
retain a feasible computational time in spite of the vast amount of iterations required for
the probabilistic inversions. Unfortunately, the amount of model parameters associated
with a global nonlinear solution rendered such efforts infeasible. We therefore choose
to parameterize an area spanning Greenland and its immediate vicinity in the nonlinear
sense, while the remainder of the globe is parameterized in a linear fashion by collapsing
the MCT and susceptibility (denoted h and χ, respectively) of each crustal column, into
a single unknown Vertically integrated Magnetization VIS = hχ. This allows solving for
the contribution from the linear region before the probabilistic inversion is performed. The
specific approach taken is thus to first solve a global linear inverse problem for the VIS,
and then replace a region encompassing Greenland and its vicinity (the nonlinear region)

https://ftp.space.dtu.dk/pub/abbas/RemoteSensing2023/
https://ftp.space.dtu.dk/pub/abbas/RemoteSensing2023/
http://www.spacecenter.dk/files/magnetic-models/LCS-1/
http://www.spacecenter.dk/files/magnetic-models/LCS-1/
http://www.spacecenter.dk/files/magnetic-models/CHAOS-6/
https://github.com/cultpenguin/sippi
https://github.com/cultpenguin/sippi
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with full nonlinear solution. The strength of this approach is that contributions to the
total potential (and thus Gauss coefficients), associated with dipoles in the linear region
can be recovered prior to a probabilistic inversion. When the probabilistic inversion is
then performed, the contribution from the nonlinear region is determined and added to
the contribution from the linear region, and the resultant total field is then tested against
the data. This approach enables a far more rapid evaluation of each iteration than the
global case, while retaining the ability to compute Gauss coefficients and the associated
ease of filtering. Furthermore, the approach constrains the amount of prior information
required on model parameters, since such information is only strictly necessary in the
nonlinear region. As such, the time required to compile this information is greatly reduced.
Mathematically, the split-region magnetic potential, as a function of Gauss coefficients, can
be expressed through Equations (A1) and (A2):

gm
n ≈

1
R�

(
Ri
R�

)n+1 2n + 1
4π

∑Ni
i=1(Vlin(ri) + Vnon(ri)) cos(mϕi)Pm

n (cos(ϑi))dSi

=
1

R�

(
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R�

)n+1 2n + 1
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+
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(
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(A2)

where Vlin(ri) is the contribution to the magnetic potential from the dipoles in the linear
region at all query points ri, and Vlin(ri) is the contribution to the magnetic potential from
dipoles in the nonlinear region at all query points ri. The approximation symbol stems
from the numerical summation process replacing integration. In the above equations, it is
still necessary to compute the contribution to the global potential from each dipole (in both
the linear and nonlinear regions). We therefore limit the contribution from each dipole to a
pre-determined region of influence, outside of which those parameters no longer hold any
significant influence on the solution. This allows a significant decrease in the computational
time required to estimate parameters in the nonlinear region. Simultaneously, it is necessary
to ensure a smooth transition between the two regions, such as to avoid unwanted biasing
or edge effects. In order to smoothly tie the nonlinear and linear regions together, we form
an overlap strategy. The nonlinear region is surrounded by a frame of linear (VIS) tiles
to be solved simultaneously with the nonlinear problem. We additionally include data
within a 625 km radius outside the outermost VIS tiles, which enforces the transition to be
smooth. An overview of the problem parameterization used in the probabilistic inversion
is provided as Figure A1.
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Figure A1. Problem parameterization for the probabilistic inversion. Shown are six crustal regions
alongside the transition region where a linear problem for vertically integrated susceptibility (VIS)
is solved, and the region of influence (ROI) for which data are considered in the nonlinear solution.
The ROI and VIS regions are included to avoid edge effects in the transition between nonlinear and
linear problem regions. Points within the six crustal regions and the VIS region correspond to crustal
column locations (at the surface) and data samples (at satellite altitude), while points in the ROI
correspond to data samples only.

Appendix A.1. Determining the Distance of Negligible Influence

The distance at which the magnetic field contribution from any point magnetic field
source is governed by the fact that Bs 7→ 0 as the distance to the source ds 7→ ∞. For a
magnetic point-dipole, the magnetic field falls off with the inverse cube of the distance. In
geographical spherical coordinates, this can be expressed as in Equation (A3):

B(rj, ri) ∝
1√

r2
i + r2

j − 2rirj
(
sin(ϑi) sin(ϑj) cos(ϕi − ϕj) + cos(ϑi) cos(ϑj)

)3 (A3)

where B(rj, ri) is the magnetic field resultant from a dipole at rj measured at ri. A compar-
ison of contributions, relative to the contribution at satellite altitude (300 km), is shown
in Table A1.
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Table A1. Contributions from a crustal dipole to the magnetic field, at various distances. The total
distance is the Euclidian distance between a crustal dipole position and a given query point which is
always evaluated at satellite altitude, taken as 300 km. The relative impact describes the magnitude of
the potential contribution at a given distance from the dipole, relative to that obtained for a query point
immediately above it. λcrustmax is the distance corresponding to the wavelength of the lowest spherical
harmonic degree (n = 16) where the crustal magnetic field is dominant at the surface of the Earth.

Total Distance Relative Impact Query Point Position Relative to Dipole

300 km 100% Immediately above (at satellite altitude)
∼625 km ∼10.8% ∼1/4 λcmax away
∼1250 km ∼1.2% ∼1/2 λcmax away
∼2500 km ∼0.16% ∼λcmax away
∼13,000 km ∼0.001% At opposite side of Earth

Appendix A.2. Solving the Linear Problem

Determination of contributions from dipoles in the linear region requires multiple
steps. To estimate Gauss coefficients, knowledge of either the resultant magnetic potential
or resultant magnetic field due to the dipoles in the linear region, is required. We choose
to evaluate our inversion using the magnetic field at satellite altitude, due to the scale
wavelengths of the crustal dipoles.

Since the contribution from the linear portion of the problem is only to be determined
once, the distance of negligible influence can be set relatively high. A cut-off of 2500 km was
selected, as this distance corresponds to a low relative contribution, while simultaneously
allowing a significant reduction in the amount of matrix elements needed to perform the
linear inversion. The choice of 2500 km resulted in a ∼95% reduction in the non-zero
elements of the system matrix.

We solve the resultant over-determined linear inverse problem for global VIS using
the LSQR algorithm [40] for efficient least-squares inversion of sparse matrices. We use
a Least-squares inversion with the sole purpose of obtaining a fit that closely mimics the
data, in order to preserve the integrity of the dataset for the nonlinear inversion. This is
possible since no physical intuition is to be gained from the VIS values; they are simply
a mathematical construct with the sole purpose of enabling a lean forward solution for
the nonlinear region. In order to provide a truthful representation of the magnetic field,
the obtained VIS must result in a magnetic field, where no significant power is contained
in spherical harmonic degrees 1 ≤ n ≤ 15. This is obtained by inverting solely for Gauss
coefficients related to spherical harmonic degrees n ≥ 16, and then testing the fit to the
expected magnetic field. Since the expected magnetic field only has power in spherical
harmonic degrees n ≥ 16, there is no a priori reason to enforce the VIS to reflect otherwise.
In order to ensure that the field is sufficiently reproduced in the least squares sense for the
defined wavelengths, estimates of misfit are extracted. The highest deviation observed
between the VIS-modeled and expected magnetic field was <10−3 nT.

Appendix B. Prior Information on the Unknown Model Parameters

A priori information on the MCT of each individual column is available in the form of
depth-to-Moho estimates from the tomography-based model of [41] in mainland Greenland,
and the CRUST1.0 model of [42] elsewhere. The minimal MCT is set to coincide with the
surface. A priori information on Regional Susceptibility (RS) is drawn from the geological
subdivision of Greenland and surrounding areas into different macroscopic regions, based
on the combined findings of [35–37], with the boundary between continental and oceanic
crust adopted from the GPLATES software of [38].

It is assumed that the magnetic susceptibility in each individual region can be de-
scribed using a single, unknown scalar, leaving one unknown RS value to be determined
for each of six different geological regions: Caledonian, Ketilidian, Archaean, Central
Greenland, North Greenland, and Oceanic. Due to the scarce susceptibility measurements
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available in Greenland, measurements from geologically related regions in Finland, Canada,
and Norway were also included as a priori information. Each set of a priori information is
associated with an uncertainty, such that each piece of information can be described as a
probability density function, which we here assume can be represented as a normal (Gaus-
sian) distribution. This allows a (coarse) initial standard deviation estimate for each RS to be
extracted from the compilation of susceptibility measurements. However, the susceptibility
samples are in some cases confined to local areas, or contain only a sparse amount of total
samples. Furthermore, the susceptibility variation with depth is unknown in most regions.
Thus, the possibility of having susceptibility samples that are non-representative of their
associated region must be addressed. To account for this, we applied a multi-modeling
approach, where several probabilistic models are computed using different a priori un-
certainties. We once again stress that the a priori probability distributions are not strictly
limiting factors (i.e., not hard constraints). Instead, they should be regarded as general
guidelines for the probabilistic solver.

The susceptibility prior is based in a geological subdivision of Greenland, which is
obtained by combining the existing sub-division of [36] with the definition of continental
crust from the GPLATES software of [38]. The terrane map of [37] (p. 810), is used to extend
this subdivision into Canada. This subdivision contains one of the only hard constraints
implemented in this study: we assume that the susceptibility of each individual geological
region can be described by a single constant, due to its effect being primarily of an induced
nature, and measured at sufficient distance. We denote these susceptibility values as
the Regional Susceptibilities (RS). The reasoning for this assumption is the availability
of prior information on both susceptibility and crustal layout is far too limited for more
detailed modeling. Very precise prior models would be required to resolve the strongly
nonlinear problem of solving for individual MCT and susceptibility values for each crustal
column. Since the currently available data are unable to provide such accuracy, we are
forced to make an assumption which will alleviate some of the strongest nonlinearity.
We choose to do this through RS, since a geologically founded argument can be made
about similar geological regions most likely having overall similar properties, and thus
similar magnetic susceptibilities. An overview of the compiled susceptibility information
is presented in Table A2.

Table A2. Overview of compiled prior information on Regional Susceptibilities.

Region Upper Crust Susceptibility Lower Crust Susceptibility Data Type

Ketilidian 1.783× 10−3 16.4× 10−3 or 35× 10−3 Inferred
Archaean 14.1× 10−3 ± 10.6× 10−3 or 30× 10−3 35× 10−3 Inferred
Caledonian 8.3× 10−3 N/A Direct
Central 7.8× 10−3 35× 10−3 Inferred
North 19.3× 10−3 N/A Inferred
oceanic 40× 10−3 N/A Inferred

Appendix B.1. Susceptibility as a Function of Depth and Temperature

The results of [54] suggest that magnetic susceptibilities in the lower crust may exceed
that of the upper crust, finding an average susceptibility of 35× 10−3 based on 4435 samples
across 255 sites from Lofoten and Vesterålen, in Norway. Interestingly, they also find that
some representative samples from those regions show a constant or slightly increasing
susceptibility with increasing temperature, before dropping sharply to zero immediately
prior to reaching the Curie temperature of magnetite. Wherever susceptibility information
for lower crust was available, the values for upper and lower crust were averaged, in order
to obtain the mean prior susceptibility for the corresponding crustal region. The mean prior
susceptibility values were also varied across the different modeling runs, as described in
Appendix D. This variation included disregarding the susceptibility information in the
deeper crust.
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Appendix B.2. Susceptibility of the Ketilidian Mobile Belt

Prior information on Ketilidian RS was constructed from measurements from the
Svecofennian region, based on the suggestion of [44] that crust in the Ketilidian fold
belt and the Svecofennian region are similar. Susceptibility measurements on a series of
Svecofennian rocks in Finland are provided in [49]. For the Ketilidian prior, we use only
susceptibility data from host rocks (varying in composition from quartz diorite to gabbro).
This yields a mean Ketilidian upper susceptibility of 1.783× 10−3.

The authors of [60] (p. 216) stated that the results of the Ketilidian orogeny visible in
the Makkovik region are visible as reworked Archaean basement from the Nain Provice
immediately north of the Makkovik Province, but both [45,59] (p. 135) suggested that
the Ketilidian fold belt region has no underlying Archaean crust. As such, information
is unclear on whether or not to include deeper Archaean crust in this prior. The authors
of [55] found a mean susceptibility value for Ahvenisto gabbro-anorthosites in southeast
Finland of 16.4× 10−3, which could suggest that this value may be suitable for the deeper
part of the Ketilidian Mobile Belt.

Appendix B.3. Susceptibility of the Archaean Block

Prior information on RS of the Archaen Block is drawn from available data from the
Archaean crust in the Superior Province in Manitoba, Canada. The authors of [56] obtained
a modified mean susceptibility estimate of 14.1× 10−3 ± 10.6× 10−3 for silicic gneisses
and intrusive rocks ([56] (p. 178)). The authors of [57] obtained a mean susceptibility of
∼0.03 for an area roughly comprising the northeast of the superior province, while also
demonstrating the small length scales of variation for crustal susceptibility. For the lower
Archaean crust, the findings of [54] suggest a susceptibility of 35× 10−3.

Appendix B.4. Susceptibility of the Caledonian Fold Belt

Prior information on RS in the Greenlandic Caladonides is available as both in situ
measurements and through inference from studies of the Norwegian Caledonides. There
is some evidence that the Caledonides overlay deeper Precambrian rocks [46,51], and
thus, we seek susceptibility data from both Caledonides and underlaying Precambrian
igneous rocks.

In [52], the authors performed 3330 susceptibility measurements, collected across
102 individual localities within the Caledonian fold belt region in Greenland. Suceptibilities
are given per location, with the mean susceptibility of basement gneisses and basement
amphibolites across all locations being 8.3× 10−3 (giving equal weight to each location).

Interestingly, this correlates well to susceptibility values from [51], which includes
well-distributed samples along the coast of Norway. By excluding the measurements of
basement norite found outside the Norwegian Caledonides in the Tellnes, Rogaland region,
a mean susceptibility of 7× 10−3 for the Norwegian Caledonides is obtained.

Appendix B.5. Susceptibility of the Central Region

The authors of [59] (p. 135) concluded that the Rinkian fold belt in the western part of
the Central region is generally comprised of a reworked Early Proterozoic cover, underlain
by reworked Archaean crystalline infrastructure. The existence of Archaean crust within
the central region is also suggested by [47], who found an unreworked Archaean basement
in northeastern Disko Bugt.

The authors of [48] expected some relation between crust in the central region and
that of Baffin island. A few susceptibility measurements from Nunavut territory, Canada,
in southern Baffin Island is provided by [50], from which we obtain an average value of
7.8× 10−3.
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Appendix B.6. Susceptibility of the North Greenland Fold Belt

The geological divisions of [36] (Chap. 1, p. 32) and [43] (p. 218) agree that the North
Greenland Fold Belt and the northern part of Ellesmere Island are correlated. We therefore
assume that their susceptibilities are comparable. Susceptibility measurements from the
Yelverton Bay area in northern Ellesmere Island are presented in [53], through which we
deduce a mean susceptibility estimate of 19.3× 10−3.

Appendix B.7. Susceptibility of the Oceanic crust

Determination of a single susceptibility for Oceanic crust is challenging, especially
in the global perspective. The authors of [33] employed a constant susceptibility value
of 40 × 10−3 for oceanic crust globally, following [58,61]. We here adopt this value as
the mean.

Appendix C. Probabilistic Solution Process and Forward Modeling Equations

We use the Solution to Inverse Problems with complex Prior Information (SIPPI) frame-
work of [25,26], which is based on the Markov-Chain Monte Carlo Metropolis Algorithm,
see [24]. In the forward solver of the probabilistic solution process, we also perform a
number of necessary transformations. The general flow of the probabilistic solver is:

1. Construct suitable probability distributions of the available prior information;
2. Draw a realization for each model parameter from the prior information;
3. Filter the model response to the same wavelengths as the crustal data (via Gauss Coefficients);
4. Solve the forward problem to obtain the magnetic response of the model, and compute

the data misfit;
5. Evaluate whether or not to take a step in model space;
6. Repeat this process starting from step 2.

Appendix C.1. Sampling Strategy

SIPPI [25,26] provides numerous options with regard to sampling the posterior. The
main features relevant to our use case are:

1. Simulated annealing, in particular its ability to initialize the sampling scheme using a
specific exploration setting, and then gradually decreasing that level of exploration;

2. Sequential Gibbs sampling, which enables us to optimize the step sizes taken toward
a specific accept/reject rate;

3. Perturbation strategy, in particular how many parameter should be perturbed per it-
eration;

4. Iterations between posterior realizations, which enables us to determine how many
iterations must occur before realizations can be considered statistically independent.

Since a full modeling run is computationally expensive, these parameters and the
initial sampler convergence/burn-in rate (initial iterations required to progress from the
initially drawn prior realization to a local/potential solution), are initially optimized using
down-scaled modeling runs. Initial testing provided estimates of burn-in rate in the range
of 4× 104 and 8× 104 iterations. We therefore suggest a minimal initial burn-in rate of 105

iterations before posterior samples can be drawn. The temperature (exploration param-
eter) during simulated annealing was found to have little effect on the output unless set
exceptionally high (≤1000 times the standard value), in which case some slight alterations
in the structure occurred (but note that regardless of configuration, the vast majority of
general structures in the output models remained the same in all tests performed). The
use of simulated annealing imposes some requirements for sequential Gibbs sampling, as
the final step length (determined at the last Gibbs iterations) should be optimized using
the final temperature, unless an artificially large step length is desired in the solution (we
utilize this for robustness tests). Note that no posterior samples can be drawn for the
a posteriori probability density function before both burn-in, simulated annealing, and
sequential Gibbs sampling have all been completed.
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Due to the sheer volume of priors, the perhaps most challenging parameter to deter-
mine is the amount of iterations between independent realizations of the posterior. The
distance between independent realizations is diminished when increasing sampling tem-
perature, as a trade-off with how strict the rejection of prior realizations solutions by the
sampler. Setting the temperature too high may result in re-sampling the prior, while a too
low temperature may result in posterior realizations being dependent. The video method
of [23] was employed as a general guideline to evaluate the independence of the drawn
realizations. For the main modeling runs, where the largest amount of realizations could be
drawn, we also compare downsampled subsets of the posterior pdf (with samples drawn
further apart) to evaluate any potential change in the posterior pdf. Both of these tests sug-
gested that the posterior realizations generally having some degree of independence, with
high-temperature, high-uncertainty models having the largest degrees of independence in
the posterior, and vice versa.

Appendix C.2. Forward Modeling Equations

The equations relevant to the forward problem are provided in the following, in the
same flow order as they are used in the probabilistic solver. First, the Gauss coefficients as-
sociated with the current prior realization are computed. These are obtained by computing
the term for the nonlinear region in Equations (A1) and (A2), with the magnetic potential
of the parameterization obtained as in Equation (A4):

V(ri) =
µ0

4π ∑
all rj

j(rj) · ∇j|ri − rj|−1 (A4)

where ri = (ri, ϑi, ϕi) is the position of the i-th query point (data sample location),
µ0 = 4π × 10−7 [ N

A2 ], N ∈ N is the amount of crustal dipoles, ∇j is the spherical gra-
dient operator acting on the the individual elements of the position of the j-th dipole,
rj = (rj, ϑj, ϕj), and j(rj) = (jr(rj), jϑ(rj), jϕ(rj)) is the magnetic dipole moment of the
dipole located at rj. We refer the interested reader to [34] for details and explicit equations
related to the ESMD method.

Having obtained the Gauss coefficients, they are used to filter the response to the
considered crustal wavelengths, defined as all spherical harmonic degree 16 ≤ n ≤ 80.
The retained Gauss coefficients are then converted to vector magnetic field components
through Equation (A5):

B(r) = −∇
[

R�
N

∑
n

n

∑
m

(
R�
r

)n+1(
gm

n cos(mϕ) + hm
n sin(mϕ)

)
Pm

n

]
(A5)

where ∇ is the spherical gradient operator, R� ≈ 6371 km is the Earth’s mean radius, n
and m are spherical harmonic degree and order, respectively, and Pm

n = Pm
n (cos ϑ) is the

corresponding Schmidt-normalized Legendre function for degree and order n and m.
In order to maximize efficiency, we precompute all terms and partial terms of the equa-

tions which do not vary during the computations, and vectorize the remaining computations.

Appendix D. Modeling Runs, Modeling Results, and GTHF Estimation

Figure 4 of the main text includes mean posterior MCT models of eight different
modeling runs. Runs II and III were constructed from available data, using either an
assumption of increasing susceptibility with depth (II) or solely susceptibility values of
which evidence has been presented (III), i.e., only the susceptibility prior is perturbed
in runs II and III. The remaining runs seek to stress-test the modeling output by further
perturbation, such as by imposing assumption on the accuracy of the input information
(both in the sense of having more and/or less accurate information). An overview of the
differences between the eight secondary runs is provided here, while explicit parameter
values associated with the runs are shown in Tables A3 and A4.
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II. Lower susceptibility of 35 assumed in the absence of lower susceptibility data;
III. Strictly using the information available (no increase in susceptibility with depth

without some form of geological evidence);
IV. Same as III, but with a few of the susceptibility priors assumed to be more accurate

than others, i.e., a few are assumed to already represent the RS well;
V. Same as III, but with all of the susceptibility priors assumed to be more accurate,

i.e., assumed to be good representations of the RS, and the data assumed to be
less certain. The ocean floor MCT was also assumed to be even more uncertain
than usual;

VI. Same as II, but with a less certain MCT estimate alongside a less certain susceptibil-
ity estimate, while the data are assumed to be more accurate;

VII. Same as II, but with a less certain MCT estimate while the data are assumed to be
more accurate;

VIII. Same as II, but with a less certain MCT estimate while, less certain data, and a
higher overall susceptibility in the continental crust (the mean susceptibility values
used to seed this run are equivalent to the fixed values used in [17];

IX. Same as II, but with more uncertain MCT estimates, more uncertain susceptibilities,
and more uncertain data.

Table A3. Prior model parameter values applied in the inversion. Means for crustal MCT (C-MCT)
and oceanic MCT (O-MCT) are given as fractions of the models used to predict their maximum extent.
Susceptibility means are given in SI units [×10−3]. All prior standard deviations are given as fractions
of their means.

Ia Ib II III IV V VI VII VIII IX

Mean C-MCT 3/4 3/4 3/4 3/4 3/4 3/4 2/3 2/3 2/3 2/3
O-MCT 1/2 1/2 1/2 1/2 1/2 1/2 2/3 2/3 2/3 2/3
VIS 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
Ketilidian 9.1 9.1 9.1 9.1 9.1 9.1 9.1 9.1 35.0 9.1
Archaean 24.6 24.6 24.6 14.1 14.1 14.1 24.6 24.6 35.0 24.6
Caledonian 21.7 21.7 21.7 8.3 8.3 8.3 21.7 21.7 35.0 21.7
Central 21.4 21.4 21.4 7.8 7.8 7.8 21.4 21.4 35.0 21.4
North 27.2 27.2 27.2 19.3 19.3 19.3 27.2 27.2 35.0 27.2
Oceanic 40.0 40.0 40.0 40.0 40.0 40.0 40.0 40.0 40.0 40.0

σ C-MCT 1/8 1/8 1/8 1/8 1/8 1/8 1/5 1/6 1/5 1/5
O-MCT 1/4 1/4 1/4 1/4 1/4 1/2 1/5 1/6 1/5 1/5
VIS 1/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3 1/3
Ketilidian 1/3 1/3 1/3 1/3 1/6 1/6 1/2 1/3 1/3 1/2
Archaean 1/3 1/3 1/3 1/3 1/6 1/6 1/2 1/3 1/3 1/2
Caledonian 1/3 1/3 1/3 1/3 1/3 1/6 1/2 1/3 1/3 1/2
Central 1/3 1/3 1/3 1/3 1/3 1/6 1/2 1/3 1/3 1/2
North 1/3 1/3 1/3 1/3 1/3 1/6 1/2 1/3 1/3 1/2
Oceanic 1/3 1/3 1/3 1/3 1/3 1/6 1/2 1/3 1/3 1/2

Table A4. Modeling parameters and prior data distribution parameters employed in each inversion
run. * Data outside the VIS region (but inside the ROI region) were assigned a standard deviation of
5 nT for run Ia.

Ia Ib II III IV V VI VII VIII IX

Nsamp BurnIn 1 × 106 1 × 106 1 × 106 1 × 106 1 × 106 1 × 106 1 × 106 1 × 106 1 × 106 1 × 106

Seq.Gibbs 1 × 103 1 × 104 1 × 103 1 × 103 1 × 103 1 × 103 1 × 103 1 × 103 1 × 103 1 × 103

Nposterior 700 700 99 94 100 100 100 100 100 100
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Table A4. Cont.

Ia Ib II III IV V VI VII VIII IX

δpost 1 × 104 1 × 104 2 × 104 2 × 104 2 × 104 2 × 104 2 × 104 2 × 104 2 × 104 2 × 104

SimAnneal 0 1 × 103 5 × 105 5 × 105 5 × 105 5 × 105 5 × 105 5 × 105 5 × 105 5 × 105

T SimAnneal 1 100 5 5 5 5 5 5 5 5
Sampling 1 3 1 1 1 1 1 1 1 1

σ [nT] Data 1 * 1 1 1 1 1.7 0.5 0.5 1.7 1.5

Appendix D.1. Susceptibility Results

The susceptibility results associated with the ten different modeling runs are provided
in Table A5.

Table A5. Posterior mean and standard deviations for the different RS results. All susceptibility
means and standard deviations are given in SI units [×10−3]. Apart from some variance across runs
in the Ketilidian and Achaean RS, the RS posteriors correlate well for the numbered runs, regardless
of the specific prior supplied. Recall that an assumption of purely induced dipole moments, directed
along the core magnetic field, was imposed for all columns. As such, the susceptibilities may deviate
from actual crustal properties, and especially so in regions with strong remnant magnetization.
However, apart from the significantly increased Oceanic susceptibility, which is expected to stem
from the model driving the oceanic MCT to near zero, the susceptibilities still generally fall within
reasonable bounds.

Ia Ib II III IV V VI VII VIII IX

Mean Ketilidian 18.1 22.5 45.4 45.9 30.5 21.2 60.0 45.4 78.9 51.1
Archaean 95.7 81.5 62.8 58.4 44.3 42.6 76.8 65.3 78.5 75.4
Caledonian 35.7 21.3 19.9 18.5 14.5 11.0 24.9 25.2 28.4 25.7
Central 60.2 42.9 35.9 33.9 28.3 26.4 39.1 38.7 45.4 42.3
North 25.2 8.7 9.4 5.4 7.9 7.9 8.1 12.0 14.2 12.9
Oceanic 39.1 40.9 76.9 74.3 58.8 63.0 56.2 45.9 55.7 54.2

σ Ketilidian 1.0 2.4 1.4 0.8 0.4 1.1 0.7 0.5 4.8 2.1
Archaean 2.8 2.6 1.4 1.0 0.6 1.3 1.9 0.4 3.4 3.0
Caledonian 0.9 1.4 0.8 0.4 0.4 0.7 0.4 0.5 1.7 1.5
Central 1.0 1.2 0.5 0.4 0.2 0.5 0.4 0.2 1.3 1.0
North 1.9 2.0 0.7 0.9 0.6 1.7 0.6 0.9 3.3 2.4
Oceanic 3.1 13.6 1.4 2.4 1.3 3.2 0.2 0.5 1.9 2.1

Appendix D.2. Estimating Geothermal Heat Flux

In order to estimate the Geothermal heat flux, a thermal model of the crust is required.
The thermal model should account for the thermal conductivity throughout the crust, as
well as any additional heat sources present, such as decaying radioisotopes, as suggested
by [67]. As such, our GTHF estimates are based on a one-dimensional solution of the Heat
equation with an internal heat production term:

ρCp
∂u
∂t

= ∇ · k∇u + q (A6)

where u = u(t, p) is the temperature, p is the position vector in the chosen coordinate
system, k is the thermal conductivity, ρ is the density, Cp is the specific heat capacity, and
q = q(t, p) is the internal source term. We assume that the crust is in a steady thermal state.

A classical approach is to employ a one-dimensional thermal model, assuming that
thermal conductivity is constant throughout a number of layers, and that the internal
heat production varies with depth in either a linear or exponential manner. However,
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the authors of [66] suggested that neither of these classical models of heat production are
accurate, while [68] suggested that the exponential model should be abandoned altogether.
The results of [69] cast further light on the non-trivial nature of the crustal heat production.
Left with no obvious choice for a crustal model, we follow the approach taken by [17,64],
using an exponential heat production model. Due to the vast uncertainties surrounding the
crustal heat production, we consider an overly complex thermal conductivity model to be
unwarranted, and therefore employ a single layer conductivity model:

q(z) = q0 exp
(
− z

D

)
(A7)

where q0 is a constant specifying the heat production at the top of the upper crust, and D is
the scale depth at which q(z) = q0 exp(−1). The solution to the resultant boundary value
problem to determine surface GTHF is

qsur f ace = −Dq0 −
uc − u0

zc
k− D2q0

zc

(
exp

(
− zc

D

)
− 1
)

(A8)

where zc is the depth to the Curie isotherm (also known as the MCT), uc is the Curie
temperature of the crust, and u0 is the temperature of the surface of the crust. In order
to solve the one-dimensional heat equation for the surface heat flux using the posterior
MCT, a temperature bound at the base of the magnetic crust required. The authors of
[17,33] assumed that the Curie point of the crust equals that of Magnetite, yielding a
lower temperature bound of ∼580 ◦C. However, [54] found single Curie points from a
representative selection of magnetite bearing rocks between ∼550 ◦C and ∼575 ◦C. This
is supported by [56], where the susceptibility of magnetite-bearing samples was found to
drop off sharply from around ∼540 ◦C, towards the Curie point at ∼580 ◦C. These studies
suggest a lower temperature boundary between ∼550 ◦C to ∼570 ◦C, of which we adopt
the higher as the effective temperature boundary at the base of the magnetic crust. For the
constants, the values of D = 8 km, q0 = 2.5× 10−6, W

m3 , and the choice of k = 2.4 W
K m are

adopted from [65].
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