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Abstract: As the most comprehensive document types for the recording and display of real-world
information regarding construction projects, 3D realistic models are capable of recording and dis-
playing simultaneously textures and geometric shapes in the same 3D scene. However, at present,
the documentation for much of construction infrastructure faces significant challenges. Based on
TLS, GNSS/IMU, mature photogrammetry, a UAV platform, computer vision technologies, and AI
algorithms, this study proposes a workflow for 3D modeling of complex structures with multiple-
source data. A deep learning LoFTR network was used first for image matching, which can improve
matching accuracy. Then, a NeuralRecon network was employed to generate a 3D point cloud with
global consistency. GNSS information was used to reduce search space in image matching and
produce an accurate transformation matrix between the image scene and the global reference system.
In addition, to enhance the effectiveness and efficiency of the co-registration of the two-source point
clouds, an RPM-net was used. The proposed workflow processed the 3D laser point cloud and UAV
low-altitude multi-view image data to generate a complete, accurate, high-resolution, and detailed
3D model. Experimental validation on a real high formwork project was carried out, and the result
indicates that the generated 3D model has satisfactory accuracy with a registration error value of
5 cm. Model comparison between the TLS, image-based, data fusion 1 (using the common method),
and data fusion 2 (using the proposed method) models were conducted in terms of completeness,
geometrical accuracy, texture appearance, and appeal to professionals. The results denote that the
generated 3D model has similar accuracy to the TLS model yet also provides a complete model with
a photorealistic appearance that most professionals chose as their favorite.

Keywords: TLS point cloud; UAV photogrammetry; data fusion; GNSS/IMU; computer vision; AI
algorithms; high formwork

1. Introduction

In the fields of Architecture–Engineering–Construction (AEC), information preser-
vation and management for construction projects are of great importance. However, the
current practice of information preservation and management is conducted using tradi-
tional media, which are inputted manually, labor-intensive, time consuming, error prone,
and costly. As such, it would be beneficial to preserve complete and comprehensive docu-
mentation of construction projects via 3D digital technology, whether for common on-site
management or to provide reliable information for further use. However, projects are
usually large-scale and structurally complex, making 3D model reconstruction challenging
work [1].
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The development of computer technology and AI algorithms allows the reconstruction
of construction infrastructure in the digital world. Moreover, the continued developments
in laser scanning, digital photography, and other sensor technologies have made it possible
to obtain high-quality and accurate position point cloud and image data due to assistance
provided by global navigation satellite system (GNSS) receivers integrated with RTK (Real-
Time Kinematic) and IMU (Inertial Measurement Unit) [2]. These data can be employed to
develop 3D real models of civil infrastructure, which can record and document geometric,
textural, and image information of the project’s surface. Such documentation can be
preserved indefinitely within the digital world, facilitating further use, for example, in
infrastructure operation and maintenance.

However, civil infrastructure’s complex characteristics make it challenging to com-
pletely and correctly describe the whole scene using one type of sensor data, which may
result in problems including incomplete information and data fragmentation. Today,
the digital reconstruction of construction infrastructure is increasingly an area of com-
prehensive, multi-disciplinary research [3]. Hence, there is a need to evaluate how to
combine various types of data effectively in order to reconstruct complete 3D models of
civil infrastructure.

Computer Aided Design (CAD) software, accompanied by surveying and mapping
approaches, was initially employed in 3D model reconstructions of construction infrastruc-
ture [4]. Next, 3D modeling and image processing software was introduced. These methods
have many disadvantages, including being labor-intensive, and producing results that are
low quality, low resolution, low accuracy, and have a weak sense of reality. Furthermore,
they can solely collect and display limited information that is unable to completely cover
civil infrastructures. Laser scan technology has been extensively used in 3D modelling as
it is able to obtain 3D scan data with high accuracy and sufficient geometric details [5–9].
However, the lack of color and texture information in the laser scan point cloud, and the
position of the scanner, must be well organized. Nevertheless, numerous details remain dif-
ficult to obtain due to occlusion and other problems. Furthermore, a substantial workload
is required to process a point cloud.

With the development of Unmanned Aerial Vehicles (UAVs), UAVs using photogram-
metry are becoming widely used in the 3D model reconstruction of construction infras-
tructure as the point cloud acquired from photogrammetry can provide real color and
texture information simultaneously [10–13]. Moreover, the adoption of UAVs reduces the
workload of setting up scanners, particularly for large areas. However, UAV images of
nadir views are unable to provide complete information, especially details located close to
the ground or under eaves. Hence, oblique images are introduced to capture data from a
side profile and to record both the footprints and facades of targets. By combining different
types of data with technology, we can benefit from their respective strengths [6,14–17].

3D modeling of construction infrastructure is a typical form of digital documentation in
which geometric shape and texture information is reconstructed from the real object [18,19].
The technologies behind 3D reconstruction are rooted in fields including photogrammetry,
UAVs, laser scanners, and computer vision. Hence, according to the characteristics of the
sensors and their collected data, this study proposes a technological workflow to guide
the reconstruction of a 3D reality model for complex, large-scale civil infrastructure. The
proposed workflow consists of three main parts. First, the nadir images and oblique images
are processed using AI algorithms to generate point clouds. GNSS data are employed to
reduce searching space during image matching and 3D positioning of the image-based
point clouds. Second, the Terrestrial Laser Scanning (TLS) point clouds are processed using
the methods detailed in our previous study [20]. Finally, the image-based and TLS-based
point clouds are fused by using a learning-based Robust Point-Matching net (RPM-net)
instead of an Iterative Closest Point (ICP) algorithm since an RPM-net can generate more
accurate results. The merged point clouds are transferred from CloudCompare to SketchUp
software, and the texture is mapped to a mesh to generate a 3D model with a photorealistic
appearance. The proposed method not only makes full use of the strengths of various
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types of data but also adopts computer vision techniques and AI algorithms to generate
reliable results.

The main contributions are as follows:

• Using learning-based methods to improve image matching accuracy, generate globally
consistent 3D point clouds, and enhance the merge quality of the two-point clouds;

• Adopting GNSS information to reduce search space in image matching, provide
Exterior Orientation Parameters (EOPs) for the camera, and offer a transformation
matrix between the image scene and global reference system;

• Fusing TLS and image data to enhance project digitization with sufficient detail.

This study is summarized as per the following structure: The literature related to this
study is reviewed under Section 2. Section 3 illustrates the proposed method in detail.
Experimental validation on a real high formwork project is explained in Section 4. Section 5
describes the model comparison and discussion. Finally, a summary concludes the study
in Section 6.

2. Literature Review
2.1. Image Processing

During the last decade, developments in photogrammetry have rapidly influenced
the AEC industry as such technologies can capture digital objects and image features.
Previous studies proved that computer vision and image processing can be adopted to
produce detailed digital records of civil infrastructure using feature detection [21–23].
Due to the increase in the complexity and volume of collected data, traditional image
processing algorithms such as edge detection [24], threshold segmentation [25], and wavelet
transforms [26], etc., may extract features inaccurately, which makes data processing time
consuming and prone to error [27]. Moreover, the applications are sensitive to the changes
in color, brightness, and textures shown within the images.

Recently, some new software packages such as PhotoModeler scanner [28], Photo-
Scan [29], Meshroom [30], Leica Photogrammetric Suite [31], Pix4D [32], and RealityCap-
ture [33] have been developed. Some open-source tools such as Bundler [34], Apero [35],
COLMAP [36], and VisualSFM [37], and free online-based methods such as Photosynth [38],
3D web-service [39], 3DF Zephyr [40], and 123Dcatch [41], seem promising.

Some studies have used Metashape to process data to obtain 3D models for their own
purposes. For example, Li et al. [42] used Photoscan to develop a 3D model of a rocky
landscape; they also described the advantages and disadvantages of the Photoscan package.
Jebur et al. [43] used Photoscan to build a 3D model of a University in Baghdad. They
also point out that Photoscan can provide better quality in orthomosaics. The package
uses the Structure from Motion (SfM) algorithm, which relies on a point-based system to
evaluate the image features and decides how the points change in subsequent pictures.
Hence, the process allows a 3D model to be produced without needing to know camera
location and angle and pre-determined coordinates. A problem, however, is that the
relationship between the object and its surrounding environment relies on artificially
produced measurements, which means that the object may not be rendered in its true size.

Pix4D (https://www.pix4d.com/about-us/ accessed on 22 October 2022) uses the
SfM algorithm, which produces a 3D model based on a series of overlapping images [32].
The package’s processing workflow includes the following main steps: image matching,
image alignment, generation of sparse point cloud, and dense image matching [44,45]. The
package does not need to set the initial parameters and can process the data automatically.
However, the accuracy of the generated 3D model remains an issue. Moreover, the process-
ing times strongly rely on the computer performance. However, high-efficiency packages
such as Leica photogrammetry suite (LPS), Photoscan, and Pix4D, have to be validated for
accuracy using individual datasets. This study used Pix4D mapper to develop a 3D model
for comparing with the model produced by using the method proposed in this study.

Scale Invariant Feature Transform (SIFT) [46] is a widely utilized algorithm for local
feature detection and description as well as other alternatives such as Speeded Up Robust

https://www.pix4d.com/about-us/
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Features (SURF) [47], Oriented FAST and Rotated BRIEF (ORB) [48], and Features from
Accelerated Segment Test (FAST) [49]. Several open sources that use the SIFT algorithm,
including Ezsift [50], OpenCV [51], SiftGPU [52] and SIFT_PyOCL [53], are also available.
According to previous studies [54,55], SIFT is a promising algorithm. The extraction process
is, however, computationally intensive and requires high-bandwidth memory.

A recent trend in software development is to combine the power of different algorithms
into a single framework in order to overcome the problems inherent in the developed
packages. For example, Mouats et al. [56] used a feature-based method depending on SIFT
and SURF feature detectors to develop a 3D model of the indoor environment of a building,
and the results indicated the proposed method’s effectiveness. Nevertheless, this method
typically requires more significant resources, such as memory and computational power,
and is typically only available on high-performance parallel computers. Moreover, the
users must be familiar with the C++ programming language.

Previous work has indicated that these tools generate 3D models with high resolution
at low cost and in an easy manner. However, some drawbacks remain. First, data processing
functions like a black box, and the automatic procedures are difficult to manage. In some
case, the processing can fail since the used photos do not meet the requirements for
processing. Several tests must be carried out to produce acceptable results. Second, in some
of the software the lack of editing commands that permit georeferencing and scaling of the
3D models directly is a big problem. Moreover, the lack of parameters to verify accurate
image orientation is another significant issue. Finally, low accuracy results are not qualified
for high accuracy applications. These software packages are useful but do not always
generate acceptable results. Further tools or improvements to the software are necessary.

Applying deep learning (DL) algorithms for advanced data processing technology
has been widely used for image processing in many fields. The multilayer structure of
DL networks can deal well with complex nonlinear problems [57]. There are two ways
to build a DL network: using a DL model developed and tested by other researchers; or
developing a specific DL architecture. However, developing a DL model is challenging as
a large dataset is required for training and validating the model. Moreover, a number of
popular and effective models that have been verified have high performance levels and can
be applied to different tasks. Hence, this study proposed new and effective DL networks
for image processing, point cloud generation, and co-registration of point clouds.

2.2. Feature-Based Image Matching

While ensuring the accuracy of interpretation of the information along with the 3D
reconstruction modelling and the point cloud generation, feature extraction and matching
are issues of utmost importance in the fields of computer vision and digital photogrammetry.
In general, feature-based methods involve three main steps: (i) detecting a set of interest
points, such as corners or blobs, in each frame, (ii) describing their neighborhood matches
through feature vectors, and (iii) matching of the descriptor vectors.

In local feature matching, detector-based approaches form the dominant method.
The detectors Canny [58], Small Univalue Segment Assimilating Nucleus (SUSAN) [59],
Harris [60], FAST [61], SURF [47], and SIFT [46] are a representative set of widely used
detectors. SIFT [46] and ORB [48] are two of the most successful algorithms that are
extensively used in many 3D computer vision applications. Their performance can be
enhanced using learning-based approaches.

Feature-based image matching has the main disadvantage of being unable to identify
homologous points in repetitive structures or areas with poorly textured surfaces. Fur-
thermore, it is computationally expensive to compute window-based operators such as
convolutions at multiple image scales. Additionally, some detectors are not scale-invariant,
so they do not perform well as the scale varies.

The proposed Local Feature Matching with Transformers (LoFTR) network that offers
an approach for image feature matching, with a detector-free design, avoids the drawback
of feature detectors. Detector-free approaches eliminate the feature detection step and
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generate dense descriptors or dense feature matches directly. Instead of sequentially
processing images as in image feature detection, description, and matching, it first builds a
pixel-wise dense match and then refines the matches. Unlike previous methods that use
a cost volume to search for corresponding matches, the framework uses self and cross-
attention layers from its Transformer model to acquire feature descriptors present on both
images. Previous feature detectors usually struggled to produce repeatable interest points.
LoFTR is capable of producing dense matches even in low-texture areas due to the global
receptive field provided by using the global receptive field in Transformers. Furthermore,
the framework has been trained and tested on a large dataset, which makes it perform well.

2.3. Multi-Sensor Integration for Developing the 3D Model

Multi-sensor data fusion is an active research field [62]. The input data can be divided
into two categories: The first category comprises raw point clouds and image data from
TLS and Mobile Laser Scanning (MLS); the second category comprises point clouds and
image data from airborne laser scanning (ALS), UAVs, and 2D maps. The specific data can
be chosen from specific sequences for combination. Some methods include a fusion of point
clouds, 2D maps, aerial images for building reconstruction, and 3D city modeling [63,64].

According to previous studies, there are mainly three types of image and scan data
integration as follows: (1) object-level combination, where photos and scan data are pro-
cessed and handled separately, e.g., [15,65]; (2) photogrammetry assisted by laser scanning:
the main emphasis is image data, and the scan data provide the complementary and
comparison information, e.g., [66,67]; and (3) scan data aided by photogrammetry: image
data supplying additional information, e.g., [68]. Based on the results of previous stud-
ies [62,69–71], this combination is advantageous, especially in the area of orthorectification
and texturing 3D models. The combination is valuable in texture mapping of point clouds
to obtain 3D photorealistic models, e.g., [72,73]; extraction of reference objects for regis-
tration and calibration, e.g., [74]; adoption of images for registration of multiple scans,
e.g., [75]; using images to reconstruct the main shape of the object and employing TLS data
to reconstruct the detailed areas, e.g., [76,77]; and filling holes and gaps in point clouds
caused by occlusions, e.g., [73].

According to the results of studies [78,79], 3D reconstruction using TLS data has
become a powerful solution for project progress monitoring and project information man-
agement at construction sites. However, raw point clouds usually include a large number of
unnecessary objects, which can hinder the reconstruction process. Moreover, the problems
of laser signal reflection and the TLS data noise require a solution. Based on the results of
the studies [80,81], solely using photogrammetry data is not a reliable method to provide
an effective 3D model of a complex project. The accuracy of the 3D model generation
algorithms used is impeded by shadows and the textureless object problem. Moreover, the
images must be correctly aligned, which is challenging for complex projects. Matching
failures can occur due to a change in color, a texture-poor surface, and scalability issues.
Error propagation arises during the image progress stage. The integration of image data
and TLS scanning has been proven to be the best solution for 3D modelling when applied
to construction projects with large or complex structures [82].

The generated 3D model that is developed based on both image and TLS data can be
utilized in several engineering applications, such as heritage building information man-
agement [83–85], progress tracking and project information management on construction
sites [86–88], inspection of the structural components of a bridge [89], the evaluation of road
surfaces [90], Mechanical, Electrical and Plumbing (MEP) system management [91], etc.

Sztwiertnia et al. [85] used image and TLS data to develop a 3D model for a unique
and complex heritage building. Lopez et al. [84] provided a method for combining TLS
point clouds, historical data, and photos to model complex heritage buildings; the images
displayed the frame and dimensions of the structural elements. Banfi et al. [83] presented
an approach to improve modelling quality for heritage projects by using images and
orthophotos. They used both TLS and image data integrated into the Building Information
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Modelling (BIM) platform to develop 3D models of historic buildings. The generated
3D models can provide sufficiently detailed information for virtual tourists and people
responsible for building maintenance. However, in most cases, integration is generally
used at the model level in spite of the requirement to perform such processes at the data
level in order to overcome the disadvantage stemming from each data source.

Moon et al. [86] proposed a method using both TLS and image data to develop a
3D model of a construction site for effective project management. The results indicated
that data collection from one type of sensor is not suitable in the construction industry
due to the complex environment on a construction site. Son et al. [87] summarized 3D
reconstruction techniques based on images, videos, and laser scan point clouds and their
application, such as dimension control and progress tracking. The conclusion pointed out
that the combined data have the potential to improve the accuracy of the measurements,
and thereby the whole fidelity of the 3D reconstruction. Turkan et al. [88] proposed an
approach that can be adopted to track progress on temporary (formwork, scaffolding, and
shoring) objects employed on construction sites. The results indicated that the fusion of
the TLS point cloud and image data provides useful information for progress tracking and
the management of temporary objects on construction sites. Moreover, the adoption of
photogrammetry techniques can produce superior results.

Riveiiro et al. [89] used both TLS and photogrammetry data to develop a 3D model
for bridge inspection. The collected data were compared with accurate measurements from
total station. The results appeared sufficient since the metric tolerances met the require-
ments of the inspection work. A combination of TLS technology and image processing was
proposed to assess cracks on the road surface based on the fusion of image processing and
TLS technology [90]. The images captured were orthorectified using geometric information
gathered by TLS, which removed one of the major limitations of applying image processing
for crack examination on large structures. The proposed method increases the productivity
of data processing, thus creating 3D models for road conservation. It also prevents inspec-
tors from having to enter into dangerous situations. Wang et al. [91] proposed a method to
integrate both TLS and image data into BIM software to generate a 3D model of an MEP
system for effective facility management. A new algorithm was used to rapidly extract the
essential parts of the MEP system from the point cloud and thus improve the efficiency of
model generation. The proposed approach is able to generate an accurate model rapidly
that meets the requirements of the facility management.

Generally, the combination of sensors was especially efficient in digitizing complex
structural features as individual sensor data may lead to a loss of information. Meanwhile,
it requires extensive manual postprocessing for data cleaning and is cumbersome in its
generation of a 3D model. Drawing on previous studies, the main challenge facing 3D
reconstruction techniques in civil engineering is that some import stages for 3D reconstruc-
tion techniques, such as image feature matching, camera pose estimation, the quality of the
image-based point cloud, and the co-registration of multiple-source point clouds are miss-
ing. Taking account of the above limitations, the proposed method illustrates the details
of 3D reconstruction techniques at every stage and proposes an effective learning-based
approach for the integration of photos and TLS data to generate a 3D model of a high
formwork project.

3. Methodology
3.1. Overview

In this section, we present a workflow for building a 3D model of construction in-
frastructure based on images and laser scan point clouds. The research methodology is
displayed in Figure 1. First, we used LoFTR to process images for image matching. Then,
the matched images were sequentially processed using the NeuralRecon network to gen-
erate image-based point clouds. During image processing, GNSS trajectory information
was used to reduce searching space and EOP estimation to facilitate the transformation
between the image scene and the real-world reference system. Next, the collected laser
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scan point clouds were processed and merged with the image-based point clouds by using
RPM-net to refine the co-registration. Finally, the 3D model of the object was generated
and textured by using realistic photos.
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3.2. Image Feature Matching

Motivated by the above statement, this study uses local feature matching with trans-
formers (LoFTR) proposed by the study [92], a novel detector-free method for local feature
matching. GNSS trajectory information was exploited for reducing the search space for
potential matches and improving matching efficiency.

For each candidate image pair, feature matching was carried out in a forward-backward
projection strategy. To this end, using the available camera Interior Orientation Parameters
(IOPs) and trajectory-derived Exterior Orientation Parameters (EOPs), each feature in the
left image was first projected to the object space, and then back projected onto the right
image. Hence, given a feature in the left image, an approximate location of its conjugate
feature in the right image can be predicted. The estimated feature in the right image was
used to define a search window with a user-defined size. The size of the search window was
determined by the accuracy of the trajectory information. Moreover, using the GNSS/IMU
trajectory information, an epipolar line in the right image for each feature in the left image
can be derived. This further reduces the search space for potential matches. Then, among
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all features in the right image, only those which fell within the search window and within
the buffer around the epipolar line were regarded as potential conjugate features.

The LoFTR method includes three main steps: (1) to derive local features of the two im-
ages, (2) to generate high-confidence matches at a coarse level, and (3) to obtain the feature
matches at a fine level. For extracting the multi-level features from the two images, a stan-
dard convolutional network with feature pyramid network (FPN) [65] (considered as the
local feature CNN) was utilized, since convolutional neural networks (CNNs) are suitable
for local feature extraction. Hence, features F̃A, F̃B at 1/8 of the original image dimension,
and features F̂A, F̂B at 1/2 of the original image dimension are generated, as shown in the
first block of Figure 2. Next, the 2D extension of the standard positional encoding was
combined with local features so that the features became position-dependent, which is
essential for the LoFTR to generate matches in indistinctive regions. Even in the case where
the input RGB color is homogeneous, the transformed features are unique for each position.
The local features F̃A, F̃B were processed by the LoFTR module to derive the transformed
features F̃A

tr , F̃B
tr as shown in block 2 of Figure 2. Then, the score matrix, S, between the

transformed features was computed using the expression: S(i, j) =

〈
F̃A

tr (i), F̃B
tr(j)

〉
‖ F̃A

tr (i) ‖2‖ F̃B
tr(j) ‖2

.
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Figure 2. An overview of LoFTR network.

Softmax on S was applied to generate the probability of soft mutual nearest neighbor
matching P. The matching probability P is computed in Equation (1). While enforcing the
mutual nearest neighbor (MNN) criteria, the matches with confidence matrix P higher than
a threshold value θ were selected, as illustrated in Equation (2). The possible outlier coarse
matches are filtered. The coarse-level matches must be refined by using the coarse-to-fine
module, as displayed in the final block of Figure 2. To achieve the objective, the proposed
method employed a correlation-based algorithm.

For every coarse match
(

ĩ, j̃
)

, its position (i, j) was first located at fine-level feature

map F̂A and F̂B. Then, the two maps were cropped to the size of ω×ω. A LoFTR module
was applied to the cropped features to yield two transformed local feature maps, Fa and Fb,
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centered at i and j, respectively. Then, the center vector of Fa was correlated with all vectors
in Fb to generate a heatmap which indicates the matching probability of each pixel in the
neighborhood j with i. By calculating the expectation over the probability distribution,
the final position ĵ′ with sub-pixel accuracy on image IB. Collecting all the matches

(
î, ĵ′
)

generates the final fine-level matches Mf with the target to minimize the loss function and
to optimize the refined position.

Pc(i, j) = so f tmax(S(i, ·))j·so f tmax(S(·, j))i (1)

Mc =
{(

ĩ, j̃
)∣∣∣∨(ĩ, j̃

)
∈ MNN(Pc), Pc

(
ĩ, j̃
)
≥ θ

}
, (2)

where: so f tmax(S(i,))j =
exp(S(i,j))

∑j exp(S(,j)) , so f tmax(S(, j))i =
exp(S(i,j))

∑i exp(S(i,)) .

Mf values can be considered as discrete conditional probability distributions of F̃A
tr (i), F̃B

tr(j)
being a match, given the position i of the match in A or j in B. MNN indicates mutual
nearest neighbor.

3.3. The Adoption of GNSS Information

The proposed method used GNSS information to reduce the image search space and
to compute the camera parameters. However, in an urban environment, the GNSS signal
suffers from signal blockages and diffraction, leading to location error. This interference is
difficult to eliminate through differential technologies since the base station does not have
the same signal reflection as the aerial rover. The multipath non-line-of-sight (NLOS) is cur-
rently the dominant error in GNSS positioning in megacities. Solutions to erroneous GNSS
positioning may hinder the adoption of UAV applications. Hence, it is essential to solve the
multipath and NLOS errors in order to achieve reliable UAV operation. An useful way is to
combine the onboard GNSS receiver with the inertial measurement unit (IMU) due to their
complementarity [93]. Moreover, using a GNSS/IMU receiver is insufficient for precise
applications in urban and other challenging environments. The Kalman filter is usually
adopted to integrate the GNSS and IMU with a balance between the two systems [94–96].

Usually, the IMU is employed for estimation, and GNSS for measurement. The tuning
of both processes and measurement noise influences the Kalman gain, indicating the
weighting between system prediction and measurement update [97]. Generally, the process
noise covariance (Q) and measurement noise covariance (R) are fixed values, leading to a
constant weighting between the IMU and GNSS. A Kalman filter was chosen in this study,
and Equations (3)–(7) are listed below.

x̂−k = Fk x̂+k−1 + uk, (3)

x̂+k = x̂−k + Kk
(
zk − Hk x̂−k

)
, (4)

where the subscript indicates the kth epoch, the superscript (+) implies the state estimate
after the measurement update, the superscript (-) denotes the state vector estimate after the
state propagation but before the measurement update, and the delta (4) implies a Kalman
filter estimate. H is the observation matrix and F is the system propagation model, while K
is the Kalman filter. Equation (5) is the expression for the state vector, x

x =


r
v
ψ

b f

bw

, (5)

The column vector, x, comprises the UAV’s 3D position r, velocity v, attitude ψ, bias of 3D
specific force b f , and angular velocity bw.



Remote Sens. 2023, 15, 1264 10 of 31

u =


ζrINS

ζvINS

ζψINS

0
0

, (6)

In Equation (6), u is the system input obtained from the IMU, which is derived from the
navigational equations. The measurements of the MEMS IMU, angular rates, and specific
forces were processed by the navigation equation to find the changes in attitude, velocity,
and position of the UAV.

z =


rGNSS

vGNSS

0
0
0

, (7)

The column vector z in Equation (7) is the measurement obtained from the GNSS receiver.
Further details about the Kalman filter are shown in the study [98]. The main principle

of the GNSS and IMU collaboration and the Kalman filter process are shown in Figure 3.
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Camera Parameters (IOP and EOP)

The study [99] concluded that calibration of the camera is indeed one of the most
important issues in photogrammetry. It is well known that pre-calibration generates good
results. Through self-calibration, the interior orientation parameters were determined.
When the IO parameters are modified, especially the principal distance and camera height,
it may be possible to demonstrate how correlations between interior and exterior orien-
tation parameters influence the solution. There is no such information available in most
commercial software packages; it was retrieved using a MATLAB program that can generate
a correlation matrix for the estimated interior and exterior orientation parameters.

Image Exterior Orientation Parameters (EOPs)—indicated by rm
c(t1)

as the position
vector and Rm

c(t1)
as the rotation matrices—is obtained from Equations (8) and (9). The

transformation relationship between the different local systems is shown in Figure 4.
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rm
c(t1)

= rm
g(t1)

+ Rm
g(t1)

rg
c , (8)

Rm
c(t1)

= Rm
g(t1)

Rg
b Rb

c , (9)

where:
rm

g(ti)
is the position of the GNSS/IMU navigation system relative to a mapping refer-

ence frame at time ti;
Rm

g(ti)
is the rotation matrix from the GNSS/IMU navigation system to the mapping

reference frame at time ti;
rg

c is the lever arm from the GNSS/IMU navigation system to the camera coordination
system;

Rb
c is the transformation matrix from the camera to the body system;

Rg
b is the transformation matrix from the body system to the GNSS/IMU navigation

system using the sequence of rotations defined by heading, pitch, and roll (Ψ, Θ, Φ);
rm

c(ti)
is the position of the camera coordinate system relative to the mapping frame

coordinate system at time ti;
Rm

c(ti)
is the rotation matrix from the camera frame to the mapping reference frame at ti.
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Figure 4. Schematic diagram of the point-positioning equations. Orange arrows represent the
directions of signals and receptions between the GNSS/IMU body frame and the mapping frames.
The blue arrows represent corresponding signal-reception directions between the GNSS/IMU body
frame and the RGB camera, as well as the three-dimensional coordinate system of the camera. The
purple arrows represent the coordinate systems of the GNSS/IMU body frame. The pink arrow
represents the vector connection between the camera and the image at a given location point, i.

Based on the above camera parameters, the transformation relationship between the
image scene and the global reference system can be obtained, as shown in Equation (10).
The GNSS/IMU position and orientation information is incorporated into the bundle
adjustment procedure.

rm
I = rm

c(t) + λ(i, c, t)Rm
c(t)r

c
i (10)

where:
rm

I is the ground-coordinated vector of object point I;
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rc
i =

xi − xp − exi

yi − yp − eyi

−c

 is the vector connecting the camera perspective centre to image

point i;
xp and yp are the principal point coordinates of the camera used;
c is the principal distance of the camera used;
exi and eyi are the distortions in the x and y directions for image point I;
λ(i, c, t) is the scale factor for point i captured by the camera at time t.

3.4. 3D Image-Based Point Cloud Generation

Because single-view depth maps are predicted on each key frame independently,
each depth estimation is from scratch rather than conditioned on the previous estimations.
Hence, the scale-factor may vary, and the reconstruction result is highly susceptible to be
either layered or scattered. This study used a NeuralRecon framework that jointly recon-
structs and fuses the 3D geometry directly in the volumetric Truncated Signed Distance
Function (TSDF) representation. Given a sequence of images and their corresponding cam-
era poses, NeuralRecon incrementally reconstructs local geometry in a view-independent
3D volume instead of view-dependent depth maps.

The NeuralRecon framework mainly includes three steps: (1) images are first extracted
to multi-level features, the features are back projected into the 3D feature volume; (2) the
features are effectively processed by using 3D sparse convolution networks to generate
TSDF volume at each level; (3) the last level local TSDF is integrated into the global TSDF
volume, Marching Cubes is conducted on the global TSDF to reconstruct the mesh. Figure 5
indicates the main principle of NeuralRecon.

Remote Sens. 2023, 15, x FOR PEER REVIEW 13 of 32 
 

 

The NeuralRecon framework mainly includes three steps: (1) images are first ex-

tracted to multi-level features, the features are back projected into the 3D feature volume; 

(2) the features are effectively processed by using 3D sparse convolution networks to gen-

erate TSDF volume at each level; (3) the last level local TSDF is integrated into the global 

TSDF volume, Marching Cubes is conducted on the global TSDF to reconstruct the mesh. 

Figure 5 indicates the main principle of NeuralRecon. 

 

Figure 5. NeuralRecon structure. 

3.4.1. Image Feature Volume Construction 

The matched N images in the local fragment were first processed by image backbone 

to extract multi-level features. In accordance with previous studies on volumetric recon-

struction [100–102], the extracted features were back-projected into the 3D feature volume 

using the GNSS information. Based on the visibility weight of each voxel, the image fea-

ture volume 𝐹𝑡
𝑙 was calculated by averaging the features from different views. The visi-

bility weight refers to the number of views from which a voxel can be observed in the local 

fragment. The unprojected process is shown in Figure 6i. 

3.4.2. Coarse-to-Fine TSDF Reconstruction 

As shown in Figure 6ii, at each level the image feature volume 𝐹𝑡
𝑙 was first processed 

by the 3D sparse convolution layers to extract 3D geometric features 𝐺𝑡
𝑙 . The hidden state 

𝐻𝑡−1
𝑙  was extracted from the global hidden state 𝐻𝑡−1

𝑔  of the previous fragment. 𝐺𝑡
𝑙  and 

hidden state 𝐻𝑡−1
𝑙  were processed by the Gated Recurrent Unit (GRU) to generate the 

updated hidden state 𝐻𝑡
𝑙 , which was processed by the Multi-Layer Perceptron (MLP) lay-

ers to estimate the TSDF volume 𝑆𝑡
𝑙 at this level. The hidden state 𝐻𝑡

𝑙  can also be updated 

to global hidden state 𝐻𝑡
𝑔 by directly replacing the corresponding voxels. Specifically, 

each voxel in the TSDF volume 𝑆𝑡
𝑙 includes two values, the occupancy score os and the 

Signed Distance Function (SDF) value d. The occupancy score indicates the confidence of 

a voxel being within the TSDF truncation distance 𝜆. The voxel with an occupancy score 

smaller than the sparsification threshold 𝜃 is considered as void space and can be spar-

sified, as shown in Figure 6iii. Then, 𝑆𝑡
𝑙 is upsampled and concatenated with the 𝐹𝑡

𝑙+1 , 

and both are fed into the GRU network in the next level. A 3D convolutional variant of 

the GRU network is adopted to make the present-fragment reconstruction to be condi-

tioned on the reconstructions in previous fragments, which makes the reconstruction con-

sistent between fragments. Moreover, NeuralRecon jointly reconstructs the implicit 

Figure 5. NeuralRecon structure.

3.4.1. Image Feature Volume Construction

The matched N images in the local fragment were first processed by image backbone
to extract multi-level features. In accordance with previous studies on volumetric recon-
struction [100–102], the extracted features were back-projected into the 3D feature volume
using the GNSS information. Based on the visibility weight of each voxel, the image feature
volume Fl

t was calculated by averaging the features from different views. The visibility
weight refers to the number of views from which a voxel can be observed in the local
fragment. The unprojected process is shown in Figure 6i.
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3.4.2. Coarse-to-Fine TSDF Reconstruction

As shown in Figure 6ii, at each level the image feature volume Fl
t was first processed

by the 3D sparse convolution layers to extract 3D geometric features Gl
t . The hidden state

Hl
t−1 was extracted from the global hidden state Hg

t−1 of the previous fragment. Gl
t and

hidden state Hl
t−1 were processed by the Gated Recurrent Unit (GRU) to generate the

updated hidden state Hl
t , which was processed by the Multi-Layer Perceptron (MLP) layers

to estimate the TSDF volume Sl
t at this level. The hidden state Hl

t can also be updated to
global hidden state Hg

t by directly replacing the corresponding voxels. Specifically, each
voxel in the TSDF volume Sl

t includes two values, the occupancy score os and the Signed
Distance Function (SDF) value d. The occupancy score indicates the confidence of a voxel
being within the TSDF truncation distance λ. The voxel with an occupancy score smaller
than the sparsification threshold θ is considered as void space and can be sparsified, as
shown in Figure 6iii. Then, Sl

t is upsampled and concatenated with the Fl+1
t , and both

are fed into the GRU network in the next level. A 3D convolutional variant of the GRU
network is adopted to make the present-fragment reconstruction to be conditioned on the
reconstructions in previous fragments, which makes the reconstruction consistent between
fragments. Moreover, NeuralRecon jointly reconstructs the implicit surface within the local
fragment instead of predicting single-view depth maps for each key frame. Hence, the
reconstructed surface is locally smooth and coherent.

At the last level, S3
t was estimated and further sparsified to Sl

t as shown in Figure 5.
As Sl

t and Sg
t have been fused in the GRU network, Sl

t can be merged into Sg
t by directly

replacing the corresponding voxels after being transformed into the global coordinate. At
each time stage t, Marching Cubes was conducted on Sg

t to reconstruct the mesh.

3.5. Processing of TLS Data

Using the high accuracy and measurable properties of the TLS point cloud, this method
allows users to find out the scale information of the project more easily. The TLS data were
gathered using multiple scans. As each scan has its coordinate system, the obtained TLS
points data have to be transferred to a uniform coordinate system. Four target points were
used to register the scan data using a 4-point congruent sets (4PCS) algorithm [103].

A combined TLS software was employed to process the obtained data, including
noise point removal and multiple-scan registration. First, TLS data were filtered to remove
unnecessary elements around the object. Then, the registration of TLS multiple scans was
carried out. The software can automatically recognize the center of the black/white TLS
targets and pair the correspondence points or overlapping features in multiple scans. The
ICP optimization was then adopted to register all the scans in a global reference system. In
order to properly georeference the TLS point cloud, the coordinates of the central points
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of the targets were measured by GNSS via a registration procedure using CloudCompare
software. Finally, the measurable point cloud offers a data foundation for 3D model
construction [104]. The detail of the method of extraction of important objects from TLS
data can be obtained from the previous study [20].

3.6. Co-Registration of Image-Based Point Cloud and TLS Point Cloud

A two-step workflow is proposed in this study to register image-based and TLS point
clouds accurately and efficiently by estimating the transfer parameters between them using
control points as registration objects. First, accurate positions from a UAV image-based
point cloud and TLS point cloud were achieved. Second, the control points were extracted
from both image-based and TLS point clouds and matched. Finally, RPM-net [105] was
used to extract and match the two point clouds and generate the transformation matrix
between the two point clouds.

3.6.1. Coarse Registration

The TLS point cloud was employed as the “reference” for the alignment process, while
the image point clouds were considered as “data to align”. Both TLS and image-based point
clouds were processed. The main structural elements were extracted from TLS point clouds,
while the top parts of the structure were derived from image data. The suitable point cloud
data from each source were finally combined in CloudCompare through coarse-to-fine
registration [106].

In coarse registration, the two sources of point clouds, UAV images and TLS mea-
surements were separately oriented to the coordinate system using ground control points
using the well-known Bursa transformation [107]. Hence, two-point clouds with the same
scale were generated. To conduct the image–TLS combination process, it was necessary to
detect overlapping objects easily identified in both point clouds. The reorganization of the
corresponding objects during the combination process might be prone to errors, especially
in complex environments [108,109]. Hence, common targets and effective planning of the
targets’ positions within the study area were adopted.

3.6.2. Fine Registration

An Iterative Closest Point (ICP) algorithm is usually employed in fine registration to
merge the two sources of point clouds [110]. However, ICP-based methods have limitations
as they require a reasonable overlapping area. Moreover, since the ICP is sensitive to the
initial rigid transformation and outlier points, it usually generates a wrong local minimum.
This study used the RPM-net, which is less sensitive to initialization and possesses a more
robust deep-learning-based algorithm for rigid point cloud registration.

The main principle of the proposed RPM-net includes three steps. First, Point-
Net++ [111] is used to collect the features of the two point clouds. Then, the original
RPM is applied to the features to obtain the important parameters α and β. Finally, both
point clouds and the predicted parameters are considered as input for iterations until the
loss function achieves a minimum to obtain the rigid transformation matrix that is used to
align the two-point clouds. The illustrations of the RPM-net are shown in Figure 7, and
details of the method can be obtained from the study [105]. The proposed RPM-net makes
two changes to RPM: spatial distances are replaced with learned hybrid feature distances,
and the parameters α and β are estimated at each iteration.

Given two point clouds: X =
{

xj ∈ R3
∣∣j = 1, . . . , J

}
and Y =

{
yk ∈ R3

∣∣k = 1, . . . , K
}

,
which the study identifies as the source and reference, respectively, the objective is to find
the transformation {R, t}. R is a rotation matrix and t is a translation vector that aligns
the two point clouds. A match matrix M = {0, 1}J×K represents the assignment of point
correspondences, where each element can be expressed as shown in Equation (11).

mjk =

{
1 i f point xj corresponds to yk

0 otherwise
(11)
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The registration problem can be considered as finding the transformation {R, t} and
correspondence matrix M that best maps points in X onto Y.

argmin
M, R, t

J

∑
j=1

K

∑
k=1

mjk

(
‖ Rxj + t− yk ‖2

2 −α
)

(12)

In RPM, the minimization of the above Equation (12) is solved using determinis-
tic annealing iteration. To this end, each element mjk ∈ M is initialized as shown in
Equation (13).

mjk ← e−β(‖Rxj+t−yk‖2
2−α) (13)

In the proposed RPM-net, the spatial distances in the above equation are replaced
with distances between learned features, as shown in Equation (14).

mjk ← e
−β(‖Fx̃j

−Fyk ‖
2
2−α)

(14)

where Fx̃j
and Fyk are the features for points x̃j ∈ X̃i and yk ∈ Y, respectively.

At each iteration i, the source point cloud X is first transformed by the transforma-
tion

{
Ri−1, ti−1} predicted from the previous iteration into point cloud X̃i. The feature

extraction module as shown in Figure 7c is used to extract hybrid features for the two-point
clouds. A parameter estimation module as shown in Figure 7a is utilized to estimate the
optimal annealing parameters α and β. Then, the extracted hybrid features and parameters
α, β regarded as input are fed into the matrix computation module as shown in Figure 7d
to calculate the initial transformation matrix. Finally, the updated transformation

{
Ri, ti}

is estimated and used in the next iteration.

3.7. 3D Model Generation

After the point clouds were effectively merged in CloudCompare, the merged point
cloud was first transferred to SketchUp in a mesh model, and the image data mapped onto
the mesh model. During the texture mapping process, the color texture information of the
color point cloud was interpolated by using a spatial foundation and was projected onto
the model geometry to provide the model with realistic color and texture information.
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4. Experimental Validation

This section discusses details from the experimentation and validation of the study. It
is divided into three parts: dataset and implementation details, point generation from UAV
images, and data fusion details of the two-point clouds.

4.1. Dataset and Implementation Details

To validate the proposed method, images and scan laser point data from a case study
were investigated. The case study was of civil infrastructure since such a project, on a mas-
sive and complex scale with substantial complications including a complex environment,
unique structures, and uncontrollable outdoor working conditions, presents challenges for
the proposed approach. The image datasets were formed by using a drone, a camera, and
an onboard navigation system GNSS/IMU to capture multiple images and videos centered
on an object of interest. The navigation system can disclose camera positions and postures
at the time of exposure.

The image dataset was generated from a real high formwork project on a construction
site in Beijing, China. The capturing tool was the DJI Phantom 4 drone, which was manually
operated to capture images focusing on objects of interest. The images were then formed
into the dataset. In this study, the DJI Phantom 4 was flying at a height of 20 m above the
site. Image resolution at a typical flying height is approximately 2 cm/pixel. To obtain
both vertical and oblique images, two individual flight routes were carried out on the
construction site, one in which a flight route with zero roll and pitch camera mounting
angles was set up for vertical image capture, and a second with zero roll and 45-degree
pitch angles was configured for oblique image capture towards the north, south, east, and
west. The two routes produced 239 images that possessed 90% overlap and 70% sidelap.
The detail of the UAV data is shown in Table 1. The flight line to obtain nadir images is
shown in Figure 8. The flight route to gather oblique images is shown in Figure 9.

Table 1. UAV data.

Image Altitude (m) Distance (m) Image Scale

Nadir 156 20–30 15–20 4600–6500
Oblique 83 10–20 10–15 5500–6800

Overlap Camera Angles

Camera images 90/90 or 70/70 Nadir + oblique camera angles
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image capture positions on the flight path.

The laser scan point cloud dataset was generated using a Leica laser scanner, which is
capable of measuring at a long distance to capture the surface information of the object of
interest. Previous tests on the laser scanner indicated a minimum distance of 5 m between
the scanner and the surface of the object. The integrated digital camera of the scanner had a
5MP CCD sensor. The specification details of the Leica laser scanner are shown in Table 2.
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Table 2. Specifications and parameters for the TLS.

Scanner Specifications Leica Scan Station P50

Scan rate 976,000 points/s
Range 0.6–120 m

Range error ±2 mm at 10 m (90% reflectivity)
Range noise 0.6 mm at 10 m (90% reflectivity)

Total image resolution Up to 70 Mpix
Sourced from Leica document.

Based on previous experiments, six stations were arranged to collect the laser scan
point cloud. As the number of targets cannot be less than three, when four targets are
set, the errors after point cloud matching are smaller than when only three targets were
set. Moreover, the captured project data is more comprehensive, and the final result is
more robust. Hence, in this study, a total of four targets were set up. Next, a multi-scan
registration was performed. As each scan has its coordinate system, the obtained TLS
points data had to be transformed to a uniform coordinate system using Leica Cyclone
software. The details of the TLS data are shown in Table 3. The density of the scan data is
3000 points/m2.

Table 3. Laser scan data.

Leica Scan Station P50

Stations 6
3D points 1,001,065

Scan durations 5 h
Mean resolution (mm) 3–5

Reg.prec.Register (mm) 6
Reg.prec.Cyclone(mm) 4

Additionally, 36 ground control points (GCPs) were evenly distributed around the
object. These GCPs were measured using a total station instrument, leading to a maximum
positioning error of 1 cm. They can be utilized for model orientation and model accuracy
assessment. Perspective images can be captured using the integrated digital camera and
can be used for model texturing.

The processing of the datasets was performed on a computer with the following
specification: Intel Core i7-8086KCPU (Limited Edition, Santa Clara, CA, USA) @4.00GHz
with 1TB of RAM and an NVIDIA GeForceRTX3060 Ti graphics card.
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4.2. Point Cloud Generation from UAV Images

A point cloud was generated based on the proposed method for processing UAV
images. By doing so, feature points were effectively matched and considerable matching
redundancy and mismatches were eliminated during the image matching process. The
settings of the image processing software Pix4D mapper are shown in Table 4. The aerial
triangulation is shown in Figure 10.

Table 4. Processing settings in Pix 4D mapper.

Step Overlap Camera Angles

Initial processing
Keypoint image scale
Matching image pairs

Calibration

Full
Aerial grid or corridor

Standard (AAT 1, BBA 2,
camera self-calibration)

Point cloud densification

Image scale
Point density

Minimum number of matches
Matching window size

Original image size (slow)
Multiscale
Optimal

4
9 × 9 pixels

1 Automatic aerial triangulation (AAT); 2 Bundle block adjustment.
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The proposed LoFTR module is able to obtain high quality image matches for indistinct
regions with low-texture or repetitive patterns. The proposed network generated a total
of 670 matching image pairs for 239 input images. The proposed LoFTR network can
significantly reduce the data processing time by dealing with 239 images in less than
20 min. Furthermore, by refining matches to a sub-pixel level, the network also contributed
to the accuracy of the estimation.

By using LoFTR, the conjunction graph for the image pairs with common features can
be obtained.

A high similarity between object surfaces prevents the effectiveness of image matching.
The adoption of LoFTR can provide an effective way to deal with and provide satisfactory
results since the network is trained on more than 800 samples, some of whose object surfaces
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show only small feature deviations. Nevertheless, the proposed network NeuralRecon
achieved good performance in terms of point cloud generation.

Through the processing of the original images, the image-based point cloud was
generated. The proposed networks were run on the Python program. The function and
settings used in this study were dense point cloud generation. When the processing was
completed, there were 761,784 points produced for the object sample. Moreover, the Python
code for the project data processing can be provided upon request.

4.3. Data Fusion of Two Point Clouds

Two sources of point clouds from the TLS scanning and the UAV images were effec-
tively merged by applying the proposed workflow. The TLS point cloud was selected as
the reference dataset since it had a higher resolution than the image-based point cloud.
The proposed RPM-net was used to integrate these two groups of point clouds instead of
the coarse-to-fine-style registration method using the ICP algorithm. The co-registration
error was observed to be lower than 5.5 cm in case of the statistical standard deviation.
TLS multi-scans cover most of the information about building sides, while leaving partial
information on the top of the structure behind. The merging of the two-sourced point
clouds using the proposed method completes the 3D model. As indicated in Figure 11,
by projecting the image information onto the model surface, a photorealistic 3D model
was generated.
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5. Model Comparison and Discussion

In spite of the poor texture information and the high cost of TLS point clouds, one
of the most significant advantages is the high accuracy of its geometric measurements. It
has coverage limitations, including the top structure of the object. UAV camera platforms
can flexibly capture data and create a textured point cloud with slightly rough sensing
resolution and model accuracy. The combination of the two sensor techniques takes full
advantage of both models’ accuracy and coverage completeness. TLS data were processed
by CloudCompare and Rhinoceros to build a 3D model of the object. The generated 3D
model from TLS data is dense and can provide details about the object. Unfortunately,
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however, the top structure of the object is missing, which is the main limitation of the TLS
technique. The 3D model of the high formwork project based on the TLS point cloud is
shown in Figure 12. The 3D model sourced only from UAV images was generated using
Pix4D software. The model is complete, including all the building features. However,
its accuracy is relatively low, as shown in Figure 13. Data fusion model 1 was generated
using a common method via RealityCapture software so that image data can be merged
to the laser scan point cloud and textured directly by the images. However, this model’s
main disadvantage is the low geometric quality. The generated data fusion model 1 is
shown in Figure 14. Data fusion model 2 was generated by adopting the method proposed
in this study by using Python, Pix4D, CloudCompare, MeshLab, and SketchUp software
(Version 02). An overview of the modeling methods is shown in Table 5. The generation
process of the models and used software are displayed in Figure 15.
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Table 5. A summary of results of the different methods.

Alignment Photogrammetry TLS Data Fusion 1 Data Fusion 2

Total input data size 2.74 G 2.88 G 5.6 G 5.2 G
Number of registered images 239/239 239/239 239/239

Number of registered laser scans 6/6 6/6 6/6
Number of points 1,804,180 1,001,065 2,805,245 2,504,328

Metric scale No Yes Yes

Reconstruction

Number of vertices 15,328,689 13,306,254 27,025,188 23,058,878
Number of faces 31,058,214 27,258,687 55,557,121 51,028.339

A number of checkpoints were set on the object and precisely measured using the
total station tool. The registration error of the ground control points (GCPs) was verified
for the TLS, image-based, data fusion 1, and data fusion 2 models. The registration error
values for the check points are 2.5 cm, 14.9 cm, 13 cm, and 5 cm for the TLS, image-based,
data fusion 1 (using the common method), and data fusion 2 (using the proposed method)
models, respectively, as shown in Table 6. Although the TLS model is more accurate than
the others, some important top features of the object are missing. Moreover, the data
fusion 2 model using the proposed workflow is more accurate than the data fusion 1 model
using the common method. It indicates that the fusion of the model using the common
method reduced the registration error from 14.9 to 13 cm when compared to the image-
based model. The registration error value of the fusion model using the proposed method
is close to that of the TLS-based model. It can be concluded that the data fusion 2 model
using the proposed workflow is more accurate than the image-based model and the data
fusion 1 model using the common method.

Table 6. RMSE errors of the check points for the data point clouds.

Photogrammetry TLS Data Fusion 1 Data Fusion 2

GCP RMSE (cm) 14.9 2.5 13 5

To evaluate the relative precision of the models examined, a cloud-to-cloud distance
using the M3C2 in CloudCompare was employed. The TLS-based model was utilized as a
reference. Thereafter, the M3C2 distance was computed from the TLS cloud to the image-
based, data fusion 1 (using the common method), and data fusion 2 (using the proposed
method) models. The standard deviation values of the M3C2 distance calculations for the
image-based, data fusion 1, and data fusion 2 methods are shown in Figure 16. The M3C2
distance for the data fusion 2 model is improved by about 37.8% and 35.8% with respect
to the image-based and data fusion 1 models. For the data fusion 1 model, the relative
precision of the M3C2 distances showed improvement by about 7% in comparison with
the image-based model. It also indicates that the data fusion 2 model using the proposed
method is more accurate than the other two models. It can be concluded that the data
fusion model 2 using the proposed method is a more precise model that can provide both
complete and detailed information.

According to the report records, the computing times required for model generation
were gathered for each model. The development of the four models was performed with
the same PC workstation (Intel Core i7-8086KCPU @4.00 GHz with 1TB of RAM and
an NVIDIA GeForceRTX3060 Ti graphics card). The computing time for each model of
the processing workflow is shown in Table 7. It shows that the data processing time for
image-based model developed using Pix4D is the least, in comparison with other models.
Moreover, the generated image-based model spends the least time on texturing than other
models, but still has a photorealistic appearance. Notably, the dataset size of 239 photos
would often be regarded as small. The other three models need more time to mesh and
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texture the point clouds. Although the proposed method spent less time on the registration
of point clouds than the common method, it still needs more time for texturing the model
in SketchUp.
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Figure 16. M3C2 deviations of all modelling methods vs. the reference TLS point cloud: (a) the
ground truth TLS model, (b) the photogrammetry method, (c) the data fusion model 1, and (d) the
data fusion model 2. The color scale for the M3C2 distance value is 0–5 cm.

Table 7. Computing times for each model from pre-processed to textured mesh model.

Image-Based TLS Data Fusion 1 Data Fusion 2

Pre-processed time 20 min 2 h: 30 min 3 h: 10 min 30 min
Meshing time 10 min 2 h: 15 min 3 h: 45 min 3 h: 10 min
Texturing time 10 min 3 h: 20 min 5 h: 10 min 4 h

Total time 40 min 8 h: 05 min 12 h: 05 min 7 h: 40 min

An analysis of texture quality was carried out by comparing the histograms of the
resulting texture atlases. For the four comparable models, a histogram per model was
computed using all the texture atlases [86]. For each histogram, the mean, standard
deviation, and mode values were calculated. Moreover, from the histogram values, both
the number and percentage of white pixels were computed. An overview of the histogram
analysis including all the resulting texture atlases for the four models is shown in Figure 17.
The histogram analysis is summarized in Table 7. According to the results of histogram
analysis, the TLS model clearly exhibits both underexposure and overexposure. This is
evident from the spike at the end of the histogram (Figure 17) and the higher proportion
of white and black pixels in the texture images (Table 8). The histograms were computed
from a total of ten texture atlases. The numbers and percentages of black and white pixels
denote the level of underexposure and overexposure in the texture data.
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Figure 17. A histogram analysis of all texture atlases for the four modelling methods: photogramme-
try, TLS, Data fusion 1 using common method, and data fusion 2 using the proposed method.

Table 8. Summary of the image histogram analysis.

Photogrammetry TLS Data Fusion 1 Data Fusion 2

Mean 71 111 100 81
Std.dev. 32 48 42 36

Number of black pixels 1436 1,768,325 4015 3867
Number of white pixels 1568 3,664,783 916,487 803,721

Percentage of black pixels 0.00089% 1.02% 0.0028% 0.0019%
Percentage of white pixels 0.00093% 2.23% 0.52% 0.47%

In the form of an online survey, an expert assessment was conducted to evaluate the
visual quality of the models. This survey was conducted by 35 experts from the fields of 3D
models, geoinformatics, and computer graphics. Direct contact, emails, and professional
networks were used to contact the respondents, who were asked to open the four models
and identify the models they liked the most with regard to the visual appeal, photorealism,
along with best texturing and geometric quality. We did not provide the respondents with
any prior knowledge of the models or their generation process. Multiple-choice questions
were followed by open-ended questions requiring respondents to explain their choices.
Based on the experts who participated in the survey, the data fusion 2 model using the
proposed method appeared clearly superior in all aspects: overall visual appearance (57%),
geometry (82%), and texturing (79%). The data fusion 1 model using the common method
was the worst in appearance (29%). The image-based model has the worst performance
in geometry (0%), whereas the TLS-based model performance is the worst in texturing
(6%). However, the TLS-based model has good performance in geometry (23%). The
evaluation results are shown in Figure 18. The majority of respondents selected the data
fusion 2 model using the proposed method as the best in terms of completeness, texturing
quality, and detail.

After validation using the real case sample, the results demonstrated that the proposed
method showed a promising performance. This study took advantage of both TLS, which
captures a point cloud with high accuracy potential and automation level, and UAV images,
which assert occlusion effects from TLS data and provide realistic texture.
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6. Conclusions

This paper presents a workflow concerning the fusion of image data and a TLS
point cloud with the objective of generating an accurate, realistic, and detailed 3D model.
The selected case study was of a high formwork structure, presenting both widespread
and specific complexities that presented constraints for data acquisition using any sin-
gle sensor. Given that the generation of a complete, accurate, and detailed model was
achieved using the hybrid approach, this paper further proves that these two technologies,
when properly employed, can supplement each other to create high-quality 3D recordings
and presentations.

Different data acquisition techniques were employed, such as TLS, UAV camera, and
GNSS/IMU to generate the 3D model. TLS can reliably capture the point clouds as required,
while UAV-supported photogrammetry allows for the measurement of the top features of
the object that cannot be seen by TLS. The adoption of inexpensive UAV and GNSS/IMU is
practical here. To check the registration error in the generated model, a number of ground
control points and check points have been used.

The major technical challenges in this study lie in two parts. First, the transformation
from two-dimensional photos to three-dimensional point clouds. Second, the effective
integration of the two sources of point clouds. Usually, SfM is used to transfer the image to
a color point cloud. However, this method does not always generate satisfactory results.
Hence, this study first improves the accuracy of the image matches by using the proposed
LoFTR. Then, the matched images are passed through NeuralRecon to generate a 3D
point cloud. GNSS information is used to provide positional information to reduce the
search space for image matching, and provide accurate transformation between the image
scene and the global reference system. After generating an accurate color point cloud, the
integration of the two sources of point clouds usually includes two steps: the coarse-to-fine
registration. The ICP algorithm is usually used in the fine registration. However, the ICP
algorithm is difficult for choosing the initial parameters and susceptible to converging
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with local minima. Hence, this study used the RPM-net to merge the two sources of point
clouds after the coarse co-registration. It is less sensitive to the initialization and robust
deep-learning-based approach that can generate more accurate transformation coordinates
from the source image-based point cloud to the reference TLS point cloud.

The experimental validation was applied to real construction infrastructure. The
generated 3D model achieved a good performance as the RMSE of the registration error
was 5.5 cm when compared with the ground truth of the check points measured by total
station. The overall accuracy is quite similar to the TLS measurements. Then, to further
evaluate the quality of the generated 3D model, a model evaluation of the TLS, image-based,
data fusion (using common method), and data fusion (using the proposed method) point
clouds was carried out. The 3D model generated by using the proposed method not only
has accurate and complete geometric shapes and a realistic appearance but was also more
welcomed by professionals as being effective in merging the two source point clouds when
compared with other models.

The high-resolution 3D model realized through image-TLS data fusion is the starting
point for creating valuable information about construction infrastructure. These data, when
integrated with other management or inspection information, can be extremely useful in
managing construction infrastructure. Complete and accurate digital documentation is
important for further analysis including interpretation of projects and segmentation of the
3D model to highlight construction techniques, sequences, restorations, digital conservation,
cross-comparisons, monitoring and simulation, virtual reality applications, etc.

The integration method proposed in this study can be used on other projects to achieve
accuracy, visualization, and cost-effectiveness. However, based on the scale of the projects,
projects’ surfaces, and geometric limitations of the projects, the cost may vary. However,
the accuracy and visualization should remain stable.

Limitations of the study include the real-life characteristics of the case study. Data col-
lection was hindered by uncontrollable conditions and a fixed time period. Data processing
time was highly influenced by the performance of the PC workstation and the parameters
set within software. However, these limitations reflect the fact that some factors are always
beyond control.
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Abbreviations

Acronym Meaning
AEC Architecture–Engineering–Construction
AI Artificial Intelligence
ALS Airborne Laser Scanning
BIM Building Information Modelling
BRIEF Binary Robust Independent Elementary Features
CAD Computer Aided Design
CNNs Convolutional Neural Networks
DL Deep Learning
EOP Exterior Orientation Parameters
FAST Features from Accelerated Segment Test
FPN Feature Pyramid Network
GCP Ground Control Point
GNSS Global Navigation Satellite System
GRU Gated Recurrent Unit
ICP Iterative Closest Point
IMU Inertial Measurement Unit
IOP Interior Orientation Parameters
LoFTR Local Feature Matching with Transformers
LPS Leica Photogrammetry Suite
MEMS Microelectromechanical Systems
MEP Mechanical, Electrical and Plumbing
MLP Multi-Layer Perceptron
MLS Mobile Laser Scanning
MNN Mutual Nearest Neighbor
M3C2 Multiscale Model-to-Model Cloud Comparison
NLOS Non-Line-of-Sight
ORB Oriented FAST and Rotated BRIEF
os Occupancy score
RGB Red, Green and Blue
RPM Robust Point Matching
RTK Real Time Kinematic
RMSE Root Mean Square Error
SDF Signed Distance Function
SfM Structure from Motion
SIFT Scale Invariant Feature Transform
SURF Speeded Up Robust Features
SUSAN Small Univalue Segment Assimilating Nucleus
TLS Terrestrial Laser Scanning
TSDF Truncated Signed Distance Function
UAV Unmanned Aerial Vehicle
4PCS 4-Point Congruent Sets
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