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Abstract: Reliable crop type classification supports the scientific basis for food security and sustain-
able agricultural development. However, it still lacks a limited-samples-based crop classification
method which is labor- and time-efficient. To this end, we used the Google Earth Engine (GEE)
and Sentinel-1A/B SAR time series to develop eight types of crop classification strategies based
on different sampling methods of central and scattered, different perspectives of object-based and
pixel-based, and different classifiers of the Time-Weighted Dynamic Time Warping (TWDTW) and
Random Forest (RF). We carried out 30-times classifications with different samples for each strategy to
classify the crop types at the North Dakota–Minnesota border in the U.S. We then compared their clas-
sification accuracies and assessed the accuracy sensitivity to sample size. The results found that the
TWDTW generally performed better than RF, especially for small-sample classification. Object-based
classifications had higher accuracies than pixel-based classifications, and the object-based TWDTW
had the highest accuracy. RF performed better in scattered sampling than the central sampling
strategy. TWDTW performed better than RF in distinguishing soybean and dry bean with similar
curves. The accuracies improved for all eight classification strategies with increasing sample size,
and TWDTW was more robust, while RF was more sensitive to sample size change. RF required
many more samples than TWDTW to achieve satisfactory accuracy, and it performed better than
TWDTW when the sample size exceeded 50. The accuracy comparisons indicated that the TWDTW
has stronger temporal and spatial generalization capabilities and has high potential applications for
early, historical, and limited-samples-based crop type classification. The findings of our research
are worthwhile contributions to the methodology and practices of crop type classification as well as
sustainable agricultural development.

Keywords: Sentinel-1 SAR time series; sampling strategy; time-weighted dynamic time warping;
simple non-iterative clustering; Google Earth Engine; object-based crop classification

1. Introduction

Cropland is critical to food security and sustainable development [1]. To meet the
increasing human demand for food caused by population growth [2,3], cropland use has
been intensified, and the structure and distribution of crop types have been changed signifi-
cantly. However, these changes have led to negative impacts, such as increased agricultural
water use, decreased soil fertility, and degraded ecosystems, and have threatened regional
food security and sustainable development [4–7]. Efficient and accurate crop classifica-
tion information can help develop positive cropland protection policies and reasonable
agricultural planning, which can effectively optimize the crop type structure and mitigate
negative environmental impacts. Therefore, it is urgent to develop an effective method
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framework to accurately identify crop type distribution, supporting scientific and basic
information for sustainable agricultural management and development [8].

With the improvement in the quantity and quality of satellite sensors and remote
sensing (RS) imagery, many studies on crop-type monitoring have been carried out [9,10].
For example, the National Agricultural Statistics Service of the United States Department
of Agriculture (USDA-NASS) and the National Oceanic and Atmospheric Administration
(NOAA) initiated the Large Area Crop Inventory Experiment (LACIE) in the 1970s to
improve domestic and international crop forecasting methods [11], and the USDA-NASS
has generated Cropland Data Layer maps since 1997 using medium-resolution satellite
imagery and extensive ground-truth data [12,13]. Moreover, the Earth Observation Team of
the Science and Technology Branch (STB) at Agriculture and Agri-Food Canada (AAFC) has
produced Annual Crop Inventory digital maps based on satellite imagery since 2009 [14],
and the European Space Agency (ESA) launched the Global Monitoring for Food Security
(GMFS) project in 2003 [15].

Generally, different crop types have their unique spectral characteristics that vary
with the phenological period [16], which makes crop type classification based on time-
series RS images more effective than single-period images [17–19]. However, it is also
more time-consuming and labor-intensive to process long-time series RS images. In recent
years, the rapid development of big data cloud platforms such as Google Earth Engine
(GEE) has provided researchers with open-access RS datasets, widely-used algorithms,
and high-performance computing ability [20,21], significantly reducing the labor and time
consumption of large-scale and long-term crop classification studies [22,23]. Thus, it is
urgent to efficiently classify crop types based on the GEE platform and long time-series
RS images.

Previous studies have mostly carried out crop classification based on optical RS im-
ages such as MODIS, Landsat, and Sentinel-2 due to their global coverage, short revisit
period, and easy accessibility [24–26]. However, the quality of optical imagery is affected
by clouds and weather, which makes it hard to obtain continuous cloud-free time series
images. Although filtering methods such as harmonics and Savitzky–Golay can be used
to reconstruct time-series optical images [18,27], the reconstructed data still have a large
uncertainty in long-term cloud-affected areas [28]. Compared to optical images, synthetic
aperture radar (SAR) images are hardly polluted by clouds due to their strong penetra-
bility of longer wavelength [29], making it easy to obtain effective and continuous time
series data. The C-band SAR data provided by the Sentinel-1 satellite have very sensitive
backscatter to crop structural changes and have been widely and effectively used in crop
type classification [30,31]. The coherent speckle noise in SAR imagery can lead to high
intra-class variance [32], especially for pixel-based classification methods, compromising
classification accuracy. Object-based methods can effectively reduce the spectral variation
and noise interference within an object by averaging a large number of pixels [33–35]. Sim-
ple Non-Iterative Clustering (SNIC) [36] is a commonly used image segmentation method
to create efficient and compact polygons based on pixel values and spatial distances, which
is easily accessible on the GEE platform. Previous studies used the SNIC method for image
segmentation and object-based classification in GEE, achieving higher accuracy compared
to the pixel-based method [23,37].

Traditional machine learning classifiers such as Random Forest (RF) and support
vector machine (SVM) were commonly used for SAR-based crop classification [33,35,38,39],
which achieved satisfactory accuracy but usually required a large number of classification
samples. Dynamic Time Warping (DTW) [40] is an effective method for limited-samples-
based crop classification and compares the similarity between two time-series curves [41,42]
due to its reduced sensitivity to training samples [43]. In addition, a time weight was added
to balance the effects of planting time differences on crop classification, generating a
new Time-Weighted Dynamic Time Warping (TWDTW) method [44]. Previous studies
have demonstrated the good performance of this method in land use, forest, and crop
classifications using optical or SAR RS images [44–46].
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The sampling strategy also affects crop classification accuracy. In general, the more
correct samples covering the study area, the more accurate the crop classification. However,
collecting large numbers of scattered samples is time-consuming and labor-intensive. Thus,
it is urgent to adopt effective methods that are insensitive to samples over space and time
for crop type classification. To this end, taking the North Dakota–Minnesota border in the
U.S. as the study area, we carried out 30-times crop classifications for map major crop types
(i.e., spring wheat, dry bean, corn, soybean, sugar beet, and hay) in 2018 based on different
limited samples and Sentinel-1 SAR time series images on the GEE. We then compared the
crop classification results based on different sampling strategies (i.e., central sampling and
scattered sampling), different perspectives (i.e., object-based and pixel-based), and different
classifiers (i.e., TWDTW and RF) and assessed their sensitivities to sample size (i.e., 2, 5, 10,
20, 50, and 100 samples for each crop type). Moreover, we summarized these eight classifi-
cation schemes to discuss their advantages and disadvantages, implications, and future
research topics for accurate crop type mapping and sustainable agricultural management.

2. Materials and Methods
2.1. Study Area

The study area is located on the border between eastern North Dakota and northwest-
ern Minnesota in the USA (96◦32′49”W–97◦24′14”W, 47◦30′0”N–48◦10′48”N) (Figure 1),
with an area of 4824.61 km2. Agriculture occupies a high proportion of the economy and is
vital to regional development of these two states. The crop types and planting structures in
the two states are different, but both are dominated by corn and soybean. To confirm the
spatial adaptability of the TWDTW-based method, we selected the border area between
these two states as the study area to classify six major crop types, i.e., spring wheat, dry
bean, corn, soybean, sugar beet, and hay.

Figure 1. Location of study area. The RGB true color composite image was from the 2018 NAIP data.

2.2. Data Sources

The data sources used in this study mainly include Sentinel-1A/B SAR images, the
U.S. Cropland Data Layer (CDL) maps, and the data from National Agriculture Imagery
Program (NAIP).

The Sentinel-1A/B SAR images were from the Copernicus initiative conducted by the
European Space Agency. The dataset went through multiple processing steps, including
boundary noise correction, speckle filtering, radiometric slope correction, and Savitzky–
Golay filtering. Boundary noise correction [47,48] was applied on each image to remove the
boundary regions with too high or low incident angles. The LEE filtering [49] with a kernel
size of 9 was used to reduce coherent speckle noise. The angle-based radiometric slope
correction [50,51] was performed using the Shuttle Radar Topography Mission (SRTM)
digital elevation model (DEM) at a resolution of 30 m [52]. In addition, previous studies
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have shown that cross-polarization is the best single polarization for classification [53,54].
Thus, we extracted the VH-polarized time series containing 58 periods of images in 2018
from Sentinel-1A/B SAR images for crop-type classification and then smoothed the time
series using Savitzky–Golay (SG) filter [55]. All backscatter values of VH-polarized time
series were adjusted from linear values to dB values and multiplied by a factor of 10,000.
All the processing was performed on the GEE platform.

The CDL maps were from the CropScape program of the U.S. NASS. We used the CDL
maps to select crop samples of six major types, i.e., spring wheat, dry bean, corn, soybean,
sugar beet, and hay, for classification and validation. We used two sampling strategies, i.e.,
scattered sampling and central sampling. The former is a commonly used method to select
samples uniformly in the study area. The latter is to select samples locally and centrally in
the study area, enabling a reduction in the difficulty of field sample collection. In order to
explore the spatial generalizability of the TWDTW classification method, we carried out
30-times crop classifications with different limited samples (i.e., 5 points for each crop type)
for each training sample selection strategy, and one of the selected sample distributions is
shown in Figure 2. Moreover, we assessed the sensitivity of different classification strategies
to gradually increasing sample size (i.e., 2, 5, 10, 20, 50, and 100 training samples for each
crop type). We then randomly selected 1650 verification samples for each classification to
assess the accuracy.

Figure 2. Spatial distribution of training samples using scattered (a) and central sampling strategies (b) and
verification samples (c).
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The NAIP acquires aerial imagery during the agricultural growing season in the
continental U.S. [56]. NAIP imagery has a ground resolution of 1 m, with four bands of
red, green, blue, and near-infrared. We used the 2018 NAIP images to perform object-based
segmentation to obtain high-resolution cropland plots.

2.3. Methods

In this study, we first preprocessed the Sentinel-1 SAR images to construct a VH-
polarized time series (Figure 3). We then used the SNIC method to segment study area
as multiple-pixel objects. Third, based on the U.S. CDL maps, we used two strategies of
central sampling and scattered sampling to select samples of six major crops. We finally
classified the crop types in the North Dakota–Minnesota border using TWDTW and RF
classification methods, pixel-based and object-based perspectives, and central and scattered
sampling on the GEE platform and compared their classification performance.

Figure 3. Methodological framework for crop type classification.

2.3.1. Simple Non-Iterative Clustering (SNIC) Image Segmentation

Simple Linear Iterative Clustering (SLIC) is one of the most prominent superpixel
segmentation algorithms based on a localized k-means optimization in the five-dimensional
CIELAB color and image space, starting from seeds chosen on a regular grid [57]. It has
been widely used in RS image segmentation due to its simplicity, computational efficiency,
good boundary adherence, and limited adjacency. The SNIC algorithm is a non-iterative
simplified but improved version of the SLIC while explicitly enforcing connectivity from
the start [36]. The SNIC algorithm first generates K regular grids for RS image. The
superpixel centroid of k-th grid is C[k] = {Xk, Ck}, of which Xk and Ck refer to the spatial
position and CIELAB color. The K grids then generate the distance-minimizing priority
queue to cluster candidate pixels, starting with the superpixel centroid, and the pixels with
minimum distance pop out of the queue and aggregate into corresponding superpixels.
The distance of the k-th superpixel centroid C[k] to the j-th candidate pixel is dj,k, and its
calculation formula is as follows.

dj,k =

√
‖Xj − Xk‖2

2
s

+
‖Cj − Ck‖2

2
m

(1)
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where s and m are the normalizing factors for spatial and color distances, respectively.
The main parameters of SNIC are the superpixel seed spacing and compactness factor,
which refer to the distance between the superpixel centroids and the shape compactness of
superpixel, respectively.

The fine details and structures of high spatial resolution images are beneficial for
segmentation [58], so we used all four bands of 1 m resolution NAIP images for SNIC
segmentation. In this study, SNIC segmentation was performed, with the compactness
factor of 1 and the superpixel seed spacing selected from 15, 20, 25, and 30, respectively, to
obtain the segmentation result closer to actual boundary.

2.3.2. Time-Weighted Dynamic Time Warping (TWDTW)

DTW is a commonly used method to measure the similarity between two time series
data. It was originally applied in the field of speech recognition and has been widely used
for crop-type classification [59,60]. Due to the different planting and growth conditions of
different crops, the growth phenology and time series curves are different in different crops
and similar in the same crops [61]. The DTW uses the cost matrix to measure the similarity
between the reference and target time series curves. For the reference time series curve
of training samples, R = {R(1), R(2), . . . , R(m), . . . , R(M)}, and the target time series curve
of candidate pixels, T = {T(1), T(2), . . . , T(n), . . . , T(N)}, their cost matrixes are calculated
as follows.

d(m,n)=
∣∣∣R(m) − T(n)

∣∣∣ (2)

dM×N =



d(1,1) d(1,2) . . . d(1,n) . . . d(1,N)

d(2,1) d(2,2) . . . d(2,n) . . . d(2,N)

. . . . . . . . . . . . . . . . . .
d(m,1) d(m,2) . . . d(m,n) . . . d(m,N)

. . . . . . . . . . . . . . . . . .
d(M,1) d(M,2) . . . d(M,n) . . . d(M,N)


(3)

DM×N =



D(1,1) D(1,2) . . . D(1,n) . . . D(1,N)

D(2,1) D(2,2) . . . D(2,n) . . . D(2,N)

. . . . . . . . . . . . . . . . . .
D(m,1) D(m,2) . . . D(m,n) . . . D(m,N)

. . . . . . . . . . . . . . . . . .
D(M,1) D(M,2) . . . D(M,n) . . . D(M,N)


(4)

D(m,n) =


d(1,1) , m = 1 and n = 1
d(1,n) + D(1,n−1) , m = 1 and n 6= 1
d(m,1) + D(m−1,1) , m 6= 1 and n = 1

d(m,n) + min
{

D(m−1,n−1), D(m−1,n), D(m,n−1)

}
, m 6= 1 and n 6= 1

(5)

where m and n are the time sequences, and M and N are the lengths of the reference and
target time series, respectively. R(m) and T(n) are the values of the reference and target
time series at time sequences m and n, respectively. The d(m,n) and dM×N are the absolute
difference value and cost matrix, and D(m,n) and DM×N are the accumulated absolute
difference value and the accumulated cost matrix between the reference and target time
series, respectively. The smaller the value of DM×N, the higher the similarity between two
time series.

In the execution of DTW, the calculation of the overall DM×N, i.e., the minimum
accumulated cost matrix Dmin, all samples should take into account all the sample types.
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Specifically, it first calculates the median D(m,n) for each sample type and then minimizes
all the medians to obtain the overall minimum DM×N.

Dmin = min
{

median
[

D(1,1)
(m,n), D(1,2)

(m,n) . . . D(1,v)
(m,n)

]
. . . median

[
D(u,1)
(m,n), D(u,2)

(m,n) . . . D(u,v)
(m,n)

]}
(6)

where u and v represent the type and number of training samples, respectively.
However, there may be small temporal differences between the time series curves of

same sample type. For crop type classification, the time series curves of same crop type
may differ due to differences in planting management and climatic conditions. Thus, the
TWDTW method adds a logical time weight ω to calculate the absolute difference d′(m,n)
and cost matrix dM×N [44].

d′(m,n) =
∣∣∣R(m) − T(n)

∣∣∣+ω(m,n) (7)

ω(m,n) =
1

1 + e−α(g(tm ,tn))−β
(8)

where ω(m,n) and g(tm, tn) are the logical time weight and time difference between the
reference and target time series at time sequences m and n, respectively. The logistic
time cost used in the TWDTW method has a lower or larger penalty for smaller or larger
cost distances, which can reduce the sensitivity of classification compared with the linear
method [44]. In this study, α and β were set as 0.1 and 15, ensuring a lower penalty for time
differences of less than 15 days. The logical time weight was multiplied by a coefficient of
500 and then added to the cost matrix.

2.3.3. Random Forest Classification

RF is a classical machine learning algorithm based on decision tree rule integration,
which is widely used in crop type and land use classification and data prediction. The
algorithm feeds training data into multiple decision classifiers to generate multiple classi-
fication results and uses a voting method to determine the final classification result with
highest accuracy. Its high noise immunity and high stability can effectively improve the
accuracy and stability of crop classification studies [62–64]. In this study, we used the RF
classifier with 100 trees.

2.3.4. Classification Accuracy Assessment

In this study, the accuracy assessment of classification results was performed based on
the widely used error matrix and its associated measures, including producer’s accuracy
(PA), user’s accuracy (UA), overall accuracy (OA) [65], and Kappa coefficient [66]. The
producer’s accuracy reflects the accuracy of all correctly classified pixels to classification
results in a specific category correctly classified in the results, the user’s accuracy reflects
the accuracy of all correctly classified pixels to validation samples in a specific category, and
the overall accuracy and Kappa coefficient reflect the average accuracy of all categories. We
used the error matrix to assess the accuracies for the 30 times classifications of each strategy
and used the box plot method [67] to show the accuracy statistics of the crop classifications.

2.3.5. Sensitivity Assessment of Classification Accuracy to Sample Size

In order to assess the sensitivities of different classification strategies to the number of
sample points, we carried out multiple crop classifications based on gradually increasing
sample size (i.e., 2, 5, 10, 20, 50, and 100 samples for each crop type). Each classification
strategy with different sample size was executed three times to obtain an average accuracy,
and we compared all the averaged accuracies of 8 classification strategies.
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3. Results
3.1. Time Series Curves of Major Crop Types

Different crops have their own unique VH time series curves under either scattered
or central sampling strategies (Figure 4). Anomalously high values of VH reception
were observed for all crops on the approximately 100th day of the year (DOY), implying
unusually high backscattering during this period. After that, the VH curves showed
significant differences between different crops. Specifically, spring wheat was grown
slightly earlier than others, reaching a peak before the 150th DOY, and had 3 significant
peaks with smaller values than other crops during the growing season. The rising and
falling times of dry bean and soybean were similar on the VH curves, and dry bean has
only one peak while soybean has two peaks. Corn had three significant peaks, and the
third one arrived later than other crops, indicating its later harvest period. The first peak
of sugar beet arrived a little earlier and had slightly higher values than other crops. In
addition, hay maintained low values and decreased slowly after the 150th DOY, with a
low peak on the 300th DOY. The time series curves of the five sample points for each crop
(especially spring wheat, soybean, sugar beet, and corn) based on central sampling had
less difference than scattered sampling (Figure 5), indicating that the growth conditions of
the same crop were similar to nearby areas but more different from distant areas.

Figure 4. Mean values of VH time series curves for different crop training samples: the original
(a) and SG filter curves (b) of scattered samples, and the original (c) and SG filter curves (d) of
central samples.
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3.2. SNIC Image Segmentation Results

The SNIC algorithm using different parameters of seed spacing caused differentiated
segmentation results (Figure 6). With the increase in seed spacing parameters, the image
superpixels or pixel objects obtained by segmentation became smoother. Too large or too
small seed spacing will lead to results inconsistent with actual fields. The segmentation
results were fragmented and rough when using small seed spacing parameters (e.g., 15).
However, large seed spacing (e.g., 25 and 30) can lead to over-segmentation with over-
smooth pixel objects. Thus, we finally chose a median value of the seed spacing parameter
(i.e., 20) to segment the NAIP image and to obtain 58 periods object-based VH time series
data for crop type classification.

Figure 5. SG filter time series curves of different crops under scattered and central sampling strategies.
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Figure 6. SNIC segmentation results using seed spacing parameters of 15 (a), 20 (b), 25 (c), and 30 (d).

3.3. Comparisons of Different Classification Results and Accuracies

By comparing the crop classification results based on different methods, we found that
object-based classification performed better than pixel-based classification (Figure 7), and
the crop type distribution maps zoomed in the partial area depicted these characteristics in
more detail (Figure 8). Affected by the salt and pepper effects, there were many unavoidable
small patches in the pixel-based classification results. At the same time, object-based
classification results had fewer of these patches. In addition, because the time curves of
soybean and dry bean were similar, there was a certain misclassification between these
two crops. Using the object-based classification method, the TWDTW algorithm caused
significantly less misclassification than the RF algorithm.

Figure 7. Crop classification results under different sampling strategies, perspectives, and classi-
fiers. RF and TWDTW are the abbreviations of Random Forest and Time-Weighted Dynamic Time
Warping, respectively.
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Figure 8. Crop classification results in the zoom area under different sampling strategies, perspectives,
and classifiers. RF and TWDTW are the abbreviations of Random Forest and Time-Weighted Dynamic
Time Warping, respectively.

Accuracy assessment analyses found that the accuracies of the TWDTW algorithm
were generally higher than those of the RF algorithm using either scattered or central
sampling strategies and either pixel- or object-based methods (Table 1). The object-based
TWDTW algorithm had the highest overall accuracy in both the central and scattered sam-
pling strategies, 82.11% and 81.64%, respectively. In terms of the TWDTW algorithm, the
object-based method was much better than the pixel-based method. Due to its poor general-
ization learning ability, the RF algorithm had a low performance in limited-samples-based
classification, especially in central sampling. This indicated that RF classification needs
the support of comprehensive samples, while TWDTW has a strong spatial generalization
learning ability and is suitable for limited-samples-based crop classification.

Table 1. Overall accuracies and Kappa coefficients under different sampling strategies, perspectives,
and classifiers.

Different Classification Methods Overall Accuracy (%) Kappa Coefficient

Scattered sampling

Pixel-based, RF 73.17 0.66
Object-based, RF 73.58 0.67

Pixel-based, TWDTW 73.17 0.66
Object-based, TWDTW 81.64 0.77

Central sampling

Pixel-based, RF 71.63 0.64
Object-based, RF 69.65 0.62

Pixel-based, TWDTW 75.39 0.68
Object-based, TWDTW 82.11 0.77

Abbreviations: RF and TWDTW refer to Random Forest and Time-Weighted Dynamic Time Warping, respectively.

We performed 30-times classifications with different samples for different methods to
further compare their accuracies using box plots (Figure 9). The comparison results showed
that TWDTW performed better than RF in the classifications with the same strategies. The
object-based methods had higher accuracies than pixel-based ones, and the object-based
TWDTW had the highest accuracy under either scattered or central sampling strategies.
Moreover, the advantage of TWDTW over RF was greater in central sampling than in
scattered sampling.
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Figure 9. Box plots of 30-times overall accuracies for each classification strategy. Red line refers to
the average accuracy. RF and TWDTW are the abbreviations of Random Forest and Time-Weighted
Dynamic Time Warping, respectively.

In terms of crop type, spring wheat had the highest accuracy, while dry bean had
the lowest accuracy (Table 2). For central sampling, the user accuracy of dry bean, corn,
and hay and the producer accuracy of soybean and dry bean were relatively low using
the pixel-based or object-based RF method. The time series curves of soybean and dry
bean were almost similar and only had different shapes between the 180th and 250th DOY,
leading to a large number of misclassifications between them (Figure 10). However, under
either scattered or central sampling strategies, both object-based and pixel-based TWDTW
results performed better than RF, and the PA and UA of dry bean and soybean significantly
improved (Table 2). This indicated that TWDTW could effectively distinguish the different
values between soybean and dry bean between the 180th and 250th DOY in the overall
similar curves.

Table 2. Producer’s and User’s accuracies (unit: %) under different sampling strategies, perspectives,
and classifiers.

Different Classification Methods Spring Wheat Dry Bean Corn Soybean Sugar Beet Hay

Scattered
sampling

Pixel-based
RF

User’s Accuracy
Producer’s Accuracy

92.0
85.9

41.2
61.5

64.1
80.3

80.5
55.9

89.0
75.7

46.6
87.3

Object-based
RF

User’s Accuracy
Producer’s Accuracy

88.0
89.2

38.4
66.9

70.4
80.2

78.6
52.9

88.5
78.9

59.0
78.5

Pixel-based
TWDTW

User’s Accuracy
Producer’s Accuracy

88.7
88.1

50.0
70.9

63.1
57.6

75.6
64.7

91.6
58.8

48.9
89.3

Object-based
TWDTW

User’s Accuracy
Producer’s Accuracy

91.9
91.6

59.5
74.8

76.7
79.7

87.8
70.7

90.3
82.4

56.0
92.4
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Table 2. Cont.

Different Classification Methods Spring Wheat Dry Bean Corn Soybean Sugar Beet Hay

Central
sampling

Pixel-based
RF

User’s Accuracy
Producer’s Accuracy

88.2
87.6

49.3
68.9

54.5
76.9

83.0
47.7

80.0
77.0

47.4
85.6

Object-based
RF

User’s Accuracy
Producer’s Accuracy

92.5
84.7

37.5
68.2

56.8
85.5

78.8
41.6

84.7
73.5

50.7
90.1

Pixel-based
TWDTW

User’s Accuracy
Producer’s Accuracy

81.4
93.4

55.9
55.6

72.3
63.5

84.4
62.2

75.4
82.6

53.9
80.2

Object-based
TWDTW

User’s Accuracy
Producer’s Accuracy

88.0
92.5

68.4
75.0

72.3
74.2

90.2
72.3

85.2
84.3

62.8
93.4

Abbreviations: RF and TWDTW refer to Random Forest and Time-Weighted Dynamic Time Warping, respectively.

Figure 10. Confusion matrixes under different sampling strategies, perspectives, and classifiers. RF and
TWDTW are the abbreviations of Random Forest and Time-Weighted Dynamic Time Warping, respectively.

3.4. Sensitivities of Different Classification Strategies to Sample Size

Sensitivity analyses found that the TWDTW algorithm generally had higher accuracy
than the RF algorithm (Figure 11), especially for the classifications with a small sample size
under the central sampling strategy (Figure 11a,b). Under the central sampling strategy,
TWDTW consistently performed better than RF with increasing sample size. However, RF
performed better than TWDTW when the sample size exceeded 50 for each crop type under
the scattered sampling strategy (Figure 11b). This indicated that RF requires much more
samples than TWDTW to achieve satisfactory classification accuracy.
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Figure 11. Accuracy sensitivities of different classification strategies to sample size. RF and TWDTW
are the abbreviations of Random Forest and Time-Weighted Dynamic Time Warping, respectively.

Along with the increasing sample size, the accuracy improved for all classification
methods (Figure 11). The accuracy improvement in RF due to increased sample size was
more significant than that of TWDTW under each strategy (Figure 11c,d), indicating that
TWDTW was more robust while RF was more sensitive to the sample size change. For
the TWDTW algorithm, the object-based classifications performed much better than pixel-
based ones, especially for the central sampling strategy with a small sample size. For the
RF algorithm, the scattered sampling strategy performed better than the central sampling
one, especially for the object-based classifications with large sample sizes.

4. Discussion
4.1. Advantages of GEE Platform and Sentinel-1 SAR Images for Crop Classification

Previous studies generally classified crop types based on a certain algorithm or com-
pared the classification accuracy of multiple algorithms. In this study, we compared eight
different crop type classifications based on different sampling strategies (i.e., central sam-
pling and scattered sampling), different perspectives (i.e., object-based and pixel-based),
and different classifiers (i.e., TWDTW and RF) using Sentinel-1A/B SAR images and GEE
big-data cloud platform. Due to its open access datasets and algorithms and powerful
computing ability, GEE has been widely used in mapping crop types. In addition, unlike
optical images, the Sentinel-1 SAR images used in this study have strong penetrability
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to obtain long-term cloud-free continuous time series data for crop classification [28,29].
Previous research provided an Analysis Ready Data (ARD) framework for researchers to
easily preprocess Sentinel-1 SAR backscatter on the GEE [51]. The easy-access SAR data
and efficient processing capabilities on the GEE platform made all of the Sentinel-1A/B
data processing in this study take only ten minutes. This makes it easy to obtain dense time
series images, which can provide more detailed crop phenology information and effectively
improve the accuracy of crop classification [68]. GEE also provides an efficient, simple
non-iterative clustering method for effective image segmentation. Moreover, we found
that the object-based method can effectively reduce the coherent spot noise of SAR data
and improve the classification accuracy compared to the pixel-based method, which was
consistent with previous studies [35,69].

4.2. Implications for Crop Classification and Sustainable Agricultural Management

The same crop type may differ in sowing time and growth conditions, causing similar
shapes but different start–end times and amplitudes of time series curves. Such ubiquitous
difference characteristics are difficult to capture by traditional machine learning methods
such as RF but can be effectively handled by the TWDTW method [24,46,61]. Although
TWDTW has been used relatively less than RF, we found that TWDTW can perform better
than RF in few-samples-based crop classification due to its strong spatial generalization
ability, which was consistent with previous research [70,71]. We also found that TWDTW
had a robust performance to sample size change and performed better than RF in the
central sampling strategy, which proved its effectiveness in crop classification in large
areas with limited samples [72,73]. Previous studies have confirmed the effectiveness of
the TWDTW method in complex agricultural areas using a small number of samples for
crop classification [8] and also proved that TWDTW performed better than other methods
(e.g., RF and SVM) in classification trials with recursive sample reduction [43]. However,
we found that RF performed better than TWDTW when the sample size exceeded 50.
This indicated that RF requires a large number of representative and spatially distributed
samples to achieve satisfactory accuracy [74], consuming more labor and time.

Crop classification plays an important role in precision agriculture, food security, and
sustainable cropland use [75]. By accurately identifying different crop types and their
growth stages, farmers can optimize their management practices to increase yields, reduce
costs, and minimize environmental impacts [76,77]. The use of Sentinel-1 and TWDTW
for crop classification can provide effective social benefits, especially in situations where
the number of samples is limited. Sentinel-1 SAR can provide effective and continuous
time series images in any climatic situation. The TWDTW classifier only requires local
and limited samples to achieve satisfactory classification accuracy in a large area, which
can effectively improve sample collection efficiency and reduce the time, manpower, and
money required for crop monitoring. This is particularly important for crop classification
in some cloudy and rainy regions near the equator in Africa and Latin America [78,79].
Moreover, the combination of TWDTW and RF in crop classification may lead to significant
improvements in classification accuracy and sustainable agricultural management.

4.3. Limitations and Future Research Topics

In this study, we only identified the crop types on the North Dakota–Minnesota bor-
der in 2018. Future research can focus on larger-scale and longer-term crop classification,
providing basic data for the characteristics, driving mechanisms, and impacts of spatiotem-
poral crop type changes and supporting decision-making for future scenario optimization.
Moreover, we used only one linear polarization band (i.e., VH) of Sentinel-1A/B SAR
images to classify crop types. Previous research has confirmed that crop classification
using multiple polarization parameters extracted by Cloude–Pottier and Freeman–Durden
decomposition had higher accuracy than only using one linear polarization based on
RADARSAT-2 data [22]. Other research used Sentinel-1 double polarization decomposition
to obtain parameters of entropy, anisotropy, and alpha angle to improve classification
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accuracy [80]. Thus, future research can focus on digging for more useful polarization
decomposition parameters for higher-accuracy crop classification.

In this study, we segmented the high-resolution NAIP images to carry out lower-
resolution classification based on Sentinel-1 data, which may help improve classification
performance. However, large-area high-resolution images were difficult to obtain, espe-
cially in a free and timely way. In addition, we only used the visual interpretation method
to determine the seed spacing parameter for image segmentation. Future research should
assess the classification accuracies under different seed sizes and different methods to
determine the most efficient segmentation parameter. The classification performances of
TWDTW for other data sources (e.g., Landsat-8 and Sentinel-2), other study areas, or other
crop types should be analyzed in future research to assess its robustness. In addition, early
crop mapping can provide important information for crop growth monitoring and yield
prediction [81]. The TWDTW allows for the use of additional data from previous years
and the incorporation of temporal information (e.g., crop phenology changes) to improve
classification accuracy [75], which has potential applications for early crop mapping as well
as historical and limited-samples-based crop type classification and thus deserves more
attention in future studies.

5. Conclusions

By comparing the accuracies of eight classification strategies, we found that the
TWDTW algorithm generally performed better than the RF algorithm, especially for small-
sample classification with a central sampling strategy. The object-based methods had
higher accuracies than pixel-based ones, and the object-based TWDTW had the highest
accuracy under either scattered or central sampling strategies. For the RF method, the
scattered sampling performed much better than central sampling, especially for large-
sample classification. In terms of crop type, although soybean and dry bean had relatively
more misclassifications than other crops due to their similar curves, the TWDTW performed
significantly better than RF in distinguishing these two crops.

Sensitivity analyses found that the accuracies improved for all eight classification
strategies with increasing sample size. The improvement in RF was more significant
than that of TWDTW, indicating that TWDTW was more robust while RF was more
sensitive to sample size change. TWDTW performed much better than RF in limited-
sample classifications, while RF performed slightly better than TWDTW when the sample
size exceeded 50. This proved that RF requires many more samples than TWDTW to
achieve satisfactory classification accuracy.

The comparison results indicated that TWDTW has stronger temporal and spatial gen-
eralization capabilities and can effectively capture similar curve characteristics in the same
crop despite small differences induced by sowing time and climatic conditions. TWDTW
only requires a labor-, time-, and cost-effective sampling strategy to generate local and
limited samples for large-area classification, which makes it have numerous potential
applications for early, historical, and limited-samples-based crop type classification, which
deserves more future attention. The findings of this study are worthwhile contributions
to the methodology and practices of crop type classification as well as sustainable agricul-
tural development.
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