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Abstract: The response of vegetation spring phenology to climate warming has received extensive
attention. However, there are few studies on the response of vegetation spring phenology to extreme
climate events. In this study, we determined the start of the growing season (SOS) for three vegetation
types in temperate China from 1982 to 2015 using the Global Inventory Modeling and Mapping
Study’s third-generation normalized difference vegetation index and estimated 25 extreme climate
events. We analyzed the temporal trends of the SOS and extreme climate events and quantified the
relationships between the SOS and extreme climate events using all-subsets regression methods. We
found that the SOS was significantly advanced, with an average rate of 0.97 days per decade in China
over the study period. Interestingly, we found that the SOS was mainly associated with temperature
extremes rather than extreme precipitation events. The SOS was mainly influenced by the frost days
(FD, r = 0.83) and mean daily minimum temperature (TMINMEAN, r = 0.34) for all three vegetation
types. However, the dominant influencing factors were vegetation-type-specific. For mixed forests,
the SOS was most influenced by TMINMEAN (r = 0.32), while for grasslands and barren or sparsely
vegetated land, the SOS was most influenced by FD (r > 0.8). Our results show that spring phenology
was substantially affected by extreme climate events but mainly by extreme temperature events rather
than precipitation events, and that low temperature extremes likely drive spring phenology.

Keywords: spring phenology; extreme climate events; remote sensing; partial correlation analysis;
all-subsets regression

1. Introduction

Global climate change is of widespread concern because of its significant impact on
both human society and terrestrial ecosystems [1–5]. Vegetation phenology is often seen as
a bioindicator of climate change because of its response to climate change [6]. The function
of terrestrial ecosystems may change with the change in vegetation phenology [7,8]. For
example, an earlier start of the growing season (SOS) may result in a longer growing season,
thereby increasing the number of days available for carbon assimilation [9,10]. However,
past research has mostly concentrated on how SOS reacts to average or gradual climate
change, while the response to extreme climate events has received relatively little attention.

In temperate and boreal regions, the spring phenology of vegetation is mainly regu-
lated by temperature, although it can also be influenced by other factors, such as photope-
riod [11–13]. Researchers have developed a number of process-based spring phenology
models, such as the Thermal Time model and the Photothermal Time model, which con-
sider the effects of temperature and photoperiod on spring phenology [14,15]. However,
to our knowledge, these models do not consider the effects of extreme climate events.
Some studies have shown that temperature extremes can affect vegetation phenology more
directly and strongly than gradual changes in temperature [16,17]. For example, Du et al.
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demonstrated that the daily minimum temperature and precipitation have a major role
in controlling spring phenology in arid mountain habitats in China [18]. Deng et al. also
showed that drought led to an earlier SOS of vegetation in humid and subhumid zones in
northern China compared to normal years while delaying the SOS of vegetation in subarid
zones [19]. Investigating how extreme climatic events affect spring phenology is therefore
important to improve the robustness of phenology models and hence our predictions of
vegetation phenology changes under future climate change scenarios.

The Sixth Assessment Report (AR6) published by the Intergovernmental Panel on
Climate Change (IPCC) states that extreme climate events are evolving towards being
frequent, intense, and persistent due to ongoing global warming [20]. China has been
suffering from a wide range of extreme climate events [21]. For example, in Xinjiang,
China, the index of extremes associated with warmth has gradually increased over the
period of 1961–2014, while the index of extremes associated with cold has gradually
decreased [22]. Shi et al. showed that with global warming, cold-related extremes will
decrease in China, while heat and precipitation-related extremes will increase [23]. In
addition, Wu et al. showed an increasing trend in the frequency and extent of warm-related
compound extremes (accompanied by drought or humidity) and a decreasing trend in
cold-related compound extremes in China [24]. It is therefore important to study how the
spring phenology of vegetation in China is affected by climatic extremes.

Extracting phenological information is a prerequisite for studying the effects of climate
extremes. There are three methods of obtaining phenological information, namely ground-
based observations, remote sensing, and phenological models. Ground-based observations
refer to the direct observation of vegetation at ground stations. This method is intuitive and
accurate; however, it is not suitable for large-scale applications. The model approach refers
to the use of phenology models to obtain phenology information, which has the advantage
of being able to predict phenology; however, the lack of a phenology mechanism can lead
to uncertainty in the results. Therefore, remote sensing is the most appropriate method for
this study.

Remote sensing is widely used in large-scale phenological research because it has
the benefits of good spatial coverage and long-term continuous observational data [25].
The normalized difference vegetation index (NDVI) is one of the most commonly used
vegetation indices for extracting vegetation phenology. Remote sensing methods for
extracting vegetation phenology typically involve two steps: fitting a vegetation index curve
and determining the phenological period. The methods commonly used to fit an NDVI time
series curve include the Gaussian-function-based method and the Sigmoid-function-based
method, while the methods for determining phenological periods include the threshold
method and the derivative method [26,27]. However, differences between vegetation
index fitting and phenological period determination methods introduce uncertainty into
the phenological metrics obtained using the different methods [28,29]. To reduce this
uncertainty, the results from multiple methods can be combined [30,31].

In this study, the SOS of different vegetation types in temperate China between 1982
and 2015 was determined using the third-generation normalized difference vegetation
index (NDVI3G) produced by the Global Inventory Modeling and Mapping Study (GIMMS)
group. We then calculated 15 indices of extreme temperature and 10 indices of extreme
precipitation and investigated the relationship between SOS and climate extremes. The
objectives of this study were as follows: (1) to investigate the temporal dynamics of the
SOS and climate extremes indices (CEIs) and (2) to analyze the impacts of CEIs on the SOS.

2. Materials and Methods
2.1. Study Region and Land Cover

We focused on natural vegetation, as crop phenology is strongly disturbed by human
activity. We selected temperate China (above 30◦ N) as the study area due to the relatively
small visual seasonal fluctuations in subtropical and tropical evergreen forests. The aggre-
gated standard land cover data product (MCD12Q1) was used as the land cover, which was
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derived from the Moderate-Resolution Imaging Spectroradiometer (MODIS) [32,33]. The
MCD12Q1 product covers latitudes of 64◦S to 84◦N and longitudes of 180◦W to 180◦E with
a spatial resolution of 1/12◦, and it uses the International Geosphere-Biosphere Programme
(IGBP) classification criteria. We selected only pixels with stable coverage for analysis.
The study area included three vegetation types (Figure 1), namely mixed forests (MF),
grasslands (GL), and barren or sparsely vegetated land (BOSV).

Remote Sens. 2022, 14, x FOR PEER REVIEW 3 of 20 
 

 

2. Materials and Methods 
2.1. Study Region and Land Cover 

We focused on natural vegetation, as crop phenology is strongly disturbed by human 
activity. We selected temperate China (above 30° N) as the study area due to the relatively 
small visual seasonal fluctuations in subtropical and tropical evergreen forests. The ag-
gregated standard land cover data product (MCD12Q1) was used as the land cover, which 
was derived from the Moderate-Resolution Imaging Spectroradiometer (MODIS) [32,33]. 
The MCD12Q1 product covers latitudes of 64° S to 84° N and longitudes of 180°W to 180°E 
with a spatial resolution of 1/12°, and it uses the International Geosphere-Biosphere Pro-
gramme (IGBP) classification criteria. We selected only pixels with stable coverage for 
analysis. The study area included three vegetation types (Figure 1), namely mixed forests 
(MF), grasslands (GL), and barren or sparsely vegetated land (BOSV). 

 
Figure 1. Vegetation types in temperate China. 

2.2. NDVI and Climate Dataset 
GIMMS NDVI3G data derived from the Advanced Very-High-Resolution Radiometer 

(AVHRR) were used to extract spring phenology for the study area from 1982 to 2015. We 
used this dataset to study the impact of climate extremes on SOS because it has longer 
time coverage and includes the period of warming hiatus after 1997/98. The dataset was 
obtained using the maximum-value composite method with a temporal resolution of ap-
proximately 15 d and a spatial resolution of 1/12°. The data have undergone quality con-
trol (including atmospheric correction and orbital drift correction) [34] and are widely 
used for dynamic vegetation monitoring [35], land cover classification [36], and pheno-
logical information extraction [37,38] at regional and global scales. 

The ERA-Interim dataset is used to calculate the CEIs, which is produced by the Eu-
ropean Centre for Medium-Range Weather Forecasts. We chose to use ERA-Interim as our 
climate data source due to its widespread use and the fact that its spatial and temporal 
resolution met the requirements of our study. The spatial resolution of this dataset ranges 
from 0.125° to 2.5° [39,40]. We downloaded daily temperatures (including maximum and 
minimum temperatures) and precipitation at a spatial resolution of 0.125° for the years 
1982–2015. 

2.3. Methods 
We extracted the SOS in temperate China based on the phenofit framework [41,42]. 

This framework contains six methods for fitting curves of NDVI, including asymmetric 
Gaussian [26] (AG hereafter), Beck’s [43] (Beck), Elmore’s [44] (Elmore), Gu’s [45] (Gu), 

Figure 1. Vegetation types in temperate China.

2.2. NDVI and Climate Dataset

GIMMS NDVI3G data derived from the Advanced Very-High-Resolution Radiometer
(AVHRR) were used to extract spring phenology for the study area from 1982 to 2015. We
used this dataset to study the impact of climate extremes on SOS because it has longer
time coverage and includes the period of warming hiatus after 1997/98. The dataset was
obtained using the maximum-value composite method with a temporal resolution of ap-
proximately 15 d and a spatial resolution of 1/12◦. The data have undergone quality control
(including atmospheric correction and orbital drift correction) [34] and are widely used
for dynamic vegetation monitoring [35], land cover classification [36], and phenological
information extraction [37,38] at regional and global scales.

The ERA-Interim dataset is used to calculate the CEIs, which is produced by the
European Centre for Medium-Range Weather Forecasts. We chose to use ERA-Interim as
our climate data source due to its widespread use and the fact that its spatial and temporal
resolution met the requirements of our study. The spatial resolution of this dataset ranges
from 0.125◦ to 2.5◦ [39,40]. We downloaded daily temperatures (including maximum and
minimum temperatures) and precipitation at a spatial resolution of 0.125◦ for the years
1982–2015.

2.3. Methods

We extracted the SOS in temperate China based on the phenofit framework [41,42].
This framework contains six methods for fitting curves of NDVI, including asymmetric
Gaussian [26] (AG hereafter), Beck’s [43] (Beck), Elmore’s [44] (Elmore), Gu’s [45] (Gu),
Klosterman’s [46] (Klos), and Zhang’s [27] (Zhang), and four methods for determining
phenological periods, including the threshold, derivative, Gu, and inflection methods.
We used six curve-fitting methods combined with the derivative method to extract SOS.
The NDVI curve-fitting functions for the six methods are shown in Table S1. The SOS
corresponds to the time when the rate of change of the NDVI curve is locally maximized.
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To reduce uncertainty, we used an average of six methods to examine the impact of climate
extremes on SOS.

The relationship between CEIs and SOS was examined using partial correlation analy-
sis. We then used all-subsets regression to analyze the impact of CEIs on SOS. All-subsets
regression tested all possible subsets of the set of potential independent variables and
then used a specific criterion (e.g., adjusted R2) to determine the best model. There are
2k different subsets of the k possible independent variables that need to be tested. The
equation below describes all possible regression models for the k variables:

y = β0 + βixi + ε
y = β0 + βixi + β jxj + ε

...
y = β0 + β1x1 + β2x2 + · · ·+ βkxk + ε

(1)

where the first equation is a univariate model with i taking values from 1 to k, and the
second equation is a bivariate model with i and j being unequal and taking values from 1
to k.

2.4. CEIs

The Expert Team (ET) of the CLIVAR project defines 27 core indices based on daily tem-
perature and precipitation (http://etccdi.pacificclimate.org/list_27_indices.shtml, accessed
on 1 September 2022). Some indices are based on fixed thresholds, and other thresholds
are based on percentiles of the data series. We calculated 23 of these indices and calculated
the mean daily maximum temperature and the mean daily minimum temperature. The
CEIs were counted from 1 January to the SOS. Finally, we obtained 15 CEIs based on
temperature and 10 based on precipitation. Table 1 shows the indices used in this study
and their definitions.

Table 1. Definition of climate extreme indices used in this study. TN, daily minimum temperature;
TX, daily maximum temperature; RR, daily precipitation.

Indicator Name Definitions Units

Extreme temperature indices

FD Frost days Annual count when TN < 0 ◦C days
TN10P Cool nights Days when TN < 10th percentile days
TX10P Cool days Days when TX < 10th percentile days
TN90P Warm nights Days when TN > 90th percentile days
TX90P Warm days Days when TX > 90th percentile days
TXX Max Tmax Maximum value of daily maximum temperature ◦C
TNX Max Tmin Maximum value of daily minimum temperature ◦C
TXN Min Tmax Minimum value of daily maximum temperature ◦C
TNN Min Tmin Minimum value of daily minimum temperature ◦C

TMAXMEAN Mean Tmax Mean value of daily maximum temperature ◦C
TMINMEAN Mean Tmin Mean value of daily minimum temperature ◦C

CSDI Cold spell duration indicator Count of days with at least 6 consecutive days when TN <10th
percentile days

SU Summer days Count when TX > 25 ◦C days
ID Ice days Count when TX < 0 ◦C days
TR Tropical nights Count when TN > 20 ◦C days

Extreme precipitation indices

RX1DAY Max 1-day precipitation amount Maximum 1-day precipitation mm
RX5DAY Max 5-day precipitation amount Maximum consecutive 5-day precipitation mm

R95P Very wet days Total PRCP when RR > 95th percentile mm
R99P Extremely wet days Total PRCP when RR > 99th percentile mm
CDD Consecutive dry days Maximum number of consecutive days with RR < 1 mm days
CWD Consecutive wet days Maximum number of consecutive days with RR >= 1 mm days

R10MM Number of heavy precipitation days Count of days when PRCP >= 10 mm days
R20MM Number of very heavy precipitation days Count of days when PRCP >= 20 mm days

SDII Simple daily intensity index Total precipitation divided by the number of wet days (defined as
PRCP >= 1.0 mm) in the year mm/day

PRCPTOT Total wet-day precipitation Total PRCP in wet days (RR >= 1 mm) mm

http://etccdi.pacificclimate.org/list_27_indices.shtml
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3. Results
3.1. Phenological Spatial Patterns

Using GIMMS NDVI3G data from 1982 to 2015, we obtained the spatial patterns of the
SOS in temperate China calculated by six methods (Figure 2a–g). The area east of 105◦E
and south of 35◦N is a low-latitude, low-altitude area, and the SOS of most pixels was less
than 120 Julian days. In other regions, the SOS was relatively later, usually occurring after
April. The Qinghai–Tibet Plateau has a lower latitude, but its high elevation caused its SOS
to occur significantly later than that of the eastern region at the same latitude.
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(Elmore), (d) Gu’s method (Gu), (e) Klosterman’s method (Klos), (f) Zhang’s method (Zhang), and
(g) the mean of all methods (Mean). (h) The means and standard deviations of SOS for 1982–2015
estimated by six methods and their means for the three vegetation types: mixed forests (MF),
grasslands (GL), and barren or sparsely vegetated land (BOSV).

On average, among the three vegetation types, the SOS of MF was the earliest (126 ±
10 d), while that of GL was the latest (151 ± 14 d). Spring phenology could not be detected
in many pixels of BOSV because this vegetation type included desert areas in northwestern
China. BOSV had the broadest range of SOS dates with standard deviations greater than 20 d.
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3.2. Method Comparison

Similar spatial patterns were revealed by the SOS computed using the six different
approaches, with the Klos method displaying the biggest divergence from the mean. For
MF (Figure 2h), the SOS obtained using the Klos method had the highest mean and lowest
standard deviation (133 ± 6 d), while the SOS values obtained using the Beck and Zhang
methods had the lowest means and the highest standard deviations (121 ± 12 d). For
GL, the SOS obtained using the Gu method had the highest mean and standard deviation
(163 ± 18 d), while the SOS obtained by the Zhang method had the lowest mean and
standard deviation (146 ± 13 d). For BOSV, the SOS obtained with the Elmore method had
the highest mean and lowest standard deviation (165 ± 16 d), while the SOS obtained by
the Beck method had the lowest mean (145 ± 20 d).

3.3. Temporal Dynamics of SOS and CEIs

To assess the influence of CEIs on the SOS, we examined trends in the SOS and CEIs.
We first analyzed the average trend of the SOS obtained using the six methods. Overall, the
SOS in the study area was significantly advanced at a rate of 0.97 days per decade between
1982 and 2015. Specifically, the SOS advanced in 63.9% of pixels, and in 23.4% of pixels the
trends were significant (p < 0.05), while the SOS was delayed in 36.1% of pixels, and in 8.9%
of pixels the trends were significant (Figure 3c). We observed that a significantly changed
SOS occurred mainly in the eastern part of the study area. For the pixels with an advanced
SOS, 90.7% of the changes were less than 0.8 days/year, and for the pixels with a delayed
SOS, 81.5% of the changes were less than 0.6 days/year.

However, the trend in the SOS was not consistent over time. Between 1982 and 1998,
the SOS advanced in 63.4% of pixels, and in 12.0% of pixels the trends were significant
(Figure 3a), while between 1998 and 2015 the SOS advanced in 46.0% of pixels, and in
6.0% of pixels the trends were significant (Figure 3b). The SOS was delayed in 36.6% of
pixels during 1982–1998, and in 4.3% of pixels the trends were significant, while between
1998 and 2015 the SOS was delayed in 54.0% of pixels, and in 8.0% of pixels the trends
were significant.

The direction and magnitude of the change in phenology were geographically variable
and varied by vegetation type. Between 1982 and 2015, the SOS of most pixels for MF
tended to be advanced, and the change was significant for more than half of the pixels
(Table S2). For GL, more pixels had an advanced SOS than had a delayed SOS, and more
pixels had a significantly advanced SOS than had a significantly delayed SOS—roughly
1.8 times more pixels had a significantly advanced SOS. For BOSV, the percentage of pixels
with an advanced SOS was similar to that of pixels with a delayed SOS.

Interestingly, for all three vegetation types studied, the trend in the SOS changed over
time and even reversed. For MF, the percentage of pixels with a significantly advanced SOS
decreased from 21.9% in 1982–1998 to 8.4% in 1998–2015. For GL, during the period from
1982 to 1998, the percentage of pixels with a significantly advanced SOS was approximately
twice that of pixels with a significantly delayed SOS. In contrast, during the period from
1998 to 2015, the percentage of pixels with a delayed SOS was higher than that of pixels
with an advanced SOS. For BOSV, during the period from 1982 to 1998, the percentage of
pixels with an advanced SOS was slightly higher than that with a delayed SOS. However,
during the period from 1998 to 2015, the pixels with a significantly delayed SOS were
approximately 3.5 times more significantly advanced.

We also investigated trends in CEIs over the period of 1982–2015 (Table S3). Overall,
the extreme indices related to precipitation have no obvious trend (a similar percentage of
significant increase or decrease), while some indices related to temperature have obvious
trends. Between 1982 and 2015, the majority of pixel values of frost days (FD), cool nights
(TN10P), min daily maximum temperature (TXN), and min daily minimum temperature
(TNN) decreased, while the majority of pixel values of warm nights (TN90P), summer days
(SU), and tropical nights (TR) increased.
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However, the magnitude of change in the CEIs varies by vegetation type. For MF, over
60% of the pixels in FD show a significant decreasing trend, as do 28.9% of the pixels in
max Tmin (TNX). Over 31% of the pixels in heavy precipitation days (R10MM) and total
wet-day precipitation (PRCPTOT) show a significant decreasing trend. For GL, 24.2% of
the pixels in FD show a significant decreasing trend, as do 17.3% of the pixels in TNN,
while there is no significant trend in the extreme precipitation index. For BOSV, over 33%
of the pixels in TN10P and ice days (ID) show a significant decreasing trend, and there is
no significant trend in the extreme precipitation index.

To investigate the change in the trend of the CEIs over time, we calculated the differ-
ence in the percentage of the trend of the CEIs between 1998–2015 and 1982–1998 (Table
S4). Overall, fewer pixels showed decreasing values for low-temperature-related indices
(e.g., FD, TN10P, TX10P, CSDI, and ID), and fewer pixels showed increasing values for
high-temperature-related indices (e.g., TN90P, TX90P, SU, and TR). For example, compared
with 1982–1998, the percentage of pixels with decreasing FD decreased by 66% in 1998–2015,
with the percentage of pixels showing a significant decreasing trend, decreasing from 18.6%
to 1.0% (see Tables S5 and S6). For the extreme precipitation indices, the number of pixels
with increasing values of wet-related indices (e.g., RX5DAY, R95P, R99P, CWD, R10MM,
R20MM, and PRCPTOT) is decreasing, while the number of pixels with decreasing values
of dry-related indices (CDD) is also decreasing.

The temporal trends of the CEIs vary by vegetation type. For MF, pixels with de-
creasing values of low-temperature-related indices (e.g., FD, TN10P, TX10P, CSDI, and
ID) are decreasing, while there is no consistent temporal trend for high-temperature- and
precipitation-related indices. The temporal trends of the CEIs for GL are similar to the
overall temporal trends for the three vegetation types. For BOSV, most of the CEIs show
the trend that the number of pixels with increasing values is increasing.

3.4. Correlation between SOS and CEIs

Considering the potential for correlation between CEIs, we calculated partial correla-
tion coefficients between the CEIs and SOS (Figure 4). Overall, extreme temperatures were
more strongly correlated with the SOS than extreme precipitation events during 1982–2015.
For extreme temperature indices, the SOS was significantly positively correlated with FD
(r = 0.83), TMINMEAN (r = 0.34), ID (r = 0.35), and TR (r = 0.36), while it was negatively
correlated with TNN (r = −0.19) and SU (r = −0.17). For extreme precipitation indices, the
SOS was significantly positively correlated with R95P (r = 0.14) and CDD (r = 0.15).

The partial correlation coefficients between the SOS and the CEIs vary by vegetation
type. For MF, the SOS was significantly positively correlated with FD (r = 0.67), TMIN-
MEAN (r = 0.32), ID (r = 0.4), and TR (r = 0.37), while it was negatively correlated with
TNN (r = −0.21). The SOS was significantly positively correlated with R95P (r = 0.11),
CDD (r = 0.14), and PRCPTOT (r = 0.29), while it was negatively correlated with R20MM
(r = −0.15) and SDII (r = −0.2). The partial correlation coefficients between the CEIs and
SOS for GL are similar to those of all three vegetation types. For BOSV, the SOS was
significantly positively correlated with FD (r = 0.82), ID (r = 0.38) and TR (r = 0.45), while it
was negatively correlated with TXX (r = −0.29), TNN (r = −0.21), and SU (r = −0.3). The
SOS was significantly positively correlated with R95P (r = 0.18), while it was negatively
correlated with PRCPTOT (r = −0.17).

Comparing Figure 4(a1,b1,a2,b2), it can be found that the partial correlation coefficients
between the extreme temperature indices, extreme precipitation indices, and SOS for 1982–
1998 are similar to those for 1998–2015.
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3.5. Comparing the Effects of CEIs on the SOS

Considering that the partial correlation coefficient reflects the degree of association
between the two variables, its magnitude may not directly reflect the degree of influence
of the CEIs on the SOS. We used all-subsets regression to select the best subsets from the
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predictor variables based on the adjusted R2 values (Figure 5). Overall, the regression
model had the highest adjusted R2 of 0.93 when FD, TX90P, TNX, TNN, TMINMEAN,
ID, TR, and R95P were used as predictor variables (Figure 5d). However, the predictor
variables of the best regression models vary by vegetation type. For MF, when FD, TNX,
TNN, TMINMEAN, ID, TR, CDD, R20MM, SDII, and PRCPTOT were used as predictor
variables, the adjusted R2 of the regression model was highest, reaching 0.84. Similarly,
for GL, when FD, TX90P, TNX, TNN, TMAXMEAN, TMINMEAN, SU, ID, TR, and R95P
were used as predictor variables, the adjusted R2 of the regression model was the largest,
reaching 0.93. For BOSV, FD, TN90P, TNN, TMINMEAN, SU, ID, and TR produced the
highest adjusted R2 (0.96).
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To compare the regression coefficients, we eliminated the effects of the units of mea-
surement of the variables on the coefficients and calculated the scaled coefficient. Table S7
lists the coefficients of the regression model. Overall, FD, TMINMEAN, TR, and ID affected
the SOS of all three vegetation types, and FD and TMINMEAN had the greatest influence.
For MF, the SOS was most affected by TMINMEAN, while for GL and BOSV the SOS was
most affected by FD. These results indicate that the SOS of the three vegetation types was
most affected by extreme temperature events. In addition, extreme precipitation events
(e.g., SDII and R20MM) also affected the SOS of MF.

4. Discussion
4.1. Temporal Trends in SOS

Previous studies have shown that for most of temperate China there was no significant
trend in vegetation spring phenology from 1982 to 2006 [38], which is consistent with
the findings of the present study. Approximately half (50.3%) of the pixels of temperate
ecosystems in China had an advancing trend from 1999 to 2013 [47], and our results showed
that 46% of the pixels of temperate vegetation in China had an advancing trend from 1998
to 2015. The reason for this difference may be the satellite data used and the difference in
the study period.

Similar to the findings of this study, Cong et al. demonstrated that the spring phenol-
ogy of temperate vegetation in China advanced at an average rate of 1.3 ± 0.6 days from
1982 to 2010 [48]. Our study showed that most pixels of the SOS for the three vegetation
types from 1982 to 2015 showed an advancing trend; however, this trend was not consistent
throughout the study period. Studies have shown that the SOS in temperate vegetation in
China mainly showed an advancement trend in the 1980s and early 1990s, with the turning
point occurring in the mid-to-late 1990s [38], and similar conclusions can be drawn from our
analysis. The SOS of all three vegetation types showed a trend from advancing to delayed,
especially for GL and BOSV. For MF, most pixels of the SOS from 1998 to 2015 showed
an advancement trend; however, the percentage of pixels with an advancement trend
decreased significantly compared to 1982–1998. The findings of this study demonstrated
that, although the trend was not significant for the majority of pixels (p > 0.05), the SOS of
temperate vegetation in China primarily had a delayed trend between 1998 and 2015.

4.2. Temporal Trends in CEIs

Climate change is highly geographic and seasonal in nature [49,50]. For instance, over
longer periods of time, global temperatures have shown significant warming tendencies
in all seasons other than winter, whereas significant cooling trends are observed in winter
across much of eastern North America and northern Eurasia [51]. The frequency of extreme
climate occurrences has noticeably changed as global warming continues. Studies have
shown that the increase in daily minimum temperature is more pronounced than the
increase in daily maximum temperature [21]. During 1961–2015, indices related to high
temperatures (e.g., tropical nights, summer days, warm days, and warm nights) showed
an overall increasing trend in China, while indices related to low temperatures (e.g., frost
days, ice days, and cool nights) showed a decreasing trend [52]. This is comparable to the
findings of this study, despite the differences in study time and index calculation. In general,
our results show no significant trend of increasing or decreasing extreme precipitation
indices. This lack of a general trend may be due to the regional and seasonal nature of
precipitation. The temporal trend of global warming is not uniform, and it experienced a
hiatus of more than a decade after the 1997/98 El Niño event [50,53]. The study points out
that the average temperature in China decreased by 0.221 ◦C per decade during 1998–2012,
compared with an increase of 0.427 ◦C per decade during 1960–1998 [54]. The disruption of
warming is reflected not only in the average temperature but also in extreme climate events.
For instance, a warming hiatus occurred in eastern China during the 20 years after 1997,
marked by a significant decline in daily minimum temperatures [55]. The trend differences



Remote Sens. 2023, 15, 686 12 of 17

in CEIs between the periods of 1982–1998 and 1998–2015 in this study may be explained by
the warming hiatus.

4.3. Responses of SOS to CEIs

Although precipitation can change how sensitive vegetation spring phenology is to
temperature, it has been demonstrated that temperature and not precipitation more closely
correlates with vegetation spring phenology [48]. Our findings demonstrated that the
extreme temperature indices had a higher correlation with the vegetation SOS than did the
extreme precipitation indices. Of all the CEIs studied, frost days had the highest correlation
with the vegetation SOS, and all-subsets regression showed that frost days also had a very
strong influence on spring phenology. Currently, growing degree days (GDD) are often
seen as the dominant factor driving spring phenology. A growing degree day refers to the
part where the temperature exceeds a certain threshold (commonly set at 0 or 5 ◦C) [56].
The growing season begins when the cumulative GDD exceed a specific threshold. In
addition, day length may also affect spring phenology [12,13]. Recent research has revealed
that spring frost frequency drives the initiation of budburst, despite the fact that GDD can
act quickly once the growing season has started [57]. This may be because the leaf-out is
regulated by a strategy to minimize frost damage [58].

The timing of phenology reflects the trade-off between maximizing resource acqui-
sition and avoiding frost damage [12,59–61]. Plants have two coping strategies when
faced with undesirable conditions: evolving frost-resistant tissues to increase tolerance or
avoiding frost damage with seeds or underground stems or regenerating roots, an example
being the defoliation strategy of many woody plants [60,62]. Prebudburst frosts usually
only delay budburst, but if vegetation experiences higher temperatures in early spring
and budbursts occur early, experiencing subsequent frost may harm the plants and thus
affect ecosystem composition and productivity [63]. Different species have separate growth
strategies, tolerances, and resilience, resulting in various levels of impact. For example,
conservative growth strategies render yellow birch and American beech largely unaffected
by late spring frosts, while sugar maple suffers from frost damage, resulting in leaf loss
and delayed crown development [64]. In addition, European beech showed low resistance
to late frost events but high resilience in radial growth [65]. Considering the trend of
increasing frost area in recent years, the effects of frost need to be continuously monitored,
especially the damage from frost after the beginning of the growing season.

Studies have shown that the impacts of daytime and nighttime temperatures on vege-
tation spring phenology vary significantly, with Northern Hemisphere spring phenology
being driven primarily by daytime temperatures [56]. According to our findings, spring
phenology is more sensitive to TMINMEAN than TMAXMEAN. There may be several
reasons behind this phenomenon. First of all, the effects of daytime and nighttime tempera-
tures may vary with the seasons. For example, studies have shown that spring phenology
in the temperate grasslands of China is mainly influenced by daytime temperatures in
winter and by nighttime temperatures in spring [66]. On the other hand, the asymmetric
effects of temperature on spring phenology may be spatially heterogeneous. For example,
nighttime temperatures have a higher impact on spring phenology on the Tibetan Plateau
than daytime temperatures [67]. In addition, previous studies have typically used the
preseason approach, i.e., the months with the largest partial correlation coefficient between
spring phenology and the temperature indicators before spring phenology were defined
as preseason, which may lead to inconsistent time periods for daytime temperature and
nighttime temperature statistics, whereas the time periods for statistical extreme climate
indices are consistent in this study.

Phenology models are important tools for predicting phenological changes and are
based on an understanding of the environmental factors influencing vegetation phenology.
Temperature-based spring phenology models usually assume that plants need to undergo
two processes: accumulating chilling temperature and accumulating forcing tempera-
ture [68]. Some models suggest that plants need to accumulate a specific amount of chilling
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temperature in winter to break dormancy, after which they begin to accumulate forcing
temperature until the thermal requirements are met, while others suggest that the two
processes are not sequential and there is an interaction between the chilling requirements
and the forcing requirements [69–71]. In extremely warm years, the relationship between
chilling requirements and forcing requirements may be altered. It has been shown that
white ash trees have higher forcing requirements in extreme warm years than in nonex-
treme years, which can constrain the advancement of leaf-out and ultimately lead to early
leaf-out predicted by existing phenology models [10]. Whether this phenomenon occurs
for other species and the magnitude of the effect require further study.

Overall, the partial correlation coefficients between the SOS and extreme precipitation
indices were low, with PRCPTOT having an opposite effect on the SOS for MF and BOSV.
This may be because BOSV is mainly distributed in desert areas, whereas MF is mainly
distributed in areas with better precipitation conditions. Different soil water contents and
drought indices (annual precipitation divided by potential evapotranspiration) may con-
tribute to the differences in the effects of precipitation events on vegetation phenology [72].
Forests tend to be less constrained by moisture conditions, while deserts have lower soil
water content, making plants vulnerable to precipitation events. Pregrowing season precip-
itation has different effects on different vegetation types, and for moisture-limited areas,
increased cumulative precipitation usually leads to an earlier vegetation SOS [25]. Our
results suggest that extreme precipitation events may have an opposite effect to cumulative
precipitation (e.g., R95P vs. PRCPTOT for BOSV), and similar findings have been reported
in previous studies [73].

4.4. Limitations and Uncertainties

The findings of this study indicate that at the end of the 20th century the trend of
advancing spring phenology in temperate China reversed. However, it is worth noting that
different satellite data may yield inconsistent results. A typical controversy is the trend of
the spring phenology of vegetation on the TP after 2000. Using the AVHRR dataset, Yu
et al. analyzed the TP’s spring phenology of vegetation and found that the SOS had two
distinct trends: a slow advancing trend from the early 1980s to the mid-1990s, and a rapid
delay trend from the mid-1990s to 2006 [74]. However, a study by Zhang et al. based on
AVHRR, SPOT, and MODIS data showed a consistent advancement trend in the spring
phenology of the TP from 1982 to 2011 [75]. Ding et al. extracted the SOS of the TP using
SPOT data, and the results showed that the SOS was delayed and then advanced from 1999
to 2009, with an overall advancing trend [76]. In addition, a study based on tree-ring data
showed that spring phenology on the TP was significantly advanced from 2000 to 2009,
while there was a trend of advancement that was not significant from 2000 to 2011 [77]. In
a recent study combining AVHRR, MODIS, and aboveground biomass datasets to analyze
vegetation growth on the TP, it was found that AVHRR NDVI did not capture an advancing
trend in vegetation growth from 2000 to 2014, while MODIS NDVI partially captured this
trend, and that all satellite-derived NDVI understated the advance in plant growth [78].
In summary, it is clear that the data sources and the study period may have important
effects on the results. Therefore, when using satellite data to analyze vegetation phenology,
the results from multiple data sources, especially ground-based observations, need to be
combined [79].

5. Conclusions

Our study shows that the SOS was significantly advanced, with an average rate of
0.97 days per decade, and there was no consistent trend in either the SOS or CEIs from 1982
to 2015, with the turning point occurring in the late 1990s. The SOS of the three vegetation
types studied showed mainly an advancement trend in 1982–1998 and a delayed trend
or significant decrease in pixels with an advancement trend in 1998–2015. Overall, some
of the extreme temperature indices have a clear trend, while the extreme precipitation
indices do not have a clear trend, although they are affected by a warming hiatus after
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1997/98. Extreme temperature showed a stronger correlation with the SOS than extreme
precipitation. FD, TMINMEAN, TR, and ID all affected the SOS of the three vegetation
types, of which FD and TMINMEAN showed the strongest effects. For MF, the SOS was
most affected by TMINMEAN, while for GL and BOSV the SOS was most affected by
FD. Considering the geographical, seasonal, and destructive nature of extreme climate
events, their impact on terrestrial ecosystems requires continuous attention. In addition,
we suggest integrating multiple data sources to investigate the changes in vegetation
phenology, especially ground-based observations.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/rs15030686/s1, Table S1: Summary of six curve fitting methods in determining start of the
growing season (SOS) from satellite-derived NDVI data. Table S2: Temporal trends of the start of
the growing season (SOS) for the three vegetation types: mixed forest (MF), grasslands (GL), and
barren or sparsely vegetated land (BOSV). The percentages represent the percentage of pixels with
advanced or delayed SOS (percentage of pixels with p value < 0.05 in parentheses). Table S3: Changes
in climate extremes indices over the period 1982–2015. Negative means that the climate extremes
indices decrease with the year (percentage of pixels with p < 0.05 in parentheses), while positive
means that it increases with the year. The values in the table are the percentage of the trend. Table S4:
Changes in trends in climate extremes indices from 1982–1998 to 1998–2015. Negative means that the
climate extremes indices decrease with the year (percentage of pixels with p < 0.05 in parentheses),
while positive means that it increases with the year. The values in the table are the difference in the
percentage of the trend in the climate extremes indices between 1998–2015 and 1982–1998. Table S5:
Changes in extreme climate indices over the period 1982–1998. Negative means that the extreme
climate indices decreases with the year (percentage of pixels with p < 0.05 in parentheses), while
positive means that it increases with the year. The values in the table are the percentage of the trend.
Table S6: Changes in extreme climate indices over the period 1998-2015. Negative means that the
extreme climate indices decreases with the year (percentage of pixels with p < 0.05 in parentheses),
while positive means that it increases with the year. The values in the table are the percentage of the
trend. Table S7: Regression coefficients for the best regression model of climate extremes indices and
the start of the growing season (SOS) for three vegetation types: mixed forest (MF), grasslands (GL),
and barren or sparsely vegetated land (BOSV).
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