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Abstract: Speckle noise exists inherently in the synthetic aperture radar (SAR) image. Its multiplica‑
tive property leads to lots of difficulties in SAR image processing. A novel guidance‑aided triple‑
adaptive Frost filter is proposed in this paper, which has potential for real‑time processing platforms.
Firstly, a scale‑adaptive sliding window sizing method is adopted to determine the neighborhood
ranges for every point in the image. All the subsequent processing is based on it. Then, an adaptive
calculation for the tuning factor in the Frost filter is embedded into the proposedmethod. Lastly, the
feature information apertured from the original image is used to provide guidance for edge recovery
automatically, which guarantees the satisfactory ability for feature preservation. Thus, a novel im‑
proved Frost filter is proposedwith triple adaptabilities. Both the positioning accuracy and response
sensitivity of the scale‑adaptive sliding window sizing method are verified first. The superiority of
the adaptive tuning factor combined with the scale‑adaptive sliding window is confirmed by two
comparison experiments. At last, the results of speckle suppression experiments on the synthetic
images and two natural airborne SAR images present a better performance than other methods.

Keywords: speckle suppression; image filtering; guidance filter; scale‑adaptive window; adaptive
parameter; synthetic aperture radar

1. Introduction
Synthetic aperture radar (SAR) is well known as an active coherent imaging system,

which works at all times and in all weather [1,2]. However, the SAR image seriously suf‑
fers from the multiplicative speckle noise, which is multiplicative and locally correlated.
Therefore, the fluctuations of pixel intensity caused by the speckle are larger in the region
where reflection intensity is higher, and vice versa [3]. For example, there is a speckled
synthetic image and two natural Ku‑band airborne SAR images (acquired inOctober 2020),
presented in Figure 1. It can be noticed in Figure 1a that many dark pixels are interspersed
in the center square region irregularly, where mean intensity is high, while no distribution
of high‑intensity pixels is present in the dark region. The reason for this phenomenon is
the special multiplicative property of speckle, i.e., for a noiseless image I, the speckle noise
ξ acts on it in the manner I0 = ξ · I, where I0 is the captured original image. Consequently,
for the SAR image, the stronger the reflection, the more fluctuating the pixel intensity is.
The gradient, as the significant evidence for denoising and detection, bears the brunt of
the impact from speckle. This means that larger gradients in the SAR image would appear
not only at the edge (such as the situation in the optical image), but also in the regions with
high reflection, which can be corroborated by Figure 1b,c.
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Figure 1. Three examples for presentation of the speckle noise; (a) is a synthetic speckled image; and 
(b) and (c) are two Ku-band airborne SAR images containing various targets. 
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decades [4–13]. A case for classifying de-speckling methods according to the processing 
domain can be found in [4], in which they are categorized into spatial domain ones and 
transform domain ones. The huge amount of operations caused by transform and anti-
transform operations constrains the applications of these transform domain methods in 
real-time. On the other hand, due to extensive research, the spatial domain ones devel-
oped into many well-established branches, such as the de-speckling methods, which are 
based on the non-local mean [5,6], total variation model [7], diffusion model [8–10,13], 
low-rank matrix approximation [11], etc. In addition, the advancement of machine learn-
ing (ML) techniques provided new ways to perform the above types of methods [12,14,15]. 
Regretfully, the ML-based methods are not interpretable mathematically; meanwhile, 
they are very sample-dependent, leading to their non-applicability for real-time applica-
tions. Although there are many reports about accelerating ML methods via some hard-
ware processers, most of them just utilize the processers to speed a segment of the ML 
method (especially the training sessions) [16]. There are still little examples of applications 
that can be implemented entirely based on the hardware platforms. Therefore, in the rest 
of this paper, we mainly consider the speckle suppression methods in the spatial domain. 

Frost filter, as one of the representative and classical speckle suppression methods, is 
proposed to enhance the coherent radar image, due to the standard image processing 
techniques being only applicable to noncoherent optically produced images [17]. By using 
locally estimated parameter values, the filter is made adaptive so that it provides mini-
mum mean square error estimates inside homogeneous areas of an image while preserv-
ing the edge structure. However, the original Frost filter takes no consideration of param-
eter estimation with the scale space theory that provides guidance for parameter estima-
tion or feature detection applications [18–21]. It would lead to the non-optimal smooth-
ness controlled with the parameter values estimated in the fixed-size neighborhood cen-
tered at the current point. Nonetheless, there is still no authoritative way to determine the 
scale parameters for the space theory. The traditional scale space method is very compu-
tationally intensive, which does not facilitate its use in rudimentary or real-time require-
ments [8,18]. Therefore, the determination of scale parameters by a method other than 
image scale space is of great significance for effective computing. On the other hand, be-
sides the guidance for filter parameter determination from scale parameter, the guidance 
for feature preservation is meaningful as well. The rolling guidance filter (RGF) method 
offers an approach to take feature information to keep edges sharpened in the image, 
which is called edge recovery in [22]. The RGF obtains edge information in the Gaussian 
difference scale space with the difference-based calculation method, which causes a high 
false alarm in the SAR image. 

In this paper, an improved Frost filter is proposed. First, two guidance methods are 
adopted to achieve the parameter optimization for the proposed filter. One is the scale 
guidance for a size-adaptive neighborhood (i.e., sliding window) with the low memory 

Figure 1. Three examples for presentation of the speckle noise; (a) is a synthetic speckled image; and
(b,c) are two Ku‑band airborne SAR images containing various targets.

There are a large number of speckle suppression methods that were proposed in past
decades [4–13]. A case for classifying de‑speckling methods according to the processing
domain can be found in [4], in which they are categorized into spatial domain ones and
transform domain ones. The huge amount of operations caused by transform and anti‑
transform operations constrains the applications of these transform domain methods in
real‑time. On the other hand, due to extensive research, the spatial domain ones devel‑
oped into many well‑established branches, such as the de‑speckling methods, which are
based on the non‑local mean [5,6], total variationmodel [7], diffusionmodel [8–10,13], low‑
rank matrix approximation [11], etc. In addition, the advancement of machine learning
(ML) techniques provided newways to perform the above types of methods [12,14,15]. Re‑
gretfully, the ML‑based methods are not interpretable mathematically; meanwhile, they
are very sample‑dependent, leading to their non‑applicability for real‑time applications.
Although there are many reports about accelerating ML methods via some hardware pro‑
cessers, most of them just utilize the processers to speed a segment of the ML method
(especially the training sessions) [16]. There are still little examples of applications that
can be implemented entirely based on the hardware platforms. Therefore, in the rest of
this paper, we mainly consider the speckle suppression methods in the spatial domain.

Frost filter, as one of the representative and classical speckle suppression methods,
is proposed to enhance the coherent radar image, due to the standard image processing
techniques being only applicable to noncoherent optically produced images [17]. By using
locally estimated parameter values, the filter ismade adaptive so that it providesminimum
mean square error estimates inside homogeneous areas of an image while preserving the
edge structure. However, the original Frost filter takes no consideration of parameter es‑
timation with the scale space theory that provides guidance for parameter estimation or
feature detection applications [18–21]. It would lead to the non‑optimal smoothness con‑
trolled with the parameter values estimated in the fixed‑size neighborhood centered at the
current point. Nonetheless, there is still no authoritative way to determine the scale pa‑
rameters for the space theory. The traditional scale space method is very computationally
intensive, which does not facilitate its use in rudimentary or real‑time requirements [8,18].
Therefore, the determination of scale parameters by amethod other than image scale space
is of great significance for effective computing. On the other hand, besides the guidance for
filter parameter determination from scale parameter, the guidance for feature preservation
is meaningful as well. The rolling guidance filter (RGF) method offers an approach to take
feature information to keep edges sharpened in the image, which is called edge recovery
in [22]. The RGF obtains edge information in the Gaussian difference scale space with the
difference‑based calculation method, which causes a high false alarm in the SAR image.

In this paper, an improved Frost filter is proposed. First, two guidance methods are
adopted to achieve the parameter optimization for the proposed filter. One is the scale
guidance for a size‑adaptive neighborhood (i.e., sliding window) with the low memory
footprint method, and the other is the edge guidance for accurate feature preservation.
On the one hand, the more reliable filtering parameter is auto‑calculated in the aforemen‑
tioned size‑adaptive neighborhood. On the other hand, we add an edge‑guided feature‑
preserving term into the original filtering parameter. Both of the guidance improves the
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adaptability of the Frost filter. Lastly, an adaptive tuning factor method is adopted in our
method. Since the proposedmethod is easy to implement, it has the potential to be applied
to real‑time processing platforms. We named the proposed method as a guidance‑aided
triple‑adaptive Frost filter.

The remainder of this paper is organized as follows: Section 2 firstly introduces some
related works with adaptive technology for speckle suppression. Later, the proposed
guidance‑aided size‑adaptive Frost filter is described in detail. Section 3 presents the as‑
signments of experiments, so that the considerations on the function validation of the pro‑
posed method and the de‑speckling performance are more easily understood. The corre‑
sponding experimental results are shown in Section 3. Section 4 discusses the performance
of our method. Finally, the conclusion is drawn in Section 5.

2. Backgrounds, Related Works, and Methods
2.1. Backgrounds and Related Works

All of the speckle suppression methods aim to smooth out the fluctuations of pixels
caused by noise while maintaining sharp edges in the image. There are many methods
proposed for speckle filtering along with feature protection. Roughly classified, two kinds
of mainstream methods are used for spatial domain de‑speckling, i.e., the anisotropic dif‑
fusionmodel‑based ones and the feature detection‑based ones. Three parts are included in
this Section, such as an introduction to the anisotropic diffusion model‑based method, the
framework of RGF, and the scale space theory. On the one hand, the anisotropic diffusion
model can be used as a reference to contrast with the subsequent methods in this paper.
On the other hand, the RGF and scale space theory are the backgrounds of the proposed
method with which it is possible to understand our method more clearly. More details are
shown as follows.

2.1.1. Anisotropic Diffusion Model‑Based Method
Perona andMalik [8,13] proposed the following nonlinear partial differential equation

for smoothing images on the continuous domain:{
∂I
∂t = div[c(|∇I|) · ∇I]
I0 = I

(1)

where∇ is the gradient operator, div the divergence operator, | · | denotes the magnitude,
c(·) the diffusion coefficient, and I the initial image. There are two diffusion
coefficients suggested,

c(x) =
1

1 + (x/k)2 (2)

and
c(x) = exp

[
−(x/k)2

]
(3)

where k is an edge magnitude parameter. According to (2) and (3), it can be found that
the diffusion coefficient value is determined by the relative magnitude of x and k. For the
anisotropic diffusion method, it turns to be an all‑pass filter while |∇I| ≫ k, and a mean
filter while |∇I| ≪ k. In other words, it only filters in uniform regions and does nothing at
the edge. As Figure 2 shows, taking the region in the red box in Figure 1a as an example,
anisotropic diffusion would only occur inside region 1 and region 2.

There is an iterative solution for (1) with the gradient descent method, which can be
expressed as {

In+1 = In + ∆t · div{|∇I|/[1 + (|∇I|/ c(|∇I|) )]}
I0 = I

(4)

where ∆t represents the step size. However, the step size in anisotropic diffusion model‑
based method cannot be too large, which is usually set to 0.01~0.03 [9,10]. There are
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many variants based on the anisotropic diffusion model, such as the speckle reduction
anisotropic diffusion (SRAD) [10] and quantitative anisotropic diffusion filter [4].
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2.1.2. Framework of the Rolling Guidance Filter
With the advent of the RGF, it attracts lots of attention by its novel guidance‑based

framework for image denoising. Although the initial RGF only takes the additive noise
model into consideration, the algorithm structure of RGF is very promising for
improvement [22].

There are two main steps in the RGF method; that is, small structure removal and
edge recovery. The Gaussian filter is related to determining the structure scale, which can
be expressed as a weighted average form, i.e.,

G(p) =
1

Wp
∑

q∈N(p)
I(q) · exp

(
−∥p − q∥2/2σ2

s

)
(5)

where q is the point in neighborhood N(p) centered at p, σs is the parameter of theGaussian
filter, G is the output image, and Wp = ∑q∈N(p) exp

(
−∥p − q∥2/σ2

s

)
is the normalization

coefficient. After removing small structures aswell as noise in the image, the edge recovery
is conducted by introducing a feedback factor into (5) in an iterative joint bilateral filtering
form, which is given by In+1(p) = 1

Kp
∑

q∈N(p)
In(q) · exp

[
−∥p − q∥2/2σ2

s − ∥In(q)− In(p)∥2/2σ2
r

]
I0 = I

(6)

where
Kp = ∑

q∈N(p)
exp

[
−∥p − q∥2/2σ2

s − ∥In(q)− In(p)∥2/2σ2
r

]
is for normalization, and σr controls the range weight. It can be found that the feedback
factor is calculated in a difference‑based way. As mentioned above, for SAR image pro‑
cessing, where the multiplicative noise is inevitable, there is a high false alarm rate in the
difference‑based result. Consequently, many variants based on the framework of RGF are
designed, such as the edge‑aware superpixel generation method [23] and the improved
RGF for SAR image (SAR‑IRGF) [24].

2.1.3. Overview of the Scale Space Theory
The scale space theory is proposed to solve the problem of extracting image features

at various scales in the field of image processing [20], and was widely applied to image
registration [2,25], target detection [26,27], and so on. The Gaussian scale space is one
of the most commonly used scale spaces, which is obtained by successive convolution of
the image via Gaussian functions with various scale parameters. A simple example of
Gaussian scale space built based on the subregion in Figure 1b is shown in Figure 3, from
which it can be seen that the noise and detailed features of the image gradually disappear
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as the scale parameter increases. Accordingly, ones could know intuitively that the scale
space theory aims to obtain the mapping between various features and scale parameters.
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However, the authoritative method for determining the scale is not confirmed yet.
Furthermore, applications of scale space theory are computationally expensive, resulting
in the limitation of some real‑time processing tasks. Therefore, there is a demand for scale
determination methods other than scale space theory‑based methods.

Markdown: The anisotropic diffusion model‑based methods present a de‑speckling
view different from the proposed method, and SRAD as a representative of them will be
selected as the comparison method in Section 3. With the introduction of RGF and scale
space theory, their core ideas will both be integrated into the proposed method, as will be
shown later.

2.2. Guidance‑Aided Triple‑Adaptive Frost Filter
Based on the framework of RGF, a triple‑adaptive Frost filter is proposed for de‑

speckling. Firstly, the determination of scale parameters independent of the scale space
theory‑basedmethods is adopted for the scale‑adaptability in this paper. This scale‑adaptive
method can produce a suitable size for the neighborhood centered at each pixel, which
makes the filtering parameters obtained in a proper range. Next, the tuning factor, which
is important but not easy to predefine in the Frost filter, is computed adaptively using the
regional characteristics and the values of region pixels simultaneously. Lastly, referring to
the idea of edge recovery in RGF, we design an edge guidance factor that is applicable to
SAR images for adaptive feature preservation. More details about the proposed method
are as follows.

2.2.1. Traditional Frost Filter
The Frost filter is first proposed in [17], which is based on the minimummean square

error criterion. There are two preconditions for the designing of the Frost filter, i.e., the
speckle noise ismultiplicative, and the SAR image is stationary [17,28,29]. In particular, the
Frost filter does not own a simple linear weighted form of the real image and the observed
image. The original Frost filter can be expressed as

IFrost(p) =
1

Mp
∑

q∈N(p)
I(q) · exp

(
−κ∥p − q∥2C2

q

)
(7)

in which IFrost is the output of the Frost filter, κ(κ > 0) denotes the tuning factor, Cq
represents the coefficient of the variation at q that is defined by the ratio of the sample
standard deviation to the average of the sample, and Mp = ∑q∈N(p) exp

(
−κ∥p − q∥2C2

q

)
is the normalization coefficient. The coefficient of variation is related to the extent to which
the image is affected by noise. Consequently, it can be found from (7) that Frost reduces
speckle noisemore thoroughly in the homogeneous regionswhere values ofCq are smaller,
and vice versa.
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2.2.2. Scale‑Adaptive Size for the Neighborhood
Due to high memory usage for building image scale space, another way to determine

the neighborhood size is adopted in this paper. We noticed that the coefficient of variation
mentioned in the Frost filter is not bound bymeasurement scale and dimension to describe
the dispersion degree of various data. Accordingly, it is possible to estimate whether any
point is near the edge.

Supposing there is a square neighborhood, centered at (x, y), with width d(x,y), then
one can utilize the coefficient of variation that is gathered using pixels at the boundary B
of the current range as the evidence to decide the neighborhood size at the next position.
It can be mathematically formulated as

d(x+1,y) =

 min
[
d(x,y) + 2, dmax

]
, if CB

(x,y) ≤ T(x,y)

max
[
d(x,y) − 2, dmin

]
, if CB

(x,y) > T(x,y)
(8)

where dmin and dmax are the size limit for neighborhoods in the image and T(x,y) represents
a threshold obtained by

T(x,y) =

1 +

√
1 + 2σ2

B− 1

 · σ (9)

where B denotes the total number of points in B and σ is the noise parameter. Incidentally,
the feature identifying results by (8), in terms of geometry, are worth explaining. The edge
is the boundary between two different homogeneous regions in the image. As shown in
Figure 4, the pixels with the same intensity constitute uniform regions in images, and the
aforementioned boundary corresponds exactly to the gap between these pixels. However,
non‑integer positioning parameters are not permitted for the discrete digital image con‑
sisting of pixels. Hence, in our method, we regard the pixels on both sides of the gap
as edges.
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Figure 4. Schematic for the edge in the discrete image.

According to (8) and (9), a simulated performance of the scale‑adaptive neighborhood
is illustrated in Figure 5. One can notice that there are two edges marked with yellow
dotted lines, noised regions on both sides of which can be considered uniform. When
processing on a row in Figure 5, the neighborhood size gradually increases as the center
point moves away from the left edge; while its size turns to be smaller as the point moves
closer to the right edge. Hence, the scale‑adaptive neighborhood sizing method, without
establishing a scale space, is realized. It guides one to determine the sliding window size
for our method. For better readability, note that the scale‑adaptive neighborhood (as well
as the sliding window) is denoted by Nsa next.

2.2.3. Adaptive Tuning Factor
For the modified Frost filter in this paper, on the one hand, the adaptive tuning factor

should change itself as both of the neighborhood property and pixels in the sliding win‑
dow change. Thus, if the damage of speckle in the sliding window range varies, then the
contribution to filter from the pixels there will also be different. On the other hand, the
extent to which the central pixel is affected by speckle is significant for the tuning factor.
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One can measure the representation of the central pixel using t statistics, which can be es‑
timated with the mean and variance in the sliding window. The t statistics for the central
pixel are defined as T(p) =

[
I(p)− µN(p)

]
/σN(p), where T(p) is the t statistics at p, µN(p),

and σN(p) represent the mean and variance gathered in N(p). The smaller T(p), the less it
is affected by speckle.
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Figure 5. The simulated performance of the scale‑adaptive neighborhood.

Furthermore, the original Frost takes only position information of the central pixel
into consideration, ignoring its grayscale value. The characteristic of a pixel can be eval‑
uated quantitatively as the ratio of the grayscale difference between every pixel and the
central to the mean of them [28], and it can be written as

Q(q) =
|I(q)− I(p)|

1
N(p)−1 ∑

q∈N(p)
|I(q)− I(p)|

. (10)

Combining with the t statistics and (10), the final adaptive tuning factor κad is con‑
structed as follows:

κad(q) = T(p) · Q(q) (11)

Obviously, κad can adjust itself adaptively by regional characteristics, resulting in
better performance.

2.2.4. Guidance‑Aided Edge Recovery Method
It was introduced in Section 2 that RGF’s framework provides a feature preservation

method in the form of feedback. Nevertheless, the difference‑based edge response in the
RGF method leads to the high false alarm rate in SAR images. In this paper, the ratio
of the exponentially weighted averages (ROEWA) method [30] is utilized to produce the
guidance factor for edge recovery in a ratio‑basedway. It isworthmentioning that ROEWA
is an optimal detector in the minimum mean square error sense, as is the Frost filter. The
edge strength of ROEWA is

EROEWA(p) =
√

r2
X,max(p) + r2

Y,max(p) (12)

where rX,max(p) and rY,max(p) are the horizontal and vertical edge strength components
at p, respectively, and are defined as rX,max(p) = max

[
µX−
N(p)/µX+

N(p), µX+
N(p)/µX−

N(p)

]
rY,max(p) = max

[
µY−
N(p)/µY+

N(p), µY+
N(p)/µY−

N(p)

]
where µdirection

region represents the exponential weighted average in the sub‑region along the
positive (+) or negative (−) direction of X‑ or Y‑axis. For example, µY−

N(p) denotes the ex‑
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ponentially weighted average of the subregion along the negative direction of the Y‑axis
near p. The other parameters can be expressed in the same way.

Consequently, the guidance‑aided Frost filter for SAR images is realized by introduc‑
ing ratio‑based edge response into original Frost, which can be expressed as

IGF(p) =
1

MG
p

∑
q∈N(p)

I(q) · exp

(
−

κ∥p − q∥2C2
q

2σ2
s

− ∥EROEWA(p)− EROEWA(q)∥2

2σ2
r

)
(13)

where IGF represents the output of the guidance‑aided Frost filter, and

MG
p = ∑

q∈N(p)
exp

(
−

κ∥p − q∥2C2
q

2σ2
s

− ∥EROEWA(p)− EROEWA(q)∥2

2σ2
r

)
.

It can be seen that the added factor, i.e., ∥EROEWA(p)− EROEWA(q)∥2
/2σ2

r , could re‑
duce the filtering effect at the edges; the greater the edge strength, the greater the negative
feedback to filtering.

2.2.5. Combination Version for All the Adaptiveness
Up to this point, the scale‑adaptive neighborhood, the adaptive tuning factor, and the

guidance‑aided edge adaptive recovery were demonstrated. Therefore, the final proposed
method is represented as follows:

IGTF(p) =
1

MTG
p

∑
q∈Nsa(p)

I(q) · exp

(
−

κad(q) · ∥p − q∥2C2
q

2σ2
s

− ∥EROEWA
sa (p)− EROEWA

sa (q)∥2

2σ2
r

)
(14)

where

MTG
p = ∑

q∈Nsa(p)
exp

(
−

κad(q) · ∥p − q∥2C2
q

2σ2
s

− ∥EROEWA
sa (p)− EROEWA

sa (q)∥2

2σ2
r

)
(15)

EROEWA
sa (p) denotes the edge response of ROEWA calculated in Nsa(p). It is worth

emphasizing that (14) also can be modified into an iterative version such as (6) if necessary.
Although (14) seems a little complex, a simple implementation is shown in the pseudocode
way, which is illustrated in Algorithm 1. According to the pseudocode, ones could find
that the proposed guidance‑aided triple‑adaptive Frost filter requires no complex nesting
or looping, but only needs to calculate the sliding window size map, edge response map,
and adaptive tuning factor matrix sequentially and takes them into (14).

Algorithm 1 Guidance‑aided triple‑adaptive Frost filter.

Input: The original SAR image I, iteration times n, σs, σr, dmin, dmax.
Output: The filtered image Iout
Initialize: i = 1.
Begin
1: I0 = I
2: for i ≤ n do
3: Obtain the scale‑adaptive sliding window size map S(I0) of image Ii;
4: Obtain the edge response map EROEWA

sa of image Ii referring to S(I0);
5: Calculate the adaptive tuning factor matrix κad;
6: Generate the filtered image Ii+1 by taking S(I0), EROEWA

sa , and κad into (14);
7: i = i + 1;
8: end;
9: The output image Iout = In;
End.
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3. Experiments
3.1. Experimental Design

In this paper, the scale‑adaptive sliding window sizing method, adaptive tuning fac‑
tor, and guidance‑aided adaptive edge recovery method are introduced for the final pro‑
posed filter. Therefore, it is necessary to verify their performances in the proper ways,
which are detailed in this Section.

For the scale‑adaptive sliding window sizing method, the accuracy of edge position‑
ing and the responsiveness of the sizing algorithm are significant. Both of them are influ‑
enced by the distance between two adjacent edges, i.e., the width of homogeneous region
and the contrast at the edge. Therefore, we manually draw two simulated textured im‑
ages, as Figure 6 shows, to test the performance of the scale‑adaptive sliding window siz‑
ing method. There are 40 uniform stripes contained in Figure 6a, whose widths gradually
and uniformly decrease from 100 pixels to 5 pixels. The pixel intensity in light regions is
set as 150, and that of the dark regions is 50. It can be seen that the narrower the width of
the stripes, the stricter the requirements for our sliding window sizing method. Similarly,
there are 40 stripes in Figure 6b. Nevertheless, all their widths are fixed as 52 pixels, but the
intensity differences between two adjacent stripes change from 160 to 8 diminishingly. It
can be used to effectively verify the responsiveness of the method. Both images in Figure 6
are polluted by speckle noise with a standard deviation of 0.05.
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For the guidance‑aided edge recovery factor and adaptive tuning factor combined
with the scale‑adaptive neighborhood, their performance can be verified by comparing the
localweight templateW based on a fixed tuning factor (as theway in original Frostmethod)
and the locally weighted template WTG based on (11) and (8), which can be written as

W(q) =
1

Mp
· exp

(
−κ∥p − q∥2C2

q

)
, s.t. q ∈ N(p)

and
WTG(q) = 1

MTG
p

· exp
(
− κad(q)·∥p−q∥2C2

q

2σ2
s

− ∥EROEWA
sa (p)−EROEWA

sa (q)∥2

2σ2
r

)
, s.t. q ∈ Nsa(p)

κad(q) = T(p) · Q(q)
Q(q) = |I(q)−I(p)|

1
Nsa(p)−1 ∑

q∈Nsa(p)
|I(q)−I(p)|

Furthermore, verification of the filtering performance of the proposed is essential. We
gather both the synthetic images and natural single‑polarization airborne SAR images, as
Figure 7 shows, in order to test the effect of our method. All the natural SAR images are
supported by the Aerospace Information Research Institute, Chinese Academy of Sciences.
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The parameter settings of the proposed guidance‑aided triple‑adaptive Frost filter are il‑
lustrated in Table 1.
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Figure 7. The images for speckle suppression experiments: (a) is a computer‑generated synthetic
image; (b–e) are camera pictures for a plant, five clamps, a keyboard, and an apple, respectively;
(f) is an original single‑lookKu band airborne SAR image captured inOctober 2020; and (g) is another
original single‑look S‑band airborne SAR image captured in April 2022.

Table 1. Sizes and parameter sets of the proposed method for images.

Image Size Parameter Set (n, σs, σr, dmin, dmax)

Synthetic image 880 × 880 (1, 10, 0.05, 7, 19)

Plant 300 × 300 (1, 50, 0.05, 5, 13)

Clamps 300 × 300 (1, 3, 0.05, 5, 13)

Keyboard 300 × 300 (1, 50, 0.05, 5, 13)

apple 300 × 300 (1, 80, 0.05, 5, 13)

Ku‑band SAR image 2224 × 1668 (1, 50, 0.1, 9, 25)

S‑band SAR image 5460 × 3580 (1, 50, 0.1, 11, 31)

3.2. Experimental Results
In this section, the experiment results for the performance of the scale‑adaptive sliding

window sizing method and guidance‑aided adaptive weight template in (14) are demon‑
strated first, and then we discuss the speckle suppression experimental results on three
images in Figure 7, in terms of multiple metrics of the filtered images in different methods.

3.2.1. The Performance of Scale‑Adaptive Sliding Window Sizing Method
As aforementioned, there are two synthetic textured and speckled images illustrated

in Figure 6. We set (dmin, dmax) = (7, 19) arbitrarily for all the tests in this part. The
positioning accuracy of the scale‑adaptive sliding window sizing method can be verified
with the first image, in which the stripe widths are gradually narrowing, resulting in the
difficulty of the edge positioning increasing. Thus, its response result is demonstrated in
Figure 8, where the curve in lavender represents pixel intensity and the pink curve is the
size of the sliding window. It can be found that the size of the adaptive sliding window
is able to decrease near the edges and increase away from them, even though the speckle
noise causes drastic pixel intensity fluctuations in the uniform regions. As the reason that
the widths of the stripes at the right in Figure 8 are too narrow to make sliding window
size increase to the maximum, the pink curve for window size seems to be unstable, but in
fact it is reasonable.

The sensitivity of the response refers to the accuracy of the size‑adaptive sliding win‑
dowmethod in detecting edges with different contrasts. There are stripes with decreasing
intensity differences shown in Figure 6b, which can be used to test the sensitivity of the
response. Accordingly, the experimental result is shown in Figure 9. Different from the
result in Figure 8, the scale‑adaptive sliding window sizing method fails to distinguish the
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edges at the right. That is because the pixel intensity fluctuations, resulting from speckle
noise, lead to stripes mixing together. Thus, the scale‑adaptive sliding window sizing
method regards these regions as homogeneous. Although it is explainable, the finite re‑
sponse sensitivity is still confirmed.
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3.2.2. The Performance of Guidance‑Aided Adaptive Weighting Template
Traditional Frost filter uses the fixed tuning factor for speckle suppression, which

means that it is difficult to take into account the specific situation for various regions in
the image. Therefore, the adaptive tuning factor as (11) makes it is possible to adjust it‑
self in a fixed neighborhood range. However, the size of the support region affects the
samples to gather statistical data, which is important for (11). As mentioned in Section 3,
different kinds of tuning factor influence the weighting template of the Frost filter. We se‑
lect two points randomly in Figure 1a to demonstrate the weighting template intuitively,
and the results are presented in Figure 10. The coordinates of the two selected points
are (364, 345), which is in the uniform region, and (387, 649) at the edge. The traditional
weighting templates are placed on top, and the novel weighting templates of our method
are placed on the bottom. The squares boxed in a red line represent the scale‑adaptive
support regions, while the squares dotted in red indicate the original support regions. In
Figure 10, to make the templates smooth enough, all of them are interpolated by bicubic
interpolation processing.

According to Figure 10, the support regions (i.e., support region 2) resulting from our
method are different for two points. While it is in the homogeneous region, the guidance‑
aided adaptive weighting template, which is Gaussian‑like, covers a large range, and the
template assigns more weight to the regions near the center. As for the traditional weight‑
ing template in Figure 10a, whose support region (i.e., support region 1) is fixed as
7 × 7, all pixels in it are assigned larger weights. When the central point is at the edge, the
traditional weighting template only makes pixels near the center gain more weight, but it
does not seem to reflect any consideration on the edge location in the support region. On
the contrary, our method not only shrinks the support region compared to Figure 10a, but
also distributes the weights strategically at different locations within the support region.
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Figure 10. Comparison for the traditional weighting template and the guidance‑aided adaptive
weighting factor in the Frost filter: (a) is the comparison for the weight template in uniform re‑
gion; (b) is the comparison for the weight template near the edge. The dotted squares represent
the support regions of the traditional Frost filter, and the red squares are support regions of the
proposed method.

In general, the weighting template in our method can dynamically adjust the weight
template according to the position where it is and assign the weights more reasonably.

3.2.3. Experimental Results for Speckle Suppression on the Synthetic Images
Firstly, on the one hand, the speckle noise with a standard deviation 0.05 is added

to the synthetic image, which is shown in Figure 7a. On the other hand, as comparison
methods, Lee filter, traditional Frost filter, SRAD method, NLM method, RGF method,
enhanced directional smoothing (EDS) [31], and SAR‑IRGF are used to denoise this image
with the proposed method in this paper. The detailed parameter setting for our method is
recorded in Table 1, and the parameter settings for othermethods are determined according
to the recommendations of their respective authors. Then, the speckle suppression results
are illustrated in Figure 11. Moreover, four different kinds of regional parts in the synthetic
image are boxed in orange. There are vertical stripes, dividing lines between homogeneous
regions, narrow edges, and angled stripes in them, respectively.
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Figure 11. Experimental results on the synthetic image: (a) is the original image, and (b–i) are filtered
results of our method, Lee filter, traditional Frost filter, SRAD, NLM, RGF, EDS, and SAR‑IRGF.

It can be found that most speckle suppressionmethods blur edges except for ours, the
Lee filter, NLM filter, and RGF method. There are still obvious residual flare‑like things
left in the uniform regions in Figure 11c,f, due to the incomplete smoothing. The NLM
method producesmany regular, fine textures, which is attributed to its patch‑basedmecha‑
nism. Objectively, we utilize the equivalent number of looks (ENL) [32], edge preservation
index (EPI) [33], and structural similarity indexmeasure (SSIM) [34] to evaluate the speckle
suppression performance of each method. These indicators are recorded in Figures 12–14.
Based on these indicators, ones can find that the proposed method is the most thorough in
speckle suppression, and keeps the most similar structure to the original image.
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Figure 14. SSIM results for the speckle suppression on synthetic image.

Next, four optical images are utilized to test the performance of our method in real‑
world scenes. Note that, due to many features existing in the plant, the clamps, and the
keyboard, we add less speckle with a standard deviation of 0.03 on them. The speckle with
a standarddeviation 0.06 pollutes theApple, in order to verify themethods’ filtering ability.
The filtering results are presented in Figure 15. According to Figure 15, one could easily
find that our method protects features better visually while speckle is removed, especially
the preserved letters on the keyboard for example. Furthermore, the comparisons of ENL,
EPI, and SSIM for all the results in Figure 15 are illustrated in Figure 16. Based on Figure 16,
one could find that the proposed method performs best speckle suppression in most cases
with satisfying feature preservation.
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Figure 15. Experimental results of four optical images: (a1–8) are the denoising results for the Plant
of ourmethod, Lee filter, traditional Frost filter, SRAD,NLM, RGF, EDS, and SAR‑IRGF, respectively.
(b1–8) are the denoising results for theClamps of ourmethod, Lee filter, traditional Frost filter, SRAD,
NLM, RGF, EDS, and SAR‑IRGF, respectively. (c1–8) are the denoising results for the Keyboard of
our method, Lee filter, traditional Frost filter, SRAD, NLM, RGF, EDS, and SAR‑IRGF, respectively.
(d1–8) are the denoising results for the Apple of our method, Lee filter, traditional Frost filter, SRAD,
NLM, RGF, EDS, and SAR‑IRGF, respectively.
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3.2.4. Experimental Results for Speckle Suppression on the Airborne SAR Images
There are two natural airborne SAR images to test the filtering performance of differ‑

ent methods. The first one is Ku‑band, and contains a lot of crops arranged in a regular pat‑
tern in the farmland, which can be found on the bottom of the image, and a little building
is located near subregion 3. Therefore, it is naturally desirable for the speckle suppression
methods to smooth out as much as possible the noise in uniform regions in the farmland
and to preserve the feature of aforementioned crops, while retaining the sharp boundaries
of farmlands and the building. According to the filtered results in Figure 17, the Lee filter,
Frost filter, RGF method, and EDS method fail to blur the homogeneous regions, such as
subregion 1. There is new noise mixed into the filtering result of the patch‑based method,
whose reason is its poor scale adaptivity during the patch search. Our method seems to
perform best. However, it is not objective to make the conclusion visually only according
to the image results. Hence, we calculate the ENL of three subregions in Figure 17, and
place the comparison of ENL values in Figure 18. Note that the EPI and SSIM are reference‑
based indicators, which means they cannot be obtained for the experimental results on a
natural SAR image due to the lack of noiseless original image for reference. It can be seen
that our method makes ideal ENL results in the uniform regions, and filters less in the
region where edges are located.
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Figure 16. ENL, EPI, and SSIM results for the speckle suppression on four optical images:
(a–d) are the ENL comparison results for the plant, clamps, the keyboard, and the apple, respectively.
Similarly, (e–h) are their corresponding EPI results, while (i–l) are their SSIM results.

As for the S‑band airborne SAR image as Figure 7c, it corresponds to a very large area
in the ground, from which many agricultural fields can be seen neatly arranged. There
are also many houses distributed among farmlands. It is challenging for the de‑speckling
methods to preserve the clear farmland boundaries in this image. Correspondingly, the
filtering results of all methods are shown in Figure 19. In fact, the aforementioned newly
introduced noise is still present in Figure 19f, which is filtered by the NLMmethod. How‑
ever, it is difficult to see this phenomenon in the image because of the large size of the
S‑band SAR image. The ENL value comparison results calculated from four selected re‑
gions are illustrated in Figure 20. It can be found that the proposed method performs well
in subregion 1, subregion 2, and subregion 4, benefiting from the boundaries with large
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contrast there. Nevertheless, there are tiny edges in subregion 3, which are almost filtered
out by ourmethod and SAR‑IRGFmethod. That is owed to the insensitivity of our method
to the weak contrast edges, as demonstrated by the result in Figure 9. On the other hand,
the proposed guidance‑aided triple‑adaptive Frost filter achieves best ENL results, accord‑
ing to Figure 20.
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4. Discussion
The speckle is a multiplicative noise existing in SAR images and medical ultrasound

images. Its destructiveness is reflected in the different noise fluctuations caused to regions
with various scattering intensities, which leads to the demand for spatial domain speckle
suppression algorithms to have the distinguishability between categories of regions. In
this paper, triple adaptiveness is bestowed on the traditional Frost filter, i.e., the adaptabil‑
ities for neighborhood sizing, tuning factor, and feature preservation. The improved Frost
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filter is as (14), in which Nsa denotes the scale‑adaptive neighborhood, κad is adaptive tun‑
ing factor according to (11), and ∥EROEWA(p)− EROEWA(q)∥2

/2σ2
r represents the adaptive

feature recovery factor. Referring to Figures 8 and 9, the positioning accuracy and contrast
sensitivity of Nsa can be verified. The comparisons between the performances of novel fil‑
tering weight template and the original are demonstrated in Figure 10, from which it can
be found both the sizes of templates andweight values change with position. In particular,
the sliding window size is 18 × 18, as Figure 10a shows, while it is in the uniform region,
and its size shrinks to 12 × 12, while the central pixel is near the edge. Furthermore, the
weight assignment also behaves differently. The filtering results of experiments on images
in Figure 7 show the superiority of our methods. The most obvious one is the good protec‑
tion for sharp edges. It is important to know that the traditional Frost filter was criticized
for its unsatisfactory edge protection before this. Although all the iteration numbers for
our method are set as 1, it supports to be implemented in an iterative way, which can be
referred to (6), and in our previous work [24], there is evidence that the ROEWA‑guided
RGF filtering method has better convergence.

From Algorithm 1, one can realize that the proposed method is very easy to imple‑
ment. Therefore, it is feasible to apply our method to some real‑time processing platform,
such as the field programmable gate array, the digital signal processor, etc. Although it
was previously mentioned that ML‑based denoisingmethods are not suitable for real‑time
applications and they are not the focus of this paper for comparison. We still illustrate the
de‑speckling performance of the denoising convolutional neural network (DnCNN) [12],
which is well trained. The filtered result of the aforementioned Ku‑band SAR image by
DnCNN is presented in Figure 21b. As a contrast, the suppression result of our method is
placed next to it. Obviously, DnCNN fails to remove the speckle noise effectively from the
SAR image. The ENLs of the three subregions in the filtering result of the DnCNNmethod
are 7.602, 2.264, and 1.469, respectively. In contrast, those of the corresponding regions
from the proposed method reach 549.524, 9.527, and 3.196.
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5. Conclusions
In this paper, a novel guidance‑aided triple‑adaptive Frost filter is proposed for

speckle suppression in the SAR image. The scale‑adaptive sliding window sizing method,
which can resize a neighborhood for various points, is used to determine the support re‑
gion for subsequent image processing. Next, the adaptive tuning factor and the guidance
information for edge recovery are adopted in our method. Although multiple adaptive
technologies are applied into ourmethod, it is still easy to implement, even for the real‑time
processing platform. Both the positioning accuracy and response sensitivity are verified
by experimental results. Speckle suppression experiment results on the synthetic image
and two natural airborne SAR images verify the superiority of the proposed method in
comparison with other de‑speckling methods.
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Further, on the one hand, we will test the performance of the proposed method on
a larger dataset and apply it into other remote sensing applications. On the other hand,
scale‑adaptive technology will be further explored.
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