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Abstract: With the rapid development and promotion of deep learning technology in the field of
remote sensing, building change detection (BCD) has made great progress. Some recent approaches
have improved detailed information about buildings by introducing high-frequency information.
However, there are currently few methods considering the effect of other frequencies in the frequency
domain for enhancing feature representation. To overcome this problem, we propose a multi-scale
discrete cosine transform (DCT) network (MDNet) with U-shaped architecture, which is composed of
two novel DCT-based modules, i.e., the dual-dimension DCT attention module (D3AM) and multi-
scale DCT pyramid (MDP). The D3AM aims to employ the DCT to obtain frequency information
from both spatial and channel dimensions for refining building feature representation. Furthermore,
the proposed MDP can excavate multi-scale frequency information and construct a feature pyramid
through multi-scale DCT, which can elevate multi-scale feature extraction of ground targets with
various scales. The proposed MDNet was evaluated with three widely used BCD datasets (WHU-CD,
LEVIR-CD, and Google), demonstrating that our approach can achieve more convincing results
compared to other comparative methods. Moreover, extensive ablation experiments also present the
effectiveness of our proposed D3AM and MDP.

Keywords: building change detection; frequency; discrete cosine transform; attention; remote
sensing images

1. Introduction

With the continuous improvement in the spatial resolution of remote sensing images
(aerial images and satellite images), various application requirements for Earth observation
are constantly being raised, especially for the observation of finer ground objects, such
as buildings [1,2]. This is because buildings are among the essential products of human
beings’ continuous transformation of the Earth’s surface for production and life [3]. The
changes in buildings in areas of interest are studied over time. Change detection (CD) is a
technique that has been widely used in the field of remote sensing [4,5]. The purpose of CD
is to obtain land cover changes by comparing and analyzing multi-temporal remote sensing
images. In this context, building change detection (BCD) has received increasing attention
in the past decade and can realize effective change monitoring for single-target buildings,
including new buildings and disappearing buildings. Therefore, BCD has potential value
in many practical applications, such as urban development planning [6,7], evaluation of the
urbanization process [8], and urban disaster prevention and mitigation [9,10].

In the past decade, many BCD methods have been proposed, and BCD has grown con-
siderably as a result. Early on, scholars realized building extraction and change detection
by designing hand-crafted features. Some studies have proposed that building recogni-
tion and change detection can be realized by using artificially designed building/shadow
shape index, context, texture, and other information [11–13]. The popularization of deep
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learning technology has led to remarkable results being achieved in remote sensing im-
age interpretation [14–16]. The deep network structure has strong multi-level feature
extraction capability, which can automatically learn the complex features in the remote
sensing imagery, including geometric information of ground objects, spectral information,
and semantic information, avoiding the reliance on a priori knowledge and the laborious
process of manually constructing features. Therefore, many deep-learning-based BCD
methods have been proposed and have led to some achievements. Many methods based
on semantic segmentation networks have been devised to improve the performance of
BCD by designing and introducing various attention mechanisms [17,18], multi-scale net-
works [19–21], etc. However, these networks have encountered new obstacles in further
improving BCD performance. In recent years, some methods further introduced edge or
contour information to enhance the performance of BCD. For instance, Bai et al. proposed
an edge-guided recurrent convolutional neural network for BCD [22]. Here, the recurrent
convolutional neural network has been employed for change detection [23]. The method
can effectively enhance the building change extraction ability by introducing the edge of
the building to guide the recurrent convolutional neural network. Yang et al. devised a
multi-scale attention and edge-aware Siamese network in [24] for BCD. These methods
have proved that the introduction of edge information can improve the performance of
BCD. In addition, Some approaches show that the introduction of frequency domain in-
formation can effectively enhance the building outline information, thereby significantly
improving the accuracy of BCD. Recently, in [25], an attention-guided high-frequency
feature extraction module was proposed for BCD with the aim of enhancing the detailed
feature representation of buildings. Zheng et al. proposed a high-frequency information
attention-guided Siamese network for BCD. A built-in high-frequency information atten-
tion block was designed to improve the detection of building change [26]. These methods
have proved that high-frequency information can effectively enhance the details such as
edges, thereby further elevating the performance of BCD.

High-frequency information corresponds to the rich edge detail of ground objects in
remote sensing images, and low-frequency information contains more backbone features of
ground objects. Although the above-mentioned recent research shows that the introduction
of high-frequency information such as edges or outlines can help improve the accuracy of
BCD, the utilization of frequency by these methods is obviously insufficient. This also shows
that it is potentially valuable to improve building feature representation by fully mining
frequency domain information, especially considering high frequency, low frequency, and
other different frequencies at the same time. To this end, we proposed a multi-scale DCT
network (MDNet) for BCD. Our motivation lies in the following two aspects.

On the one hand, according to the literature [25,26], most of the current BCD methods
only use the high-frequency information in the frequency domain, without considering the
effect of low-frequency information and other frequency information on the representation
of building features. Moreover, Reference [27] has proved that traditional global average
pooling is a special case of frequency decomposition and proposed a frequency channel
attention based on different frequencies to strengthen feature representation. This approach
has been shown to achieve convincing performance in tasks such as image classification,
object detection, and segmentation based on frequency channel attention at different
frequencies. Hence, inspired by the literature [27], we can simultaneously introduce
information on different frequencies in the frequency domain from the two dimensions of
channel and space in order to enhance the representation ability of building features.

On the other hand, compared with traditional CD, very-high-resolution remote sensing
images can distinguish finer ground targets, which makes various scales of ground objects
appear at the same time, and the scene is more complicated. In view of this, the existing
multi-scale methods only extract multi-scale features through multi-scale operators in the
spatial domain, such as spatial pyramid pooling [28], atrous spatial pyramid pooling [29],
or pyramid pooling [30]. These existing approaches lack the perception of information from
the frequency domain. For this reason, introducing information on different frequencies
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in multi-scale operations may help to improve the multi-scale information representation
ability of existing multi-scale methods, thus leading to new means of improving the
performance of BCD.

Based on the above motivations, this paper proposes a multi-scale DCT network
(MDNet) for BCD. In the proposed MDNet, two novel discrete cosine transform (DCT)-
based modules are utilized, namely the dual-dimension DCT attention module (D3AM)
and multi-scale DCT pyramid (MDP). The proposed D3AM can employ the DCT to obtain
frequency information from both spatial and channel dimensions to refine building feature
representation. In addition, the proposed MDP aims to enhance the multi-scale feature
representation of buildings by utilizing multi-scale frequencies based on DCTs of different
scales. The main contributions of this paper are as follows.

(1) We propose a novel multi-scale DCT network for BCD, which is composed of two new
modules based on DCT. Our method demonstrates that using different frequencies in
the frequency domain to refine features can further enhance the feature representation
ability of the network.

(2) We designed a dual-dimension DCT attention module (D3AM) in the proposed MD-
Net, which can effectively employ frequency domain information to enhance building
feature representation from both spatial and channel dimensions.

(3) Different from the existing multi-scale methods, we constructed a novel multi-scale
DCT pyramid (MDP) in the proposed MDNet. The proposed MDP aims to enhance
the multi-scale feature representation of buildings by utilizing multi-scale DCT.

(4) The proposed MDNet achieves a more convincing performance for three publicly
available BCD datasets compared with other methods. Moreover, extensive ablation
experiments also demonstrate the effectiveness of the proposed D3AM and MDP.

The remainder of this paper is arranged as follows. Section 2 summarizes some related
work. Section 3 provides the proposed MDNet in detail. In Sections 4 and 5, experimental
results are presented and discussed. Finally, the conclusion and future work are in Section 6.

2. Related Works
2.1. Building Change Detection in VHR Imagery

Land cover transition has been increasingly becoming an essential target for human
observations of the Earth [7,31–34]. With the improvement in resolution in remote sensing,
building change detection (BCD) in VHR imagery has ushered in significant challenges
due to the highly complex details and the strong spatial dependence of geographic entities.
Numerous advances in the research lines of building extraction and change detection have
centered on the challenges associated with complex scenarios, variable scales, and small
spectral interclass variance as well as large intraclass variance induced by both physical
materials and illumination.

In conventional BCD methods, artificially designed building features (such as build-
ing shape index and morphological building index) are specifically designed to locally
or globally extract invariant features for building instances or building changes. In [35],
morphological opening and closing operators were used to extract shape-based building
features with multi-scale structural elements. Zhang et al. designed a spatial feature
index to measure the gray-level similarity distance in each direction in [36]. In [37], a
two-stage automatic algorithm is proposed to accurately extract building features. Specifi-
cally, iteration-based morphological filtering was employed to initialize a rough result on
a low-resolution model, and subsequently the combined gradient surface with the water-
shed algorithm was implemented as a refinement procedure. Furthermore, Bouziani et al.
developed a multi-stage BCD scheme with the help of a geodatabase and prior knowledge,
which can be generalized to geodatabase quality assessment and cartographic updating [7].
In order to establish a connection between the implicit building features and the attributes
of morphological operations, a series of morphological building-index-based approaches
has been developed. Huang et al. firstly presented the morphological building index (MBI)
to realize automatic building description [11]. In addition, Huang et al. further developed
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a morphological shadow index (MSI) based on the MBI, which effectively mitigates com-
mission and omission errors in high-resolution images in combination with the MBI [12].
In [13], the variation in the MBI is considered essential for changed buildings; therefore,
the building change information was decomposed in terms of the MBI, spectra, and shape
dimensions. Although researchers have attempted to enhance feature engineering from
multiple perspectives in BCD, hand-crafted features are limited by a priori knowledge and
low-level representations.

With the rapid development of deep neural networks (DNNs), learning-based auto-
matic feature extraction has recently been a dominant trend in computer vision [38–41].
Benefiting from powerful hierarchical structure, nonlinear transformation, and semantic
representation, deep-learning-based remote sensing intelligent interpretation has attracted
the interest of scholars in recent decades [42–44], especially for BCD tasks. In [45], Li et al.,
employed a residual U-Net network to distinguish building changes from a fused differ-
ence image. For the integration of multi-temporal remote sensing features, a multi-branch
network structure was specifically designed to fuse semantic information about building
changes at different levels [46]. The Siamese structure is gradually being widely applied
as a basic backbone in BCD for multi-temporal analysis [47]. Liu et al. designed a deep
Siamese convolutional network to simultaneously perform change detection and semantic
segmentation in [48], which enables significant enhancement of feature distinguishability.
In [49], the self-attention module was utilized to fully exploit the spatiotemporal correlation
on the basis of a Siamese network. In [22], with the multilevel features obtained by the
Siamese network, long short-term memory and edge prior augmentation were introduced
to further analyze the difference information, which contributes to enhancing the building
boundaries. Similarly concerned with accurate segmentation of edges, i.e., high-frequency
information, in dense buildings, Chen et al. further exploited edge information to guide
hierarchical transformers for long-term contextual modeling and feature refinement [50].
Even though high-frequency information is beneficial to BCD performance [26], we provide
insight distinctly showing that it is insufficient to solely focus on high-frequency informa-
tion, and in this study we leveraged information at different frequencies to strengthen the
feature representation.

2.2. Multi-Scale Feature Learning in Semantic Segmentation

BCD in VHR imagery is capable of distinguishing finer ground targets compared to
traditional change detection, which results in the simultaneous appearance of features at
various scales and more complex scenarios [51]. Multi-scale feature learning, which has
achieved great success in natural image analysis, is considered as a potential solution to
the above problems. Atrous spatial pyramid pooling (ASPP), proposed in [52], employs
concatenated atrous convolutional layers with different expansion rates for capturing
multi-scale information. The pyramid pooling module in pyramid scene parsing network
(PSPNet), proposed by Zhao et al., is designed to collect hierarchical multi-scale informa-
tion, which is more representative than global pooling [30]. Instead of complex dilated
convolution and artificial decoder networks, Li et al. combine an attention mechanism
and a spatial pyramid to provide better features for dense prediction [53]. Li et al. present
DFANet, which performs multi-scale feature propagation via subnetwork aggregation and
substage aggregation [54]. It reduces the number of parameters while obtaining a sufficient
receptive field to enhance the representation of the model. The attention-based hierarchical
multi-scale prediction method is proposed for semantic segmentation [55], enabling the
network to support specific scales that specialize in prediction.

Inspired by multi-scale feature fusion and reuse techniques in semantic segmentation,
multi-scale information is still fully exploited in remote sensing. An end-to-end multi-scale
adaptive feature fusion network was proposed in [56] to adaptively mitigate the problem
of large differences in object sizes. In addition, Liu et al. propose a local–global pyramid
network (LGPNet) to extract discriminative building features with variable scales from
both global and local dimensions [57]. Zhang et al. further designed a deep multi-scale
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multi-attention Siamese transformer network [58]. The fusion of different stages of features
in the Siamese feature extractor within the multi-attention Siamese transformer architecture
allows the detection of targets with different degrees of irregularity. Existing multi-scale
feature learning techniques are more inclined to extract multi-scale information through the
spatial domain; nevertheless, this paper aims to strengthen the multi-scale representation
capability of the network from the frequency perspective instead.

2.3. Attention Mechanism

Inspired by the human visual system, i.e., the ability to locate salient regions in
complex scenes naturally and efficiently, the attention mechanism has been introduced into
computer vision. It can adaptively recalibrate the weight assigned to elements of interest
via the input image features [59–61].

Channel attention aims at adaptive selection of channel information. Hu et al. pro-
posed the squeeze-and-excitation (SE) block to capture the channel relationships and
enhance representation [39]. Subsequently, various improved versions of the SE block were
developed. Instead of simply utilizing global average pooling to collect global information,
the global second-order pooling (GSoP) model was designed to construct higher-order
statistical information [62]. Yang et al. replaced the original SE block with gated channel
transformation to reduce the computation and parameter cost associated with the fully
connected layer [63].

In order to make convolutional neural networks more attentive to key regions with
transform-invariant properties, Jaderberg et al. proposed spatial transformer networks to
explicitly learn transform invariance [64]. Spatial attention can be considered as a form of
spatial information localization. Furthermore, Gong et al. proposed the Gaussian spatial
attention module for the hyperspectral image change detection task, which adaptively
constructs a spatial Gaussian distribution and samples each image patch to focus on the
spatial region relevant to the center pixel [65].

In BCD, the attention mechanism is also extensively applied to enhance the critical
instances which contribute to building extraction and difference information analysis.
In [20], a pyramid feature-based attention-guided Siamese network is proposed to stress
the correlation between input pairs and enhance the long-distance dependency. Song et al.
enhanced the discrimination of building change features with the help of both spatial
attention and channel attention, eventually formulating the attention-guided end-to-end
change detection network [18]. In [66], an ensemble channel attention module is proposed
by Fang et al. to refine the semantic features at different levels. In addition, a high-frequency
attention-guided Siamese network (HFA-Net) is proposed in [26] to utilize the attention
mechanism for addressing the poor segmentation of building boundaries. In contrast, in
this study, we attempted to mine frequency information from both the spatial dimension
and the channel dimension to refine the building feature map.

3. Methodology

To better detect fine-grained multi-scale land cover objects, a new deep neural network,
the multi-scale DCT network (MDNet), is proposed in this work. Different from conven-
tional deep neural networks for CD, it has two novel modules, i.e., the dual-dimension
DCT attention module (D3AM) and multi-scale DCT pyramid (MDP), to better dig and
utilize the information from frequency domain for better CD performance. The D3AM
employs the DCT to concurrently obtain frequency information from both spatial and
channel dimensions to refine the feature maps in the network. Furthermore, the MDP
can better recognize the objects with varied sizes through the information obtained by
multi-scale DCT.

In this section, the overview of MDNet will be given briefly in Section 3.1. Then, the
D3AM and MDP will be introduced in detail in Sections 3.2 and 3.3, respectively.
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3.1. Overview

We employed a U-shaped [67] network with skip connections as the backbone of the
proposed MDNet as shown in Figure 1. This backbone architecture can automatically
acquire multi-scale feature representation and obtain hierarchical feature maps with varied
sizes, which can be helpful for acquiring better cognition of multi-scale land cover objects in
BCD. With these extracted multi-scale feature maps, we propose the D3AM to obtain extra
information from the transformation domain, which is used to revalue the significance of
feature maps from both spatial and channel dimensions for finer feature representation.
We used the MDP to further dig multi-scale frequency information and built a feature
pyramid through multi-scale DCT, which can acquire better recognition of multi-scale land
cover objects. Apart from these modules, we used two conventional blocks, which contain
several convolutional layers with batch normalization and rectified linear unit (ReLU)
activation functions, to preliminarily process the input bi-temporal remote sensing images
and generate the binary change maps, respectively. Moreover, to create hierarchical multi-
scale features, down-sampling and up-sampling layers are utilized in MDNet. These layers
have pooling layers and bi-linear interpolation with convolutional layers, respectively.
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Figure 1. A brief graphical demonstration of the proposed MDNet.

The proposed MDNet conducts the BCD in VHR bi-temporal remote sensing images
as follows: Firstly, the bi-temporal remote sensing images are concatenated in the channel
dimension and input into MDNet. Then, multi-scale features are extracted by up-sampling
and down-sampling layers. These features are refined and enhanced by the D3AM and
MDP. When features are processed by up-sampling layers, skip connections allow the
features from the early stage to participate in the generation of the binary change maps,
which provide more information to improve CD performance [26]. Finally, the binary
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change maps are produced and output to indicate the change in land cover objects with
pixel-wise results.

3.2. Dual-Dimension DCT Attention Module

In [26], it has been demonstrated that frequency domain information can improve the
performance of BCD. The researchers found that enhancing the high-frequency information
can help the network better detect land cover objects with clearer boundaries, which
improve CD performance. However, it is well recognized that most noise is concentrated
in the high-frequency region. Individually enhancing the high-frequency information
may enhance noise and cause performance loss for CD. High-frequency information is
not the only significant aspect for image recognition [27]; ignoring information from the
lower frequency domain when building the attention mechanism can potentially decrease
the BCD performance in complex scenes. Based on this, we utilize DCT to obtain more
complete frequency information from both spatial and channel dimensions in the proposed
D3AM. With the dual-dimension frequency information acquired, spatial and channel
attention scores are generated to enhance useful information in the feature maps for better
BCD performance. The process is illustrated in Figure 2 and as follows:

Let the input of the D3AM be represented as F in ∈ RC×H×W , where H, W, C indicate
the height, weight, and channel size, respectively. To acquire the information from both
spatial and channel dimensions, the input feature maps F in are input into two different
DCT attention paths concurrently, i.e., the (a) spatial DCT branch and (b) channel DCT
branch.

Input Features
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Channel DCT Branch
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S-Avg
P-DCT Conv 1x1
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Dual-dimension DCT Attention Module (D3AM)

Figure 2. A brief graphical demonstration of the proposed D3AM. A residual link is utilized to keep
the output stable and facilitate supervised learning.
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3.2.1. (a) Spatial DCT Branch

In this path, the most representative spatial features are firstly extracted by the maxi-
mum and average in the spatial dimension [68] and concatenated as F s1 ∈ R2×H×W , which
can be represented as follows:

F s1 = Concat
{

MaxS

(
F in

)
, AvgS

(
F in

)}
(1)

where MaxS(·) and AvgS(·) indicate the procedures of taking the maximum and average
in the spatial dimension, respectively. Furthermore, Concat{·} represents the concatenation
in the channel dimension. Then, we employ a pixel-wise DCT with a kernel size of 3 × 3
to acquire the fine-grained spatial frequency information F s1d ∈ R2×H×W , which can be
represented as:

F s1d = DCT3×3
P

(
F s1

)
(2)

where DCT3×3
P (·) is a pixel-wise DCT with a kernel size of 3 × 3. At the end of spatial

DCT branch, the spatial attention mask As ∈ R1×H×W is obtained by several convolutional
layers with a kernel size of 1 × 1 and a sigmoid function, which can be illustrated as:

As = δ
(

Convs
(
F s1d

))
(3)

where Convs(·) indicates several 1 × 1 convolutional layers with BN and the ReLU, which
are employed to evaluate the features in the spatial dimension through supervised learning.
Furthermore, a sigmoid function, δ(·), is employed to obtain a stable attention score.

3.2.2. (b) Channel DCT Branch

Different from the spatial branch, we firstly use a feature-wise DCT to acquire the
channel-wise global frequency information F c1d ∈ RC×H×W , which can be illustrated as:

F c1d = DCTH×W
f

(
F in

)
. (4)

To acquire the most representative channel-wise frequency information [68] F c1 ∈
R2C×1×1, the global max pooling and global average pooling are employed, which can be
represented as:

F c1 = Concat
{

MaxC

(
F c1d

)
, AvgC

(
F c1d

)}
(5)

where MaxC(·) and AvgC(·) represent the global max pooling and global average pooling,
respectively. Then, we train several 1 × 1 convolutional layers to generate channel-wise
attention score Ac ∈ RC×1×1, which can be illustrated as follows:

Ac = δ
(

Convc
(
F c1

))
(6)

where Convc(·) indicates several convolutional layers with BN, the ReLU, and a kernel
size of 1 × 1. Notably, a sigmoid function is also employed to acquire a stable output in
this branch.

Through the spatial DCT branch and channel DCT branch, the dual-dimensional
attention scores As and Ac are obtained. Then, the final output of the D3AM, F out ∈
RC×H×W , can be obtained as follows:

F out = F in +As ⊗F in ⊗Ac (7)

where ⊗ indicates the Hadamard product. As shown in the equation, a residual link is
utilized at this stage to keep the output stable and facilitate supervised learning.

In sum, in the proposed D3AM, spatial and channel-wise frequency information can
be exploited by using dual-dimensional DCT. Then the attention mechanisms are built
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around these information resources and refine the feature representation from both spatial
and channel dimensions, which make the proposed D3AM different from conventional
frequency-analysis-based attention mechanisms.

3.3. Multi-Scale DCT Pyramid

In the proposed MDNet, multi-scale feature representation is acquired not only from
the hierarchical backbone but also in the proposed MDP. Multi-scale feature extraction has
proven useful for obtaining finer pixel-wise annotation for CD tasks [21]. Basically, the
deepest feature maps have smaller spatial size compared to other features, thus making
them lack precise spatial information. Based on this fact, it can be helpful to extract multi-
scale features based on these deep features and improve the recognition of multi-scale
land cover objects. Many conventional CD methods adopt adaptive pooling and atrous
convolutional layers to extract multi-scale features for better cognition of varied land cover
objects [21], which is revealed to be helpful. However, these directly extracted features can
be rough, since they are built over the features with minor spatial information. To overcome
this problem, we utilized the spatial frequency analysis to refine the spatial information of
multi-scale features in the proposed MDP, as shown in Figure 3. Inspired by [52], we firstly
used dilated convolutional layers to build multi-scale features with different degrees of
spatial detail information. Then, we used DCT with different scales to refine these multi-
scale features. With finer multi-scale feature maps, the land cover objects with varied sizes
can be better recognized and detected in the proposed MDNet. The detailed procedure of
the proposed MDP is demonstrated as follows:

Firstly, let P in ∈ RC×H×W be the input of the MDP. Then, the multi-scale feature maps
Px ∈ RC×H×W {x = 1, 2, 3, 4, 5} can be obtained as follows:

P1 = Conv1
P

(
P in
)

P2 = DilatedConv6
P

(
P in
)

P3 = DilatedConv12
P

(
P in
)

P4 = DilatedConv18
P

(
P in
)

P5 = Up
(

Conv1
P

(
GAP

(
P in
)))

(8)

where Conv1
P(·) denotes a convolutional layer with a kernel size of 1 × 1, BN, and the

ReLU. DilatedConvn
P(·) represents the 3 × 3 dilated convolution with the dilated rate of n.

Furthermore, GAP(·) indicates global average pooling. Then, we use a multi-scale DCT
process to extract multi-scale frequency information to refine these features as shown in
Figure 3, which can be denoted as:

Pd
x = MS− DCTN×N(Px) (9)

where MS− DCTN×N(·) indicates the multi-scale DCT with a kernel size of N × N
{N = 3, 5, 7, 9, 11}. Then, the spatially enhanced multi-scale features are fused to gen-
erate the output, P out ∈ RC×H×W , as follows:

P out = Conv1
P

(
Concat

{
Pd

1 , · · · ,Pd
5

})
(10)

To sum up, the proposed MDP conducts frequency-based analysis over multi-scale
feature maps to refine them in the spatial dimension, which can enhance their spatial
information for better recognition of multi-scale land cover objects in remote sensing
imagery.
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Figure 3. A brief graphical demonstration of the proposed MDP. A residual link is utilized in the
MS-DCT.

4. Experimental Results
4.1. Datasets

To validate the effectiveness of our proposed method, we conducted experiments
on three benchmark remote sensing change detection datasets, namely the WHU-CD
Dataset [69], LEVIR-CD Dataset [49] and Google Dataset [70]. Below are the detailed
descriptions of these three datasets.

4.1.1. WHU-CD Dataset

The WHU-CD Dataset was released by Wuhan University in 2019. This dataset
is a publicly available collection used for remote sensing image processing and build-
ing recognition, widely applied in research and development work within the fields of
change detection.

In the WHU-CD Dataset, buildings exhibit variations in color, shape, and style, includ-
ing both missing and reconstructed structures. Additionally, the entire remote sensing scene
encompasses complex grasslands, bridges, trees, and other ground objects, which poses
significant challenges for accurate building detection. This dataset comprises aerial images
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captured at the same location in Christchurch, New Zealand, in two periods, 2012 and 2016.
The images depict the reconstruction situation of the area after a 6.3-magnitude earthquake
occurred in February 2011. These images possess a high resolution, with dimensions of
32,507 × 15,354 pixels and a spatial resolution of 0.075 m per pixel. The coverage area
reaches up to 20.5 square kilometers. The specific partitioning method of the dataset is
consistent with the approach described in [26,49,57,66,71]. Specifically, the complete WHU-
CD Dataset was divided into 3480 pairs of image pairs, each sized 256 × 256 pixels. Out of
these pairs, 2396 were allocated for training purposes, while the remaining 1084 pairs were
used for testing.

4.1.2. LEVIR-CD Dataset

The LEVIR-CD Dataset covers various types of buildings, including villa residences,
high-rise apartments, small garages, and large warehouses. We focused on changes re-
lated to buildings, including the growth of buildings from land/grass/paved areas to
newly constructed building regions and the decay of buildings. This dataset consists of
637 Google Earth image patches, with a resolution of 0.5 m per pixel, and each patch is
sized at 1024 × 1024 pixels. These images were extracted from dual-temporal imagery
spanning a period of 5 to 14 years, showcasing evident land use changes, particularly in
building growth. The dual-temporal images have been annotated by remote sensing image
interpretation experts using binary labels, where 1 indicates change and 0 indicates no
change. Each sample is annotated by one annotator and subsequently double-checked
by another annotator to ensure annotation quality. In total, the LEVIR-CD Dataset com-
prises 31,333 independent instances of changed buildings. In the experiment, consistent
with [26,49,57,66,71], we cropped the LEVIR-CD Dataset into 10,192 pairs of images, each
sized at 256 × 256 pixels. The training set and test set consist of 7120 pairs and 3072 pairs
of images, respectively.

4.1.3. Google Dataset

The Google Dataset contains diverse and complex buildings, partly due to the large-
scale terrain changes brought about by urbanization. These changes pose challenges in
accurately extracting buildings within complex scenes such as trees, roads, and lakes. In
complex scenes, building extraction faces multiple issues. For instance, tree shadows
may obscure parts of the buildings, roads and other objects may overlap with buildings,
and bodies of water like lakes may reflect the imagery of the buildings. Moreover, there
are also problems with occlusion, lighting variations, and remote sensing image quality,
further increasing the difficulty of accurately extracting buildings from complex scenes.
The Google Dataset, released by Peng et al. [70] in 2021, primarily focuses on urban
changes in the suburban area of Guangzhou, China, from 2006 to 2019. The dataset
consists of 19 pairs of very-high-resolution (VHR) images captured in different seasons,
with sizes ranging from 1006 × 1168 to 4936 × 5224 pixels and a resolution of 0.55 m.
Consistent with [26,49,57,66,71], we divided the Google Dataset into 3130 pairs of images
with 256 × 256 pixels, where 2191 pairs for training and 939 pairs for testing purposes.

4.2. Evaluation Metrics

To comprehensively evaluate the performance of change detection algorithms, four
commonly used metrics, namely precision, recall, F1-score, and intersection over union
(IOU), are used to report the quantitative results analysis. We use TP, TN, FP, and FN to
represent the number of true positives, true negatives, false positives, and false negatives,
respectively. The detailed definitions of these four evaluation metrics are as follows.
Precision measures the proportion of true positives among the samples predicted as positive,
which can be represented by the following formula:

Precision =
TP

TP + FP
(11)
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A higher precision indicates a stronger ability of the classifier or model to correctly
identify true positives among the samples predicted as positive.

Recall measures the proportion of true positives among the actual positive samples,
which can be represented by the following formula:

Recall =
TP

TP + FN
(12)

A higher recall indicates a stronger ability of the classifier or model to correctly identify
true positives among the actual positive samples.

F1-score is a comprehensive evaluation metric that balances precision and recall, which
can be represented by the following formula:

F1-Score =
2× Recall × Precision

Recall + Precision
(13)

The F1-score considers both precision and recall, providing a representative measure
for evaluating the overall performance of a classifier or model.

IOU is primarily used in object detection tasks to measure the overlap between the
predicted results and the ground truth objects. It can be calculated by dividing the intersec-
tion area of the predicted box (or region) and the ground truth box by the union area of the
two as follows:

IOU =
TP

TP + FN + FP
(14)

A higher IOU value indicates that the predicted segmentation result is closer to the
ground truth segmentation target, thereby indicating better performance of the model.

4.3. Implementation Details

To verify the effectiveness of our proposed method, eight excellent peers were selected
as comparative algorithms, namely FC-EF [47], FC-Siam-Diff [47], FC-Siam-Conc [47],
STANet [49], SNUNet [66], BIT [71], and LGPNet [57]. These comparison methods have
been detailed in the related work section. To ensure the fairness of the experiments, all
the comparative methods were reproduced with their respective source codes, and the
reported results were based on their optimal parameters.

In the experiments, MDNet was executed on the PyTorch platform with CUDA 11.3,
utilizing a single NVIDIA RTX 3090 GPU with 24 GB video memory. In the hyperparameter
configuration, a batch size of 8 was used, and stochastic gradient descent (SGD) was chosen
as the optimizer. The initial learning rate was set to 0.01, with a momentum of 0.9 and
a weight decay rate of 10−5. The learning rate decayed at the 10th, 15th, 30th, and 40th
epochs by a factor of 0.1.

4.4. Comparison with Other Methods
4.4.1. Results for the WHU-CD Dataset

Table 1 provides a quantitative analysis of accuracy, recall, F1-score, and IOU metrics
for the WHU-CD Dataset. We highlight the best results in the table by using bold font. It
can be observed from the experimental results that MDNet achieved the best results in
three out of the four metrics, except for a slightly lower performance in the recall metric
compared to the top-performing algorithm (FC-Siam-Diff). In more detail, MDNet achieved
a performance of 91.456% in F1-score and 84.257% in IOU on these two comprehensive
metrics, surpassing the second-best algorithm (LGPNet) by 4.874% and 1.129%, respectively.
It is worth noting that such a significant lead in building change detection on VHR images
is truly remarkable.

Figure 4 shows a comparison of some representative visual results for the WHU-CD
Dataset. The visual results demonstrate that MDNet has achieved outstanding performance
compared to other comparative methods, whether detecting large-scale building changes
or subtle ones. The misidentification issue in the FC-Siam-Diff, FC-EF, and FC-Siam-
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Conc methods is severe. This is because these three models lack the ability to effectively
discriminate against backgrounds that are similar to buildings, leading to a higher chance
of mistakenly identifying objects with low inter-class similarity as buildings. LGPNet and
STANet also face the aforementioned issue with the scenes of large or dense buildings.
However, these two algorithms handle the problem of missing detection relatively well.
The most severe issue of missing detection was found with SNUNet. SNUNet struggles
with detecting even clearly outlined buildings, let alone small-scale building changes. The
problem of false negatives in SNUNet is quite pronounced and cannot be overlooked. BIT
performs decently overall, but it falls short compared to MDNet in terms of fine-grained
details. MDNet achieves excellent results both in capturing the basic outlines of large
buildings and in detecting the edges of small-scale structures.

T1 T2 FC-EF FC-Siam-ConcFC-Siam-Diff BITSNUNetSTANet LGPNet MDNetLabel

Figure 4. Some representative visualization results for the WHU-CD Dataset. Each column, from
left to right, represents the T1 image, T2 image, ground truth, FC-Siam-Diff, FC-EF, FC-Siam-Conc,
STANet, SNUNet, BIT, LGPNet, and our proposed MDNet. Green and red represent missing and
false detection pixels, while white and black represent correctly detected changed and unchanged
pixels, respectively.

Table 1. Quantitative experimental results (in %) of precision, recall, F1-score, and IOU for different
change detection methods for the WHU-CD Dataset. The best results are highlighted in bold.

Methods Precision Recall F1-Score IOU

FC-Siam-Diff [47] 67.116 88.850 76.468 61.902

FC-EF [47] 90.134 79.473 84.468 73.112

FC-Siam-Conc [47] 50.710 88.402 64.490 47.546

STANet [49] 82.268 88.552 85.294 74.360

SNUNet [66] 88.436 62.294 73.098 57.602
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Table 1. Cont.

Methods Precision Recall F1-Score IOU

BIT [71] 83.094 86.350 84.691 73.446

LGPNet [57] 84.705 88.544 86.582 76.340

MDNet (Ours) 94.678 88.445 91.456 84.257

4.4.2. Results for the LEVIR-CD Dataset

Table 2 presents the qualitative analysis results of MDNet and comparative methods in
building change detection in four scenarios for the LEVIR-CD Dataset. From the results in
Table 2, it can be observed that MDNet continued its outstanding performance, except for
not achieving the best accuracy. State-of-the-art results were achieved for recall along with
the two comprehensive metrics, F1-score and IOU. In the two comprehensive metrics that
require special attention, MDNet outperformed the second-ranked algorithms, LGPNet
0.678% and 1.129%, in terms of F1-score and IOU, respectively.

Table 2. Quantitative experimental results (in %) of precision, recall, F1-score, and IOU for different
change detection methods for the LEVIR-CD Dataset. The best results are highlighted in bold.

Methods Precision Recall F1-Score IOU

FC-Siam-Diff [47] 94.001 77.330 84.854 73.693

FC-EF [47] 87.481 80.501 83.846 72.186

FC-Siam-Conc [47] 92.698 78.366 84.931 73.809

STANet [49] 85.468 83.786 84.618 73.338

SNUNet [66] 91.223 82.921 86.874 76.794

BIT [71] 90.551 86.454 88.455 79.300

LGPNet [57] 92.323 87.806 90.008 81.831

MDNet (Ours) 91.401 89.982 90.686 82.960

In addition, to further validate the effectiveness of MDNet for the LEVIR-CD Dataset,
we provide some representative visual case comparisons in Figure 5. It can be observed
from the figure that the LEVIR-CD Dataset is characterized by highly similar variations
in buildings and backgrounds, which poses a significant challenge to the model’s general-
ization ability. However, MDNet surpasses its peers in terms of overall change detection
performance, demonstrating significantly fewer misidentifications and omissions. In more
detail, taking the examples in the first and third rows, the changing buildings occupy a very
small portion of the overall scene. This tests the model’s detection ability for architectural
objects at different scales. MDNet demonstrates excellent performance in extracting the
edges of the entire small building contours. Regarding misidentifications, these algorithms
perform well, mainly because the proportion of buildings in the T1 moment of the LEVIR-
CD Dataset is very low, making it less prone to misidentifications. However, in terms of
omissions, the compared algorithms in the same field perform worse than our proposed
algorithm in different scenarios. Specifically, FC-Siam-Diff, FC-EF, and FC-Siam-Conc
algorithms show poor performance in dense building areas, while other algorithms have
slight flaws in detecting buildings that are too similar to the background.

4.4.3. Results for the Google Dataset

Table 3 presents the results of MDNet and peer comparators for four metrics in the
Google Dataset. MDNet ranked first in accuracy, F1-score, and IOU and second for recall.
To be more specific, in the two key comprehensive metrics, F1-score and IOU, MDNet
outperformed the second-ranked algorithm LGPNet by 0.982% and 1.452%, respectively.
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MDNet achieved highly competitive results for building change detection datasets that
were collected from three different locations, exhibit different architectural styles, and vary
in data scale. This demonstrates that both at the module and overall framework levels, the
design of MDNet exhibits strong generalization capabilities.

T1 T2 FC-EF FC-Siam-ConcFC-Siam-Diff BITSNUNetSTANet LGPNet MDNetLabel

Figure 5. Some representative visualization results for the LEVIR-CD Dataset. Each column, from
left to right, represents the T1 image, T2 image, ground truth, FC-Siam-Diff, FC-EF, FC-Siam-Conc,
STANet, SNUNet, BIT, LGPNet, and our proposed MDNet. Green and red represent missing and
false detection pixels, while white and black represent correctly detected changed and unchanged
pixels, respectively.

Table 3. Quantitative experimental results (in %) of precision, recall, F1-score, and IOU for different
change detection methods for the Google Dataset. The best results are highlighted in bold.

Methods Precision Recall F1-Score IOU

FC-Siam-Diff [47] 80.525 41.560 54.825 37.764

FC-EF [47] 84.087 55.141 66.605 49.931

FC-Siam-Conc [47] 81.876 54.643 65.543 48.747

STANet [49] 80.231 52.434 63.420 46.434

SNUNet [66] 55.669 47.705 51.381 34.572

BIT [71] 89.623 68.641 77.741 63.587

LGPNet [57] 83.917 82.467 83.186 71.212

MDNet (Ours) 88.356 80.359 84.168 72.664

Furthermore, to further illustrate the superior performance of MDNet for the Google
Dataset in a more comprehensive manner, we present some representative visual results in
Figure 6. From a general perspective, it can be concluded from the figure that compared
to the previous two benchmark datasets WHU-CD and LEVIR-CD, the Google Dataset is
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significantly more challenging, as it consists of large-scale scene changes and fine-grained
building changes within a small area. In more detail, the five algorithms, FC-Siam-Diff,
FC-EF, FC-Siam-Conc, STANet, and SNUNet, exhibit significant issues with false negatives
in detection. This can be observed in the second, fourth, and fifth rows of the figure, where
these models lack the ability to accurately identify buildings that have high similarity to
the background. On the other hand, BIT and LGPNet perform less effectively than MDNet
in controlling false positives. MDNet actually achieves good overall boundary control.
However, its only flaw is in the detection of shadows on buildings, where MDNet may
produce false positive detections. Overall, MDNet is a remarkable algorithm with its flaws
being overshadowed by its strengths. The design of its modules effectively enhances the
network’s ability to represent multi-scale features.

T1 T2 FC-EF FC-Siam-ConcFC-Siam-Diff BITSNUNetSTANet LGPNet MDNetLabel

Figure 6. Some representative visualization results for the Google Dataset. Each column, from
left to right, represents the T1 image, T2 image, ground truth, FC-Siam-Diff, FC-EF, FC-Siam-Conc,
STANet, SNUNet, BIT, LGPNet, and our proposed MDNet. Green and red represent missing and
false detection pixels, while white and black represent correctly detected changed and unchanged
pixels, respectively.

5. Discussion

To further investigate the effectiveness of the framework and modules proposed in
MDNet, we conducted extensive ablation experiments on MDNet across three benchmark
datasets. Tables 4–6 present the ablation experiments of the dual-dimension DCT attention
module (D3AM) and multi-scale DCT pyramid (MDP) in MDNet for the WHU-CD, LEVIR-
CD, and Google datasets, respectively. The best results are also indicated in bold for all the
ablation experiments. Overall, the design of the D3AM and MDP in the backbone network
has led to some improvement in the performance of building change detection. While
combining both of them may not have better performance than individual methods for
certain challenging datasets, the overall combination of the two proves to be complementary
and beneficial. It is worth noting that the improvement in the D3AM is more significant
than that of the MDP. This is because the D3AM uses DCT to obtain frequency information
in both spatial and channel dimensions to refine the feature map, which is considered to be
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effective for high-frequency and low-frequency information in building distribution. Both
provide better adaptive enhancement. The MDP, on the other hand, further captures multi-
scale DCT information to better identify multi-scale land cover targets in VHR images.

Table 4. Ablation study of the proposed MDNet on WHU-CD Dataset. The best results are highlighted
in bold.

Methods Precision Recall F1-Score IOU

Backbone 94.195 86.714 90.300 82.315

Backbone + D3AM 93.476 88.961 91.163 83.761

Backbone + MDP 93.528 88.493 90.941 83.387

Full (MDNet) 94.678 88.445 91.456 84.257

Table 5. Ablation study of the proposed MDNet on LEVIR-CD Dataset. The best results are high-
lighted in bold.

Methods Precision Recall F1-Score IOU

Backbone 91.841 88.363 90.068 81.931

Backbone + D3AM 91.575 89.320 90.434 82.538

Backbone + MDP 91.722 89.252 90.470 82.599

Full (MDNet) 91.401 89.982 90.686 82.960

Table 6. Ablation study of the proposed MDNet on Google Dataset. The best results are highlighted
in bold.

Methods Precision Recall F1-Score IOU

Backbone 86.906 79.292 82.925 70.830

Backbone + D3AM 86.339 80.895 83.528 71.715

Backbone + MDP 87.926 79.203 83.337 71.434

Full (MDNet) 88.356 80.359 84.168 72.664

To further demonstrate the effectiveness of our proposed MDP, Figure 7 provides sev-
eral heatmaps of the spatial attention masks from the proposed D3AM on three benchmark
datasets. It can be seen from the figure that some of them can enhance the boundaries of
the changed land cover objects; the others can globally depict the whole buildings. This
suggests that the D3AM can utilize the DCT to capture global frequency information from
low- to high-frequency regions, aiming to enhance feature maps in the network and help
improve the recognition capability of land cover targets at multiple scales. Apart from that,
MDNet exhibits remarkable extraction capability for the contour features of key changes
in the scene with the help of the D3AM. It can be seen from the visualized results that the
changed edges of buildings are clearly visible in the extracted features as a whole.

We also provide a comparison of the performance and computational cost of different
models, as shown in Table 7. Although the proposed MDNet cannot reach the SOTA in
terms of model parameters (Param.) and floating point operations (FLOPs), our model
has better performance than models with similar computational costs. Therefore, this
compromise solution of sacrificing computational cost to obtain a high-performance model
is ideal and has practical significance.
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WHU-CD Dataset LEVIR-CD Dataset Google Dataset

Figure 7. The visualization of the heatmaps outputted by the final layer of MDNet on three benchmark
building change detection datasets. From top to bottom, each row represents T1, T2, ground truth,
and the heatmap of the attention score of the D3AM.

Table 7. Quantitative comparison of the performance (in F1-score) and computational costs of
different models parameters and FLOPs.

Methods Params. (M) FLOPs (G) WHU-CD (%) LEVIR-CD (%) Google (%)

FC-Siam-Diff [47] 21.55 18.31 76.47 84.85 54.83

FC-EF [47] 21.55 18.42 84.47 83.85 66.61

FC-Siam-Conc [47] 24.68 18.31 64.49 84.93 65.54

STANet [49] 16.93 6.73 85.29 84.62 63.42

SNUNet [66] 12.03 40.65 73.09 86.87 51.38

BIT [71] 3.50 4.39 84.69 88.46 77.74

LGPNet [57] 70.99 56.66 86.58 90.01 83.19

MDNet (Ours) 55.40 59.00 91.46 90.69 84.17

6. Conclusions

In this paper, a novel multi-scale DCT network (MDNet) is proposed for building
change detection in VHR remote sensing imagery. Two crucial components were designed,
namely the dual-dimension DCT attention module (D3AM) and multi-scale DCT pyramid
(MDP). Specifically, the D3AM leverages DCT to simultaneously acquire frequency informa-
tion in both spatial and channel dimensions to refine the feature maps, which is considered
to provide better adaptive enhancement for both high-frequency and low-frequency infor-
mation in building distribution. The MDP further captures multi-scale DCT information
to better recognize the multi-scale land cover objects in VHR imagery. Experiments on
benchmark datasets indicate that our method performs favorably against state-of-the-art
algorithms on numerous benchmark datasets. In addition, the ablation analysis also demon-
strates that our D3AM and MDP modules improve both feature refinement and accurate
segmentation of multi-scale targets.

However, the proposed method is built within a supervised learning framework and
requires non-negligible time and annotated datasets to acquire the ability to automate
building change detection. In this case, the untrained model may have unacceptable
performance for change detection tasks. To deal with this problem, unsupervised and self-
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supervised learning-based techniques can be helpful for more flexible automated change
detection. In future work, we will also actively explore accurate building feature extraction
and change information analysis using high-resolution remote sensing data with limited
quality, and cross-modal scenarios will also be further considered.

Author Contributions: Conceptualization, Y.Z. and L.F.; methodology, Y.Z., L.F. and Q.L.; validation,
Y.Z. and L.F.; investigation, Y.Z. and Q.L.; writing—original draft preparation, Y.Z., L.F. and J.C.;
writing—review and editing, Y.Z., Q.L. and J.C. All authors have read and agreed to the published
version of the manuscript.

Funding: This work was financially supported by the Shaanxi Provincial Department of Science
and Technology Fund Project “Shaanxi Provincial Innovation Capability Support Program” (No.
2021PT-009).

Data Availability Statement: Not applicable.

Acknowledgments: The authors thank the anonymous reviewers for their insightful comments
and suggestions.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Lv, Z.; Huang, H.; Li, X.; Zhao, M.; Benediktsson, J.A.; Sun, W.; Falco, N. Land cover change detection with heterogeneous remote

sensing images: Review, progress, and perspective. Proc. IEEE 2022, 110, 1976–1991. [CrossRef]
2. Shao, Z.; Tang, P.; Wang, Z.; Saleem, N.; Yam, S.; Sommai, C. BRRNet: A fully convolutional neural network for automatic

building extraction from high-resolution remote sensing images. Remote Sens. 2020, 12, 1050. [CrossRef]
3. Gong, M.; Liu, T.; Zhang, M.; Zhang, Q.; Lu, D.; Zheng, H.; Jiang, F. Context–content collaborative network for building extraction

from high-resolution imagery. Knowl.-Based Syst. 2023, 263, 110283. [CrossRef]
4. Lv, Z.; Zhong, P.; Wang, W.; You, Z.; Benediktsson, J.A.; Shi, C. Novel Piecewise Distance based on Adaptive Region Key-points

Extraction for LCCD with VHR Remote Sensing Images. IEEE Trans. Geosci. Remote Sens. 2023, 61, 5607709. [CrossRef]
5. Liu, T.; Gong, M.; Jiang, F.; Zhang, Y.; Li, H. Landslide inventory mapping method based on adaptive histogram-mean distance

with bitemporal VHR aerial images. IEEE Geosci. Remote Sens. Lett. 2021, 19, 3003005. [CrossRef]
6. Shen, L.; Lu, Y.; Chen, H.; Wei, H.; Xie, D.; Yue, J.; Chen, R.; Lv, S.; Jiang, B. S2Looking: A satellite side-looking dataset for

building change detection. Remote Sens. 2021, 13, 5094. [CrossRef]
7. Bouziani, M.; Goïta, K.; He, D.C. Automatic change detection of buildings in urban environment from very high spatial resolution

images using existing geodatabase and prior knowledge. ISPRS J. Photogramm. Remote Sens. 2010, 65, 143–153. [CrossRef]
8. Zhu, Y.; Jin, G.; Liu, T.; Zheng, H.; Zhang, M.; Liang, S.; Liu, J.; Li, L. Self-Attention and Convolution Fusion Network for Land

Cover Change Detection over a New Data Set in Wenzhou, China. Remote Sens. 2022, 14, 5969. [CrossRef]
9. Janalipour, M.; Taleai, M. Building change detection after earthquake using multi-criteria decision analysis based on extracted

information from high spatial resolution satellite images. Int. J. Remote Sens. 2017, 38, 82–99. [CrossRef]
10. Zheng, Z.; Zhong, Y.; Wang, J.; Ma, A.; Zhang, L. Building damage assessment for rapid disaster response with a deep object-based

semantic change detection framework: From natural disasters to human-made disasters. Remote Sens. Environ. 2021, 265, 112636.
[CrossRef]

11. Huang, X.; Zhang, L. A multidirectional and multiscale morphological index for automatic building extraction from multispectral
GeoEye-1 imagery. Photogramm. Eng. Remote Sens. 2011, 77, 721–732. [CrossRef]

12. Huang, X.; Zhang, L. Morphological building/shadow index for building extraction from high-resolution imagery over urban
areas. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2011, 5, 161–172. [CrossRef]

13. Huang, X.; Zhang, L.; Zhu, T. Building change detection from multitemporal high-resolution remotely sensed images based on a
morphological building index. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2013, 7, 105–115. [CrossRef]

14. Zhu, X.X.; Tuia, D.; Mou, L.; Xia, G.S.; Zhang, L.; Xu, F.; Fraundorfer, F. Deep learning in remote sensing: A comprehensive
review and list of resources. IEEE Geosci. Remote Sens. Mag. 2017, 5, 8–36. [CrossRef]

15. Hu, Z.; Gong, M.; Lu, Y.; Li, J.; Zhao, Y.; Zhang, M. Data Customization-based Multiobjective Optimization Pruning Framework
for Remote Sensing Scene Classification. IEEE Trans. Geosci. Remote Sens. 2023, 2023, 1. [CrossRef]

16. Li, J.; Li, H.; Liu, Y.; Gong, M. Multi-fidelity evolutionary multitasking optimization for hyperspectral endmember extraction.
Appl. Soft Comput. 2021, 111, 107713. [CrossRef]

17. Wang, X.; Du, J.; Tan, K.; Ding, J.; Liu, Z.; Pan, C.; Han, B. A high-resolution feature difference attention network for the
application of building change detection. Int. J. Appl. Earth Obs. Geoinf. 2022, 112, 102950. [CrossRef]

18. Song, K.; Jiang, J. AGCDetNet: An attention-guided network for building change detection in high-resolution remote sensing
images. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2021, 14, 4816–4831. [CrossRef]

http://doi.org/10.1109/JPROC.2022.3219376
http://dx.doi.org/10.3390/rs12061050
http://dx.doi.org/10.1016/j.knosys.2023.110283
http://dx.doi.org/10.1109/TGRS.2023.3268038
http://dx.doi.org/10.1109/LGRS.2021.3078732
http://dx.doi.org/10.3390/rs13245094
http://dx.doi.org/10.1016/j.isprsjprs.2009.10.002
http://dx.doi.org/10.3390/rs14235969
http://dx.doi.org/10.1080/01431161.2016.1259673
http://dx.doi.org/10.1016/j.rse.2021.112636
http://dx.doi.org/10.14358/PERS.77.7.721
http://dx.doi.org/10.1109/JSTARS.2011.2168195
http://dx.doi.org/10.1109/JSTARS.2013.2252423
http://dx.doi.org/10.1109/MGRS.2017.2762307
http://dx.doi.org/10.1109/TGRS.2023.3320650
http://dx.doi.org/10.1016/j.asoc.2021.107713
http://dx.doi.org/10.1016/j.jag.2022.102950
http://dx.doi.org/10.1109/JSTARS.2021.3077545


Remote Sens. 2023, 15, 5243 20 of 21

19. Zhang, J.; Pan, B.; Zhang, Y.; Liu, Z.; Zheng, X. Building change detection in remote sensing images based on dual multi-scale
attention. Remote Sens. 2022, 14, 5405. [CrossRef]

20. Jiang, H.; Hu, X.; Li, K.; Zhang, J.; Gong, J.; Zhang, M. PGA-SiamNet: Pyramid feature-based attention-guided Siamese network
for remote sensing orthoimagery building change detection. Remote Sens. 2020, 12, 484. [CrossRef]

21. Zhang, M.; Zheng, H.; Gong, M.; Wu, Y.; Li, H.; Jiang, X. Self-structured pyramid network with parallel spatial-channel attention
for change detection in VHR remote sensed imagery. Pattern Recognit. 2023, 138, 109354. [CrossRef]

22. Bai, B.; Fu, W.; Lu, T.; Li, S. Edge-guided recurrent convolutional neural network for multitemporal remote sensing image
building change detection. IEEE Trans. Geosci. Remote Sens. 2021, 60, 5610613. [CrossRef]

23. Mou, L.; Bruzzone, L.; Zhu, X.X. Learning spectral-spatial-temporal features via a recurrent convolutional neural network for
change detection in multispectral imagery. IEEE Trans. Geosci. Remote Sens. 2018, 57, 924–935. [CrossRef]

24. Yang, B.; Huang, Y.; Su, X.; Guo, H. MAEANet: Multiscale Attention and Edge-Aware Siamese Network for Building Change
Detection in High-Resolution Remote Sensing Images. Remote Sens. 2022, 14, 4895. [CrossRef]

25. Xu, X.; Zhou, Y.; Lu, X.; Chen, Z. FERA-Net: A Building Change Detection Method for High-Resolution Remote Sensing Imagery
Based on Residual Attention and High-Frequency Features. Remote Sens. 2023, 15, 395. [CrossRef]

26. Zheng, H.; Gong, M.; Liu, T.; Jiang, F.; Zhan, T.; Lu, D.; Zhang, M. HFA-Net: High frequency attention siamese network for
building change detection in VHR remote sensing images. Pattern Recognit. 2022, 129, 108717. [CrossRef]

27. Qin, Z.; Zhang, P.; Wu, F.; Li, X. Fcanet: Frequency channel attention networks. arXiv 2021, arXiv:2012.11879.
28. He, K.; Zhang, X.; Ren, S.; Sun, J. Spatial pyramid pooling in deep convolutional networks for visual recognition. IEEE Trans.

Pattern Anal. Mach. Intell. 2015, 37, 1904–1916. [CrossRef]
29. Ding, Q.; Shao, Z.; Huang, X.; Altan, O. DSA-Net: A novel deeply supervised attention-guided network for building change

detection in high-resolution remote sensing images. Int. J. Appl. Earth Obs. Geoinf. 2021, 105, 102591. [CrossRef]
30. Zhao, H.; Shi, J.; Qi, X.; Wang, X.; Jia, J. Pyramid scene parsing network. In Proceedings of the IEEE Conference on Computer

Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 2881–2890.
31. Sahar, L.; Muthukumar, S.; French, S.P. Using aerial imagery and GIS in automated building footprint extraction and shape

recognition for earthquake risk assessment of urban inventories. IEEE Trans. Geosci. Remote Sens. 2010, 48, 3511–3520. [CrossRef]
32. Li, H.; Li, J.; Zhao, Y.; Gong, M.; Zhang, Y.; Liu, T. Cost-sensitive self-paced learning with adaptive regularization for classification

of image time series. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2021, 14, 11713–11727. [CrossRef]
33. Gong, M.; Li, J.; Zhang, Y.; Wu, Y.; Zhang, M. Two-path aggregation attention network with quad-patch data augmentation for

few-shot scene classification. IEEE Trans. Geosci. Remote Sens. 2022, 60, 4511616. [CrossRef]
34. Lv, Z.; Zhang, P.; Sun, W.; Benediktsson, J.A.; Li, J.; Wang, W. Novel Adaptive Region Spectral-Spatial Features for Land Cover

Classification with High Spatial Resolution Remotely Sensed Imagery. IEEE Trans. Geosci. Remote Sens. 2023, 61, 1. [CrossRef]
35. Shackelford, A.K.; Davis, C.H.; Wang, X. Automated 2-D building footprint extraction from high-resolution satellite multispectral

imagery. In Proceedings of the IGARSS 2004. 2004 IEEE International Geoscience and Remote Sensing Symposium, Anchorage,
AK, USA, 20–24 September 2004; Volume 3, pp. 1996–1999.

36. Zhang, L.; Huang, X.; Huang, B.; Li, P. A pixel shape index coupled with spectral information for classification of high spatial
resolution remotely sensed imagery. IEEE Trans. Geosci. Remote Sens. 2006, 44, 2950–2961. [CrossRef]

37. Zabuawala, S.; Nguyen, H.; Wei, H.; Yadegar, J. Fusion of LiDAR and aerial imagery for accurate building footprint extraction.
Image Process. Mach. Vis. Appl. II SPIE 2009, 7251, 337–347.

38. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. arXiv 2016, arXiv:1512.03385.
39. Hu, J.; Shen, L.; Sun, G. Squeeze-and-excitation networks. arXiv 2018, arXiv:1709.01507.
40. Jiang, Y.; Tan, Z.; Wang, J.; Sun, X.; Lin, M.; Li, H. GiraffeDet: A heavy-neck paradigm for object detection. arXiv 2022,

arXiv:2202.04256.
41. Gong, M.; Zhao, Y.; Li, H.; Qin, A.; Xing, L.; Li, J.; Liu, Y.; Liu, Y. Deep Fuzzy Variable C-Means Clustering Incorporated with

Curriculum Learning. IEEE Trans. Fuzzy Syst. 2023, 2023, 1–15. [CrossRef]
42. Gong, M.; Zhao, J.; Liu, J.; Miao, Q.; Jiao, L. Change detection in synthetic aperture radar images based on deep neural networks.

IEEE Trans. Neural Netw. Learn. Syst. 2015, 27, 125–138. [CrossRef]
43. Lv, Z.; Huang, H.; Sun, W.; Jia, M.; Benediktsson, J.A.; Chen, F. Iterative Training Sample Augmentation for Enhancing Land

Cover Change Detection Performance With Deep Learning Neural Network. IEEE Trans. Neural Netw. Learn. Syst. 2023, 2023,
1–14. [CrossRef]

44. Li, J.; Gong, M.; Liu, H.; Zhang, Y.; Zhang, M.; Wu, Y. Multiform ensemble self-supervised learning for few-shot remote sensing
scene classification. IEEE Trans. Geosci. Remote Sens. 2023, 61, 4500416. [CrossRef]

45. Li, L.; Wang, C.; Zhang, H.; Zhang, B.; Wu, F. Urban building change detection in SAR images using combined differential image
and residual u-net network. Remote Sens. 2019, 11, 1091. [CrossRef]

46. Xue, J.; Xu, H.; Yang, H.; Wang, B.; Wu, P.; Choi, J.; Cai, L.; Wu, Y. Multi-feature enhanced building change detection based on
semantic information guidance. Remote Sens. 2021, 13, 4171. [CrossRef]

47. Daudt, R.C.; Le Saux, B.; Boulch, A. Fully convolutional siamese networks for change detection. In Proceedings of the 2018 25th
IEEE International Conference on Image Processing (ICIP), Athens, Greece, 7–10 October 2018; pp. 4063–4067.

48. Liu, Y.; Pang, C.; Zhan, Z.; Zhang, X.; Yang, X. Building change detection for remote sensing images using a dual-task constrained
deep siamese convolutional network model. IEEE Geosci. Remote Sens. Lett. 2020, 18, 811–815. [CrossRef]

http://dx.doi.org/10.3390/rs14215405
http://dx.doi.org/10.3390/rs12030484
http://dx.doi.org/10.1016/j.patcog.2023.109354
http://dx.doi.org/10.1109/TGRS.2021.3106697
http://dx.doi.org/10.1109/TGRS.2018.2863224
http://dx.doi.org/10.3390/rs14194895
http://dx.doi.org/10.3390/rs15020395
http://dx.doi.org/10.1016/j.patcog.2022.108717
http://dx.doi.org/10.1109/TPAMI.2015.2389824
http://dx.doi.org/10.1016/j.jag.2021.102591
http://dx.doi.org/10.1109/TGRS.2010.2047260
http://dx.doi.org/10.1109/JSTARS.2021.3127754
http://dx.doi.org/10.1109/TGRS.2022.3197445
http://dx.doi.org/10.1109/TGRS.2023.3275753
http://dx.doi.org/10.1109/TGRS.2006.876704
http://dx.doi.org/10.1109/TFUZZ.2023.3283046
http://dx.doi.org/10.1109/TNNLS.2015.2435783
http://dx.doi.org/10.1109/TNNLS.2023.3282935
http://dx.doi.org/10.1109/TGRS.2023.3234252
http://dx.doi.org/10.3390/rs11091091
http://dx.doi.org/10.3390/rs13204171
http://dx.doi.org/10.1109/LGRS.2020.2988032


Remote Sens. 2023, 15, 5243 21 of 21

49. Chen, H.; Shi, Z. A spatial-temporal attention-based method and a new dataset for remote sensing image change detection.
Remote Sens. 2020, 12, 1662. [CrossRef]

50. Chen, Z.; Zhou, Y.; Wang, B.; Xu, X.; He, N.; Jin, S.; Jin, S. EGDE-Net: A building change detection method for high-resolution
remote sensing imagery based on edge guidance and differential enhancement. ISPRS J. Photogramm. Remote Sens. 2022,
191, 203–222. [CrossRef]

51. Lv, Z.; Zhong, P.; Wang, W.; You, Z.; Falco, N. Multi-scale Attention Network Guided with Change Gradient Image for Land
Cover Change Detection Using Remote Sensing Images. IEEE Geosci. Remote Sens. Lett. 2023, 2023, 2501805.

52. Chen, L.C.; Papandreou, G.; Kokkinos, I.; Murphy, K.; Yuille, A.L. Deeplab: Semantic image segmentation with deep convolutional
nets, atrous convolution, and fully connected crfs. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 40, 834–848. [CrossRef]

53. Li, H.; Xiong, P.; An, J.; Wang, L. Pyramid attention network for semantic segmentation. arXiv 2018, arXiv:1805.10180.
54. Li, H.; Xiong, P.; Fan, H.; Sun, J. Dfanet: Deep feature aggregation for real-time semantic segmentation. arXiv 2020, arXiv:1904.02216.
55. Tao, A.; Sapra, K.; Catanzaro, B. Hierarchical multi-scale attention for semantic segmentation. arXiv 2020, arXiv:2005.10821.
56. Shang, R.; Zhang, J.; Jiao, L.; Li, Y.; Marturi, N.; Stolkin, R. Multi-scale adaptive feature fusion network for semantic segmentation

in remote sensing images. Remote Sens. 2020, 12, 872. [CrossRef]
57. Liu, T.; Gong, M.; Lu, D.; Zhang, Q.; Zheng, H.; Jiang, F.; Zhang, M. Building change detection for VHR remote sensing images

via local–global pyramid network and cross-task transfer learning strategy. IEEE Trans. Geosci. Remote Sens. 2021, 60, 4704817.
[CrossRef]

58. Zhang, M.; Liu, Z.; Feng, J.; Liu, L.; Jiao, L. Remote Sensing Image Change Detection Based on Deep Multi-Scale Multi-Attention
Siamese Transformer Network. Remote Sens. 2023, 15, 842. [CrossRef]

59. Guo, M.H.; Xu, T.X.; Liu, J.J.; Liu, Z.N.; Jiang, P.T.; Mu, T.J.; Zhang, S.H.; Martin, R.R.; Cheng, M.M.; Hu, S.M. Attention
mechanisms in computer vision: A survey. Comput. Vis. Media 2022, 8, 331–368. [CrossRef]

60. Zhang, Y.; Gong, M.; Li, J.; Zhang, M.; Jiang, F.; Zhao, H. Self-Supervised Monocular Depth Estimation With Multiscale Perception.
IEEE Trans. Image Process. 2022, 31, 3251–3266. [CrossRef]

61. Zhang, Y.; Gong, M.; Zhang, M.; Li, J. Self-Supervised Monocular Depth Estimation With Self-Perceptual Anomaly Handling.
IEEE Trans. Neural Netw. Learn. Syst. 2023, 1–15. [CrossRef]

62. Gao, Z.; Xie, J.; Wang, Q.; Li, P. Global second-order pooling convolutional networks. arXiv 2019, arXiv:1811.12006.
63. Yang, Z.; Zhu, L.; Wu, Y.; Yang, Y. Gated channel transformation for visual recognition. arXiv 2020, arXiv:1909.11519.
64. Jaderberg, M.; Simonyan, K.; Zisserman, A. Spatial transformer networks. Adv. Neural Inf. Process. Syst. 2015, 28.
65. Gong, M.; Jiang, F.; Qin, A.K.; Liu, T.; Zhan, T.; Lu, D.; Zheng, H.; Zhang, M. A spectral and spatial attention network for change

detection in hyperspectral images. IEEE Trans. Geosci. Remote Sens. 2021, 60, 5521614. [CrossRef]
66. Fang, S.; Li, K.; Shao, J.; Li, Z. SNUNet-CD: A densely connected Siamese network for change detection of VHR images. IEEE

Geosci. Remote. Sens. Lett. 2021, 19, 8007805. [CrossRef]
67. Ronneberger, O.; Fischer, P.; Brox, T. U-net: Convolutional networks for biomedical image segmentation. In Proceedings of

the Medical Image Computing and Computer-Assisted Intervention—MICCAI 2015: 18th International Conference, Munich,
Germany, 5–9 October 2015; pp. 234–241.

68. Woo, S.; Park, J.; Lee, J.Y.; Kweon, I.S. CBAM: Convolutional block attention module. arXiv 2020, arXiv:1807.06521.
69. Ji, S.; Wei, S.; Lu, M. Fully Convolutional Networks for Multisource Building Extraction From an Open Aerial and Satellite

Imagery Data Set. IEEE Trans. Geosci. Remote Sens. 2019, 57, 574–586. [CrossRef]
70. Peng, D.; Bruzzone, L.; Zhang, Y.; Guan, H.; Ding, H.; Huang, X. SemiCDNet: A Semisupervised Convolutional Neural Network

for Change Detection in High Resolution Remote-Sensing Images. IEEE Trans. Geosci. Remote Sens. 2021, 59, 5891–5906. [CrossRef]
71. Chen, H.; Qi, Z.; Shi, Z. Remote sensing image change detection with transformers. IEEE Trans. Geosci. Remote Sens. 2022, 60, 1–14.

[CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.3390/rs12101662
http://dx.doi.org/10.1016/j.isprsjprs.2022.07.016
http://dx.doi.org/10.1109/TPAMI.2017.2699184
http://dx.doi.org/10.3390/rs12050872
http://dx.doi.org/10.1109/TGRS.2021.3130940
http://dx.doi.org/10.3390/rs15030842
http://dx.doi.org/10.1007/s41095-022-0271-y
http://dx.doi.org/10.1109/TIP.2022.3167307
http://dx.doi.org/10.1109/TNNLS.2023.3301711
http://dx.doi.org/10.1109/TGRS.2021.3139077
http://dx.doi.org/10.1109/LGRS.2021.3056416
http://dx.doi.org/10.1109/TGRS.2018.2858817
http://dx.doi.org/10.1109/TGRS.2020.3011913
http://dx.doi.org/10.1109/TGRS.2021.3095166

	Introduction
	Related Works
	Building Change Detection in VHR Imagery
	Multi-Scale Feature Learning in Semantic Segmentation
	Attention Mechanism

	Methodology
	Overview
	Dual-Dimension DCT Attention Module
	(a) Spatial DCT Branch
	(b) Channel DCT Branch

	Multi-Scale DCT Pyramid

	Experimental Results
	Datasets
	WHU-CD Dataset
	LEVIR-CD Dataset
	Google Dataset

	Evaluation Metrics
	Implementation Details
	Comparison with Other Methods
	Results for the WHU-CD Dataset
	Results for the LEVIR-CD Dataset
	Results for the Google Dataset


	Discussion
	Conclusions
	References

