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Abstract: Earth Observation (EO) data, such as Landsat 7 (L7) and Sentinel 2 (S2) imagery, are often
used to monitor the state of natural resources all over the world. However, this type of data tends
to suffer from high cloud cover percentages during rainfall/snow seasons. This has led researchers
to focus on developing algorithms for filling gaps in optical satellite imagery. The present work
proposes two modifications to an existing gap-filling approach known as the Direct Sampling (DS)
method. These modifications refer to ensuring the algorithm starts filling unknown pixels (UPs)
that have a specified minimum number of known neighbors (Nx) and to reducing the search area
to pixels that share similar reflectance as the Nx of the selected UP. Experiments were performed
on images acquired from coastal water bodies in France. The validation of the modified gap-filling
approach was performed by imposing artificial gaps on originally gap-free images and comparing the
simulated images with the real ones. Results indicate that satisfactory performance can be achieved
for most spectral bands. Moreover, it appears that the bi-layer (BL) version of the algorithm tends to
outperform the uni-layer (UL) version in terms of overall accuracy. For instance, in the case of B04
of an L7 image with a cloud percentage of 27.26%, accuracy values for UL and BL simulations are,
respectively, 64.05 and 79.61%. Furthermore, it has been confirmed that the introduced modifications
have indeed helped in improving the overall accuracy and in reducing the processing time. As a
matter of fact, the implementation of a conditional filling path (minNx = 4) and a targeted search
(n2 = 200) when filling cloud gaps in L7 imagery has contributed to an average increase in accuracy
of around 35.06% and an average gain in processing time by around 78.18%, respectively.

Keywords: Landsat 7; Sentinel 2; coastal waters; gap filling; modified direct sampling

1. Introduction

With the advent of optical satellite missions such as the Landsat series and Sentinel
2 imagery, it is increasingly easier to carry out more frequent and reliable monitoring of
the environment, including applications such as forestry and vegetation monitoring [1,2],
water resource management [3,4], crop yield estimations [4,5], climate change studies [6,7],
and urban planning [8,9]. However, it is a known fact that these datasets tend to suffer from
gaps that can either correspond to (i) an instrument failure, such as in the case of the Landsat
7 Enhanced Thematic Mapper Plus (ETM+), Scan Line Corrector (SLC), and/or (ii) the
presence of clouds and cloud shadows. Based on the time of image acquisition and the area
of investigation, gaps can be large and contribute to omitting critical information, which
may lead to biased findings. Establishing and maintaining an effective and continuous
monitoring scheme of the current state of the environment is therefore tightly tied to
adopting reliable gap-filling algorithms.
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Gap-filling approaches can be divided into two categories: (i) temporal approaches [10–12]
and (ii) spatial approaches [13–16]. Temporal approaches are based on looking for the time
series corresponding to a selected pixel in a satellite image and using this information to
estimate the unknown pixel value. An example of a temporal approach is the “Linear
Interpolation Method”, where the algorithm fills an unknown pixel by considering the
value of that pixel in adjacent days [17]. A pre-defined time window is set by the user,
and weights can be assigned based on how far a pixel value is from the selected unknown
pixel in time. A major drawback of temporal approaches is their low performance when
applied in locations where cloud percentage tends to be high for an extended period of time
(i.e., the winter season). On the other hand, spatial approaches refer to algorithms that look
for the nearest known neighbors (in space) to a selected unknown pixel and use them to
predict the value of the latter [18]. They are based on the assumption that neighboring
pixels are highly correlated.

Multiple-Points Statistics (MPS) algorithms fall under the spatial approaches category,
and their use is widely reported in geology, hydrology, and remote sensing fields [19–22].
The concept of using MPS to reconstruct gaps in images was first introduced by Guardiano
and Srivastava [23] in 1993. The developed algorithm was known as ENESIM (Extended
Normal Equations Simulation), and in addition to requiring a long processing time, its
use was limited to categorical data. In 2002, Strebelle [24] proposed a modified version
that is known as SNESIM (Single Normal Equation Simulation). The latter was based on
implementing a dynamic database (i.e., a search tree) for extracting and storing patterns.
This has helped improve the speed of the model at the cost of increasing its memory de-
mands. In 2006, Zhang et al. [25] introduced FILTERSIM (simulation using filter scores), a
clustering-based algorithm that proposed adding user-defined filters to Strebelle’s algo-
rithm to speed up the processing of images. The gain in time is mainly attributed to the
fact that the algorithm will be working with cluster representatives instead of all available
patterns. Gloaguen (2009) [26] and Honarkhah and Caers (2010) [27] proposed modifying
the FILTERSIM algorithm by, respectively, using the wavelet transform instead of filter
scores and focusing on reducing the number of necessary clusters to improve accuracy.
In 2012, Tahmasebi et al. [28] proposed a more effective clustering-based algorithm that
uses cross correlation to compare patterns. In comparison, in 2011, Straubhaar et al. [29]
proposed improving the SNESIM by leading research in another direction. In their work,
they introduced the IMPALA (An Improved Parallel Multiple-point Algorithm Using a List
Approach) algorithm, which aims to tackle the memory demand and processing time issues
by using lists instead of search trees and implementing parallelization techniques. In 2013,
IMPALA was further modified to incorporate vector quantization during the clustering
phase. The developed algorithm was known as VQMPS (vector quantization MPS) [30].

Inspired by the aforementioned MPS algorithms, researchers developed a new algo-
rithm known as Direct Sampling (DS). The first version of the algorithm was introduced by
Mariethoz et al. [31] as an attempt to fill both categorical and continuous data gaps. The
original algorithm is still considered to be computationally expensive. However, since then,
several variants of the DS algorithm have been developed by different research groups to
further improve the overall accuracy and reduce the processing time. For example, in 2013,
Abdollahifard et al. [32] and Rezaee et al. [18] have, respectively, proposed adopting a gra-
dient descent pattern matching method and pasting not only the replicate pixel value but its
neighbors as well. In 2017, Feng et al. [33] focused on developing a tool for the selection of
the most suitable training image based on (i) calculating the minimum data event distance
(MDevD) between two patterns and (ii) analyzing the mean and variance of a collection of
MDevDs. In 2019, Zuo et al. [34] suggested that adopting a correlation-driven DS algorithm
will improve the accuracy of simulated pixel values. In 2020, Mohammadi et al. [35] and
Zuo et al. [36] had, respectively, developed a conflict-handling DS and a tree-based DS. A
conflict is defined as a data event (pattern) from the target image that has no perfect match
in the TI.
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In the research conducted by Yin et al. [22], it was demonstrated that the original DS
algorithm can reliably fill gaps associated with instrument failure in Landsat 7 imagery.
In their work, they applied the algorithm to six different land cover types and came to
the conclusion that the more homogeneous a location is, the better the performance of the
DS algorithm will be and vice versa. The present work proposes two modifications to the
original DS algorithm with the aim of improving the performance of the latter in terms of
overall accuracy and processing time. In addition, this paper will examine the possibility
of expanding the applicability of the DS algorithm to fill gaps associated with cloud cover.
Experiments were performed on Landsat 7 and Sentinel 2 imagery corresponding to coastal
water bodies.

2. Materials and Methods
2.1. Study Area and Data Collection

The study area is located on the southern coast of France, where the Rhone River
flows out to the Mediterranean Sea (Figure 1). According to Antonelli et al. [37], the Rhone
River is considered to be a major contributor of sediments to the Mediterranean Sea. The
Rhone River stems from Geneva Lake, located in the Alps, and flows through many highly
populated areas (~180 inhabitants/km2) until reaching the sea, near the city of Arles, with
an overall length of 512 km [38]. In addition, it is characterized by a catchment area of
98,000 km2 [39] and with an average precipitation amount of 843 mm [40]. The outlet of
the Rhone River appears to be in the form of a delta that contains a protected area known
as “Parc Naturel Régional de Camargue”. This wetland site has been declared a “Biosphere
Reserve” by the United Nations Educational, Scientific and Cultural Organization [41].
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Figure 1. (a) Location of the study area and (b) a Landsat 7 image depicting the study area with
systematic gaps and a cloudy condition.

In the present work, two types of satellite data were collected: Level-2 Landsat 7 (L7)
via the United States Geological Survey platform and Level-2A Sentinel 2 (S2) via the
Copernicus Open Access Hub. Level-2 and Level-2A products consist of 100 km2 tiles that
are orthorectified and spatially registered images in the Universal Transverse Mercator
(UTM)/World Geodetic System 1984 (WGS84) projection. Table 1 describes the bands
corresponding to downloaded L7 and S2 Imagery. An additional band corresponding to a
Scene Classification Layer (SCL) was included when downloading imagery datasets. The
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SCL layers refer to ready-to-use classification maps that will be used to identify the pixels
affected by clouds. The study period for L7 images is between January 2001 and December
2005, whilst in the case of S2 images, it is between January 2020 and December 2021. L7
images acquired between 31 May 2003 and 27 September 2021 suffer from systematic gaps
associated with an Instrument Failure (IF).

Table 1. Landsat 7 (L7) and Sentinel 2 (S2) band designation and characteristics.

Imagery Series Spectral Band
Designation Description Central

Wavelength (nm) Resolution (m)

L7

B01 Blue 450–520 30

B02 Green 520–600 30

B03 Red 630–690 30

B04 Near Infrared 770–900 30

B05 Shortwave
Infrared 1550–1750 30

B07 Shortwave
Infrared 2080–2350 30

S2

B02 Blue 433–453 10

B03 Green 458–523 10

B04 Red 543–578 10

B05 Vegetation Red
Edge 650–680 20

B06 Vegetation Red
Edge 698–713 20

B07 Vegetation Red
Edge 733–748 20

B08 Near Infrared
(NIR) 785–900 10

B8A Near NIR 855–875 20

B11 Shortwave
Infrared 1565–1655 20

B12 Shortwave
Infrared 2100–2280 20

2.2. Applied Methodology

The present methodology is composed of two steps, namely (i) the initial pre-processing
of collected Level-2 satellite imagery and (ii) the implementation of a modified gap-filling
(GF) approach. The first step includes clipping and masking images using binary masks
that were derived from SCL images. The artificial gap masking step was carried out in a
way to ensure that the realistic location and size of the gaps in selected target images were
retained. At the end of this step, three datasets were available for use by the GF algorithm,
namely (i) Gap-free L7 images that were masked using the SCL layers of L7 images affected
only by the systematic gaps associated with the IF (indicated as D1), (ii) Gap-free L7 images
that were masked using the SCL layers of L7 images affected only by cloud gaps (indicated
as D2), and (iii) gap-free S2 images that were masked using SCL layers of S2 images affected
by cloud gaps (indicated as D3). D1 and D2 will help us compare the performance of the
modified GF method when applied on systematic and non-systematic gaps, respectively,
while D2 and D3 will help us compare the performance of the modified GF method when
applied on spectral bands corresponding to two different satellites (L7 and S2). In the case
of this study, cloud pixels refer to any pixel represented as clouds, cloud shadows, or cirrus
in the corresponding SCL files.
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The modified GF algorithm is based on a method known as the Direct Sampling (DS)
approach. The DS approach represents a multiple-point statistical simulation technique
that was first introduced by Mariethoz et al. [42] as a way to reconstruct images that suffer
from data gaps. The core concept of this approach is about identifying the neighboring
pixel values (Nx) of an unknown pixel value at location ‘x’ (in the target image) within a
user-defined search window (n1) and then looking for a replicate with a neighborhood
Ny that closely matches Nx (in the training image TI). The selection of the best replicate
value is based on calculating the Euclidian distance equation between Nx and Ny. For
every iteration, the algorithm will store the replicate with the lowest distance until it finds
a replicate with a distance below a user-defined threshold (t). The filling path of unknown
pixels (UP) can be random or unilateral, and the selected training image (TI) may represent
a different acquisition date. To reduce the processing time, the user can limit the search for
a replicate value within a fraction (f) of available known pixel values (KPs) in the TI.

For a detailed description of the original DS method, readers may refer to the papers
written by Mariethoz and Renard [31] and Meerschman et al. [43]. The applied GF approach
represents a modified version of this method that was mainly introduced to reduce the long
processing time (usually associated with employing this method on large images) without
experiencing a decrease in overall accuracy. A Julia implementation of the modified DS
algorithm is available on GitHub [44]. It is to be noted that simulations were run using
a personal laptop (Windows system on an Intel Core i7 2.3 Ghz processor with eight
cores and 16 GB of RAM). The code was written in a way to incorporate parallelization
techniques when running, which makes it possible for users to run analysis without the
need to purchase special hardware.

2.2.1. Modified Direct Sampling Method

Figure 2 shows the different steps associated with the application of the modified GF
algorithm for a selected image band. The first proposed modification refers to applying a
conditional filling path of UPs. In the original DS method, the user can define the filling
path of UPs to be either random or unilateral. However, in both of these approaches, there
is a good chance that the selected UP does not have any known neighbors, and therefore it
will be assigned a random value. If this value is too different from the actual observation,
it will negatively affect most of the subsequent iterations. To avoid such a situation, the
present study suggests giving priority to UPs that have a specified number of known
neighbors. This user-specified number is indicated as a new parameter “minNx”. The part
of the algorithm that will search for a replicate will then run using the selected subset of
UPs (with the order of items in the subset being random). At the end, the algorithm will
update the target image with the new KP values and check again for UPs that satisfy the
aforementioned condition. This operation will be repeated until no UP is identified in the
target image. It is to be noted that assigning a value of zero to the parameter “minNx”
means that the algorithm will behave as defined by the original DS method. The second
proposed modification refers to applying a targeted search for the best replicate value
to be assigned to the selected UP. Basically, instead of exhaustively searching the whole
Training Image (TI), the search can be carried out on a specific portion of the TI. This
portion is determined based on the following algorithmic steps: (i) The original list of KP
coordinates in the TI is divided into a number of groups. The latter is defined by the user
and is indicated as a new parameter “n2”; (ii) identifying each element in Nx corresponds
to which group of KPs (generated with n2); and (iii) searching for the replicate pixel value
in the identified groups instead of in all the training image. It should be noted that the
user still maintains the ability to apply the fraction “f” parameter on the newly constructed
list of KP coordinates. The fraction parameter allows the user to limit the search area to a
user-defined fraction of the TI. For example, the search can be carried out on 80% of KPs
in the TI, which will further speed up the simulations. It is to be noted that assigning a
value of one to the parameter “n2” means that the algorithm will behave as defined by the
original DS method.
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modifications) (Nx: Known pixels that are neighbors of the selected unknown pixel).

For the present implementation of the DS method, two versions of the algorithm were
prepared: one for a uni-layer (UL) simulation and the other for a bi-layer (BL) simulation.
In the case of a UL simulation, the algorithm will use one training image (layer) to predict
the UP values. This TI can either be the target image itself (if the number of UP values
does not exceed that of KP values) or an image acquired before or after a specified window
time. If more than one image is available during that period, the one containing the highest
number of KP values will be selected. In the case of a BL simulation, the algorithm will
use one training image (1st layer) and an auxiliary image (2nd layer) to predict the UP
values. The TI will always be the target image, while the auxiliary image will correspond
to an image acquired within a specified window time that happens to contain the smallest
number of UP values. Similar to the work of Yin et al. [10], the pattern matching between
Nx and Ny was assessed based on calculating the Euclidean distance equation described in
their paper.

2.2.2. Experimental Setting

Three satellite imagery datasets (D1, D2, and D3) were prepared in the form of
450 × 450-pixel areas. For every dataset, one reference (gap-free) image was randomly
selected, and from each one, a number of realistic simulations of gap-filled images were
generated. This process is based on a random selection of SCL files with varying levels
of gaps (Table 2). For every target image, the algorithm will additionally check the four
closest images in time. Depending on the target image’s geographical location and whether
it corresponds to L7 or S2, the temporal distance between two subsequent images may
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vary between 3 and 15 days. The acquisition dates of all the selected L7 and S2 images are
listed in Table 3. The gap filling of satellite images was performed using two versions of
the algorithm: Uni-layer and Bi-layer. The search for the best parameter combination was
carried out by checking possible combinations that can be performed using the parameters’
values indicated in Table 2. In the end, the following unified parameter combination was
adopted: n1 = 14; t = 0.01; f = 1; n2 = 200; minNx = 4; and (w1; w2) = (0.5; 0.5).

Table 2. Acquisition dates and gap percentage of used satellite images.

D1 D2 D3

Date Gap (%) Date Gap (%) Date Gap (%)

20010126 0 20010126 0 20210328 0

20051207 10.70 20020419 34.76 20210726 3.19

20051223 8.94 (P1) 20020428 100 20210728 12.47 (P1)

20050630 9.96 20020505 11.79 (P1) 20210731 51.51

20050716 14.23 (P2) 20020514 100 20211021 81.86

20050801 66.94 20020521 0.12 20211024 18.57 (P2)

20020113 19.25 20211026 0.48

20020129 15.93 (P2) 20210221 2.71

20020318 2.5 20210223 26.63 (P3)

20030201 0 20210226 100

20030217 27.26 (P3) 20210820 0.22

20030305 0.05 20210822 31.06 (P4)

20020318 2.5 20210825 100

20020419 34.76 (P4)

20020428 100
Dates written in italics correspond to reference images; Dates written in bold correspond to target images; Other
dates correspond to images acquired before or after target images; P1 to P4: abbreviations to gap percentages to
be used in subsequent figures.

Table 3. Parameter values that were investigated to achieve the best gap-filling results.

Parameter Cases

n1 8–14–20–24

n2 1–50–100–150–200

t 0.005–0.007–0.01

f 1

minNx 0–2–4–6

(w1; w2) (0.25; 0.75)–(0.5; 0.5)–(0.75; 0.25)
n1: Number of neighbors to be checked for a selected UP; n2: Number of groups into which the KPs of the TI will
be divided; t: Distance threshold; f: Search fraction; minNx: minimum number of known neighbors to be enforced
for a selected UP; w1/w2: Weight values corresponding to target image (BL algorithm) (Their sum should be
equal to 1).

2.3. Performance Assessment

The evaluation of GF results was implemented for every artificially gap-filled image
band. Five repetitions were performed to make sure that the effect of the randomness
factor was negligible. Performance was assessed based on the following three error metrics:
(i) mean square logarithmic error (MSLE), (ii) mean square error (MSE), and (iii) coefficient
of determination (R2). In fact, the slope of the regression line provides an understanding of
the under- or over-estimation of predicted versus actual values.
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Their formulas are expressed below (where Pi indicates the predicted value, and Ai
indicates the actual value):

MSLE =
∑N

i=1
(
log10(Pi)− log10(Ai)

)2

N
(1)

MSLE is a modified version of the MSE that reflects the relative error between the
estimated and actual values without giving importance to the error magnitude. It is usually
adopted when the user does not want to penalize large individual errors that may occur.

MSE =
∑N

i=1(Pi − Ai)2

N
(2)

MSE is one of the most commonly used error metrics for quantifying loss. However, it
can be significantly affected by outliers.

R2 =

 ∑N
i=1
(
Pi − Pi

)(
Ai − Ai

)√
∑N

i=1
(
Pi − Pi

)2
∑N

i=1
(
Ai − Ai

)2

2

(3)

R2 is a widely adopted metric for assessing the consistency between estimated and
actual observations. However, a few extreme errors can have a severe impact on this metric.

3. Results

As was mentioned before, two versions of the GF algorithm (UL and BL) were im-
plemented on artificially created images (with every image containing either six or ten
bands). Figure 3 reports R2 and processing time values corresponding to different gap
percentages for two representative bands, namely B01 and B04. A complete list of all error
metrics’ results for all investigated bands is presented in Annexes Tables S1–S3 (available
in the Supplementary File). Figure 3a,b indicate that for D1 and D3, the accuracy values of
applying either version of the GF algorithm range, respectively, from 52 to 96% and from
58 to 90%. The standard deviation between calculated R2 values is as follows: 4.5% (B01
in D1), 7.5% (B01 in D3), 0.9% (B04 in D1), and 7.6% (B04 in D3). By comparison, in the
case of D2, accuracy values vary from 10 to 62% (B01) and from 66 to 92% (B04) (excluding
P4-related results). The standard deviation of B01 and B04 in D2 are, respectively, estimated
to be 21% and 13% (excluding P4-related results). On the other hand, Figure 3c,d show that
the processing time for D1 and D3 ranges mostly between 1 and 8 min, whilst in the case of
D2, running the simulation can take up to 30 min.

Results indicate that both the UL and BL algorithms are able to simulate realistic
gap-filled images. As a matter of fact, the percentage of simulated bands with an accuracy
value exceeding 70% is about 78% (UL algorithm) and 83% (BL algorithm). In addition, it is
confirmed that the BL algorithm tends to outperform the UL algorithm in terms of accuracy.
For example, in the case of B04 in D2 and a gap of 27.26%, accuracy values for UL and BL
simulations are, respectively, 64.05 and 79.61%. However, this increase in accuracy seems
to come at the cost of a longer processing time. Indeed, on average, the processing time
needed to apply the BL algorithm is higher than that of the UL algorithm by around 232%.
Moreover, the inspection of Annexes Tables S1–S3 reveals that in the case of D1 and D2, the
least and most performing bands tend to be B01 and B04, respectively. By comparison, in
the case of D3, it appears that there is no specific pattern to report. In general, for all three
datasets, it is to be noted that most bands have a close performance between each other. In
fact, for a selected gap percentage in any dataset, the accuracy values of at least two-thirds
of all six (L7) or ten (S2) bands are within 5% of the average accuracy value of these bands.
Furthermore, the GF algorithm seems to retain an acceptable performance irrespective of
the spectral band type (L7 or S2) and the type of gaps (systematic sensor error or natural
clouds). Exceptions in the form of simulations with very low accuracy values are largely
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attributed to the presence of patterns Nx that do not have enough similar matches Nys in
the TI.
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Figure 3. Accuracy values (R2: y-axis) for B01 (a) and B04 (b) and processing time (seconds: y-axis)
for B01 (c) and B04 (d); (D1: L7 images with systematic gaps, D2: L7 images with cloud gaps, D3: S2
images with cloud gaps).

Generally speaking, L7 and S2 images that have been gap filled using the modified
GF algorithm can retain a good overall accuracy and the general spatial characteristics
of the different land cover types as long as a good number and distribution of similar
patterns (associated with Nx) are available. Figures 4 and 5 show some examples of L7
and S2 imagery (B04) before and after gap filling. Based on a visual inspection of these
figures, the gap-filled images can be categorized into two cases. The first case corresponds
to images with spread-out gaps, while the second case corresponds to images with dense
gaps that tend to cover large swaths of land and/or sea. The GF algorithm tends to
perform the best in the first case and vice versa. For example, although the L7 image (with
a mask acquired on 19 April 2002) and the Sentinel 2 image (with a mask acquired on
22 August 2021) have very similar gap percentages (34.76 and 31.06%), they gave very
different results when applying the GF algorithm. Indeed, as indicated in Figure 3b, the L7
accuracy results were even in the negative, while the S2 accuracy results ranged between
68 and 75% (depending on whether the UL or BL version of the algorithm was used).
The negative results of the aforementioned L7 example are attributed to the fact that the
reflectance values corresponding to the land surface were totally covered by clouds, and
the only remaining known pixel values (that will be searched) correspond to water. One
possible solution to mitigate this issue is to exclude the problematic pixels or delay their
analysis till the end (so as to minimize the propagation of large erroneous estimations).
Another possible solution is to fill the identified problematic pixels with another gap-filling
approach (preferably one that is considered a temporal method). Identifying problematic
pixels can be conducted by inspecting a gap-free image that is close in time.
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Table 4 corresponds to the implementation of a UL algorithm on D2. The results of
testing the other datasets (D1 and D3) are reported in Annexes Tables S4–S9 (available
in the Supplementary File). Table 4 reveals a significant gain in processing time when
implementing a targeted search for replicate values, and a clear improvement in overall
accuracy can be seen after imposing a conditional filling path (where the algorithm starts
with UP that has a user-specified minimum number of known neighbors). Indeed, the re-
sults derived from this study indicate that the average gain in processing time following the
implementation of a targeted search (n2 = 200) is estimated to be 69.08% (D1), 78.18% (D2),
and 90.77% (D3), while the average increase in accuracy following the implementation
of a conditional filling path (minNx = 4) is estimated to be 1.73% (D1), 35.06% (D2), and
90.13% (D3). The indicated average values correspond to the average difference between
implementing the proposed modification and the benchmark (original algorithm).
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Table 4. Reduction in (a) processing time (%) when applying a targeted search for the best replicate
in D2 and (b) overall accuracy (%) when imposing a conditional filling path in D2 (n2: Number of
groups into which the KPs of the TI will be divided; minNx: minimum number of known neighbors
to be enforced for a selected UP; minNx = 0 is the benchmark; Simulations were performed using the
uni-layer algorithm).

(a)
Overall Accuracy (%) When Imposing a Conditional

Filling Path

(b)
Processing Time (%) When
Applying a Targeted Search

n2 minNx

Gap (%) Band 50 100 150 200 0 2 4 6

11.8

B01 62.95 77.60 82.03 87.56 −17.78 −1.32 10.68 5.48

B02 78.39 86.65 90.04 91.10 −10.65 22.23 34.72 27.42

B03 68.99 78.59 84.44 85.66 −4.95 34.6 41.09 39.19

B04 82.75 88.35 89.86 88.96 −7.41 67.07 68.23 68.43

B05 82.20 84.92 85.73 85.19 −5.93 50.88 59.88 55.99

B07 65.16 75.38 80.11 79.78 −6.87 47.46 49.13 52.73

15.94

B01 46.54 62.02 69.81 78.19 35.93 57.54 58.94 58.04

B02 55.71 67.43 70.17 80.52 54.03 77.83 78.53 78.27

B03 40.93 53.36 61.29 70.63 59.16 79.41 80.66 81.47

B04 57.41 61.88 65.12 74.69 70.01 93.71 93.95 94.35

B05 44.02 50.36 52.03 51.91 64.52 87.67 87.83 88.12

B07 34.40 41.95 42.64 41.95 59.97 80.91 81.11 81.01

27.26

B01 55.74 72.02 79.33 86.25 −3.16 18.85 14.44 12.84

B02 68.32 80.58 83.24 88.76 0.43 42.54 43.4 38.23

B03 56.28 68.37 75.01 81.74 0.67 49.1 47.2 46.7

B04 75.19 80.78 86.37 83.54 −6.74 61.35 64.01 64.03

B05 58.96 65.11 68.52 68.81 −5.3 47.39 43.87 44.55

B07 51.49 60.93 60.04 60.26 −4.5 40.8 38.82 38.74

34.76

B01 75.33 89.61 92.07 93.76 −27.7 −12.94 −12.69 −10.01

B02 75.37 84.52 88.72 92.17 −30.52 −18.69 −19.51 −17.81

B03 60.97 75.14 81.89 86.43 −26.67 −22.84 −20.79 −22.3

B04 39.96 65.83 68.34 76.45 −33.56 −31.86 −29.97 −29.46

B05 16.63 25.54 39.01 44.75 −28.09 −26.34 −25.4 −26.41

B07 43.41 39.08 40.41 44.12 −25.52 −25.99 −25.42 −24.62

4. Discussion

Several research studies have focused on filling gaps in satellite imagery datasets.
Identifying the most appropriate method among them usually depends on multiple factors,
such as the processing time, the amount of data needed to generate reliable reconstructions
of imagery, and whether or not the performance can be maintained consistently in different
land cover settings and when applied on different spectral bands. The present work
builds on the research conducted by Yin et al. [22]. The latter has demonstrated that the
original gap-filling algorithm can reliably fill systematic gaps in L7 imagery in six land
cover types that vary from being homogeneous to heterogeneous: (a) desert; (b) sparse
agricultural; (c) dense farmland; (d) urban; (e) braided river; and (f) coastal areas. This
is while requiring only one or two images as input data. In the present work, it has been
confirmed that for coastal water bodies and when applying the modified GF algorithm
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to fill the systematic gaps, the achieved overall accuracy and processing time were better
than those corresponding to the original algorithm. In addition, it was demonstrated
that, as long as clouded pixels are spread out and do not totally cover a specific range
of reflectance values, then the same performance can be achieved, whether using L7 or
S2 imagery. Moreover, as evidenced in this work, using the BL version of the algorithm
consists of trading a longer processing time for more accurate reconstructions of gap-filled
images. Therefore, it is recommended to opt for mixing the use of the UL and BL versions
based on the user’s specific needs.

The present modified DS algorithm was developed in a way to implement a CPU-
based parallelization for the processing of images. However, according to the research
conducted by [45], writing the code while implementing a GPU-based parallelization can
lead to more significant gains in computational time. However, the latter method can
be affected by several limitations, such as: (i) the financial costs of installing a graphics
card, which is not always present in computers, and (ii) a larger memory demand. On the
other hand, some temporal-based approaches were reported to produce similar satisfactory
results to the DS algorithm. However, they tend to require a larger number of TIs, a higher
memory demand for the storage of data, and a longer processing time. For instance, in
the research study carried out by Alvera-Azcarate et al. [46] and Hilborn et al. [47], it was
indicated that for the DINEOF method to achieve sufficiently good results, the authors
needed to use three months of daily imagery. Similarly, the study of Sarafanov et al. [48] on
the use of machine learning for filling gaps in land surface temperature, NDVI, and surface
albedo remote sensing data gave good results, with the main drawbacks being the use of
several hundreds of images for training purposes, and the need to developing customized
models for every biome and/or land cover type.

An exhaustive comparison of the different variants of the DS method is difficult to
carry out due to the fact that research studies were performed on various types and sizes of
datasets. However, it is worth mentioning that the proposed two modifications can easily
be incorporated into other variants of the DS method. For example, it is possible to combine
the present algorithm with the bunch-pasting DS [18] and the tree-based DS [36]. The
aforementioned algorithms were developed with the focus of reducing the computational
costs of applying the DS approach on large imagery scenes. The bunch-pasting DS proposes
pasting not only the replicate pixel value but also a user-defined number of its known
neighbors at the same time. Defining a larger bunch size can significantly reduce the
computational time but may result in a less accurate reproduction of patterns. The Tree-
based DS introduces the concept of a clustering tree that is used for grouping similar
patterns and their fast lookup. However, it requires that the TI does not have any gaps.

5. Conclusions

The presence of gaps in optical satellite imagery is a common problem that can limit the
ability of agencies to continuously monitor the environment. The original Direct Sampling
approach represents a widely used gap-filling algorithm that has been applied to various
types of data. In this paper, two modifications to the original Direct Sampling approach
are proposed, namely (i) a conditional filling path of unknown pixels and (ii) a targeted
search of replicate values. It has been confirmed that the proposed two modifications have,
indeed, helped in improving the simulation results and in speeding up the processing of
images to the extent that the user can perform the analysis on his normal laptop without
the need for purchasing special hardware. Results indicate that implementing either a
UL or BL version of the GF algorithm produces mostly satisfactory gap-filled images,
irrespective of the type of gaps and/or spectral band. Erroneous reconstructions of missing
patterns tend to occur when a range of reflectance values is totally masked out in the TI. It
is suggested that this problem can be mitigated or even eliminated by either (i) postponing
the filling of problematic UPs until the end of the simulation or (ii) removing them from
the analysis. In addition, it has been evidenced that although the BL version takes longer
to compute simulations, it tends to largely outperform the UL version in terms of accuracy.
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Two possible directions for further research could be (i) to combine the modifications
presented in this paper with other variants of the DS algorithm as a way to further speed
up the processing and (ii) to experiment with more types of auxiliary images in the BL
version as a way to automatically identify problematic pixels from the start.
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