
Citation: Ao, T.; Zhang, K.; Shi, H.;

Jin, Z.; Zhou, Y.; Liu, F.

Energy-Efficient Multi-UAVs

Cooperative Trajectory Optimization

for Communication Coverage: An

MADRL Approach. Remote Sens.

2023, 15, 429. https://doi.org/

10.3390/rs15020429

Academic Editor: Joaquín

Martínez-Sánchez

Received: 9 November 2022

Revised: 5 January 2023

Accepted: 9 January 2023

Published: 11 January 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Article

Energy-Efficient Multi-UAVs Cooperative Trajectory
Optimization for Communication Coverage:
An MADRL Approach
Tianyong Ao 1,2, Kaixin Zhang 1,2, Huaguang Shi 1,2,*, Zhanqi Jin 1,2, Yi Zhou 1,2 and Fuqiang Liu 3

1 School of Artificial Intelligence, Henan University, Zhengzhou 450046, China; tyao@vip.henu.edu.cn (T.A.);
zhangkaixin@henu.edu.cn (K.Z.); jinzhanqi@henu.edu.cn (Z.J.); zhouyi@henu.edu.cn (Y.Z.)

2 International Joint Research Laboratory for Cooperative Vehicular Networks of Henan,
Zhengzhou 450046, China

3 College of Electronic and Information Engineering, Tongji University, Shanghai 201804, China;
liufuqiang@tongji.edu.cn

* Correspondence: shihuaguang@henu.edu.cn

Abstract: Unmanned Aerial Vehicles (UAVs) can be deployed as aerial wireless base stations which
dynamically cover the wireless communication networks for Ground Users (GUs). The most challeng-
ing problem is how to control multi-UAVs to achieve on-demand coverage of wireless communication
networks while maintaining connectivity among them. In this paper, the cooperative trajectory opti-
mization of UAVs is studied to maximize the communication efficiency in the dynamic deployment
of UAVs for emergency communication scenarios. We transform the problem into a Markov game
problem and propose a distributed trajectory optimization algorithm, Double-Stream Attention
multi-agent Actor-Critic (DSAAC), based on Multi-Agent Deep Reinforcement Learning (MADRL).
The throughput, safety distance, and power consumption of UAVs are comprehensively taken into
account for designing a practical reward function. For complex emergency communication scenarios,
we design a double data stream network structure that provides a capacity for the Actor network
to process state changes. Thus, UAVs can sense the movement trends of the GUs as well as other
UAVs. To establish effective cooperation strategies for UAVs, we develop a hierarchical multi-head
attention encoder in the Critic network. This encoder can reduce the redundant information through
the attention mechanism, which resolves the problem of the curse of dimensionality as the number
of both UAVs and GUs increases. We construct a simulation environment for emergency networks
with multi-UAVs and compare the effects of the different numbers of GUs and UAVs on algorithms.
The DSAAC algorithm improves communication efficiency by 56.7%, throughput by 71.2%, energy
saving by 19.8%, and reduces the number of crashes by 57.7%.

Keywords: Multi-Agent Deep Reinforcement Learning (MADRL); multi-UAVs trajectory optimization;
emergency communication; attention mechanism

1. Introduction

In modern society, UAVs have become indispensable tools and are deployed in many
complex environments to complete various tasks [1]. In the scenes of natural disasters,
emergencies, wars, etc., the original communication facilities are damaged, UAVs can pro-
vide emergency communication [2]. UAVs are employed in communication networks with
the advantages of flexibility, rapid deployment, and dynamic distribution on-demand [3].
However, there are many challenges due to the dynamic environment, limited power,
limited distance, and other factors. Thus, how to establish a reasonable aerial base station
through UAVs is receiving increasing attention from scholars [4–6].

Due to the limitations of bandwidth, coverage, and the number of UAVs, aerial base
stations need to be dynamically deployed to fill the signal coverage gap in time and allocate
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the network resources to Ground Users (GUs) on-demand when ground base stations
fail [7,8]. Establishing a dynamic relay network with multi-UAVs can significantly improve
the coverage radius and robustness of the networks [9]. However, a well-designed collab-
orative policy among UAVs is required to autonomously assign tasks and cooperatively
optimize the flight trajectory [10,11]. In summary, UAVs mainly face two challenges in a
complex deployment wireless relay network scenario: (1) How to maximize the communi-
cation efficiency (e.g., throughput, energy saving) of UAVs. (2) How to achieve cooperative
trajectory optimization of UAVs.

For the above communication efficiency optimization problem, most studies regard
the UAVs energy consumption and throughput as the primary optimization objective.
In [12], a safe-deep-Q-network is proposed to maximize throughput and UAV energy
efficiency. This work deployed an emergency communication network through a single
UAV, which has less redundancy and robustness compared to a multi-UAV network system.
Saxena et al. [13] proposed a DRL algorithm based on the Flow-Level Model to optimize
the flight trajectory of UAVs for maximizing the throughput of GUs. In the above work,
multi-UAVs do not establish a complex cooperative relationship and cannot continuously
track services. Samir et al. [14] proposed a UAV trajectory optimization algorithm based
on DRL to maximize the efficiency of highway vehicle network coverage. This work does
not use the advantage of multi-UAV to achieve multi-hop relaying communication, which
greatly increases the complexity of the system. In the above algorithms [12–14], UAVs only
perform actions based on the currently obtained state information without sensing the
movement trend of the GUs and other UAVs, which degrades the communication efficiency
of UAVs.

For cooperative trajectory optimization of UAVs, the previous works focus on estab-
lishing effective cooperation strategies for UAVs. Wu et al. [15] proposed a federated
multi-agent deep deterministic policy gradient based trajectory optimization algorithm for
maximizing the average spectrum efficiency. This can solve the problem of environmental
non-stationarity of multi-agent. However, the sequential training approach can cause the
problem of unsynchronized training strategies among agents. Liu et al. [16] extended
single-UAV Q-learning to multi-UAVs by training only single UAV at a time with the
strategies of the other UAVs fixed. However, the number of UAVs deployed is low with
only six. With the increasing number of UAVs and the complexity of the network topology,
UAVs are required to consider different levels of association when cooperatively optimizing
the flight trajectory [17]. In addition, the increasing number of UAVs and GUs will lead to
the curse of dimensionality.

Motivated by the above discussion, this paper studies communication efficiency
maximization and cooperative trajectory optimization of UAVs. The main contributions of
this paper are summarized:

• To solve the non-convex optimization problem of deploying multi-UAVs relay emer-
gency networks, we transform the multi-UAVs cooperative trajectory optimization
problem into a Markov game problem. Additionally, we propose a distributed trajec-
tory optimization algorithm DSAAC based on MADRL and an attention mechanism
to maximize the communication efficiency of UAVs.

• To improve the dynamic performance of UAVs in unknown scenarios, we propose
a double data stream structure in the Actor network of UAVs. This structure can
process the differential state of UAVs through symmetric network branches. Thus, the
dynamic information perception ability of the UAVs is enhanced, which can enable
effective obstacle avoidance.

• We design a hierarchical multi-headed attention encoder to enable UAVs to establish
an effective cooperation strategy. This encoder reduces information interference from
irrelevant UAVs through the attention mechanism and effectively solves the problem
of curse of dimensionality.
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2. Related Work

Recently, UAVs as aerial base stations to provide wireless network coverage for GUs
or equipment have attracted widespread attention from industry and academia [18]. In
particular, one of the important challenges is maximizing the communication efficiency
of UAVs. The related studies for this challenge can be divided into two categories. The
first is a traditional convex optimization or control methods, and the second is the Deep
Reinforcement Learning (DRL) methods.

The methods of traditional convex optimization or control methods can be used to
maximize the communication efficiency of UAVs. Wu et al. [19] proposed an efficient
iterative algorithm based on block coordinate descent and successive convex optimization
techniques. The communication schedule, trajectory, and communication power of the
UAV are alternately optimized to maximize the throughput of UAV and minimize energy
consumption. This algorithm has a low complexity and a fast convergence rate, while
the power consumption of the UAV is not taken into consideration. Sun et al. [20] also
used a similar approach to optimize the power allocation and trajectory of UAV relay
nodes to maximize task energy efficiency. This algorithm can achieve higher gains in
convergence and resource allocation. However, this algorithm is only applicable to a single
UAV. Huang et al. [21] studied the problem of minimizing UAV task time to optimize
UAV communication efficiency. The UAV trajectory optimization algorithms are proposed
based on optimal control theory. The above papers [19–21] adopt traditional methods to
optimize the trajectory of the UAV. However, traditional trajectory optimization algorithms
are applicable to simple scenarios and single-objective optimization problems.

DRL can effectively address complex non-convex optimization problems by continu-
ously interacting with the environment to guide the agent to obtain maximum rewards. In
the application of emergency network deployment by UAVs, DRL has been applied in the
initial stages [22]. Wang et al. [23] studied the UAV navigation problem in large-scale com-
plex environments and proposed a path planning algorithm for continuous action space
based on online DRL. However, the authors [23] did not consider the energy consumption
of the UAV. Liu et al. [16] proposed a localization algorithm based on the multi-agent
Q-learning to optimize the initial location of the UAVs as well as the flight trajectory based
on the actual location, network bandwidth requirement, and power consumption of users.
Ding et al. [24] developed a UAV power consumption model and proposed a trajectory
optimization based on DRL for optimizing the energy efficiency of UAVs. The above
studies [16,23,24] did not consider the crash factor of the UAVs. In complex and changing
scenarios, UAVs need to have the ability to avoid obstacles autonomously. Zhang et al. [12]
proposed a UAV trajectory optimization algorithm based on the safe-DQN considering the
complex environmental factors after a disaster. This algorithm maximizes the throughput
and communication energy efficiency of the UAV without crashing. In the above stud-
ies [12,16,22–24], the UAVs only make corresponding actions based on the state of the
current time slot, which cannot respond to the change of state. Therefore, these algorithms
are not applicable to dynamic scenarios.

The deployment of multi-UAVs can achieve a larger coverage network coverage
area. However, multi-UAVs cooperative optimization increases the system complexity and
solution difficulty, which is an important research direction in the field of UAVs. Wang
et al. [25] studied multi-UAVs to provide on-demand network coverage for ground devices.
The distributed motion algorithm is proposed based on the centralized greedy search
algorithm to minimize the number of UAVs and maximize the load balance among UAVs.
Similarly, Wang et al. [26] used a particle swarm optimization algorithm to optimize the
deployment location of multi-UAVs. The above studies [25,26] have two common features:
(1) They only optimize the deployment location of the UAVs without applying dynamic
GUs; (2) They are centralized optimization algorithms that will affect the functionality
of the system when the UAV fails. Shi et al. [27] addressed the above problems using a
distributed Deep Q-network (DQN), where each UAV is provided with a DQN and shares
action decisions. This algorithm maximizes throughput while considering fair service
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constraints. Cui et al. [28] proposed a similar approach to optimize the resource allocation
problem for multi-UAVs communication networks. In the above studies [27,28], UAVs are
required to maintain continuous communication.

However, there is electromagnetic interference in the emergency communication sce-
nario that makes the UAV temporarily disconnected. Thus, UAVs need to be applied
distributed trajectory optimization algorithms. Yin et al. [29] proposed a distributed train-
ing algorithm based on the QMIX algorithm for maximizing fair throughput by optimizing
the trajectory of the UAVs. Ding et al. [11] proposed a multi-UAVs cooperative trajec-
tory optimization algorithm based on a multi-agent deep deterministic policy gradient
algorithm for maximizing fair throughput. The algorithm uses the Centralized Training De-
centralized Execution (CTDE) architecture, which means that UAVs can cooperate without
observing the actions of other UAVs after completing training. Xia et al. [30] proposed a
multi-UAV soft Actor-Critic algorithm to optimize UAV tracking trajectories based on the
CTDE architecture. Liu et al. [7] proposed a distributed multi-UAVs cooperative control
algorithm based on DRL to achieve fair coverage and minimize task energy consumption.
In the above studies [7,27–30], the MADRL approaches will suffer from the curse of dimen-
sionality as the action space and the number of UAVs increase [31], which constrains the
number of nodes in the UAVs network.

Consequently, we propose a distributed cooperative trajectory optimization algorithm
based on MADRL and the attention mechanism to solve the address problems.

3. System Model

This paper considers an emergency communication scenario with a limited number of
ground stations in complex terrain. UAVs are deployed as aerial base stations to provide
stable communication for GUs. The system establishes a mesh network to dynamically
extend the wireless network range by combining UAVs with emergency ground network
base stations, as shown Figure 1. N UAVs are deployed and the set is denoted as N =
{1, 2, ..., N}, and the location of UAVi is denoted as li(t) = [xi(t), yi(t), zi(t)] ∈ R3×1, i ∈ N .
To reduce the complexity of the model, the flight altitude of the UAVs is fixed, zi(t) =
H, ∀i ∈ N . K GUs are distributed randomly, the set and location of GUk are denoted as K
= {1, 2, ..., K} and lk(t) = [xk(t), yk(t), 0] ∈ R3×1, ∀k ∈ K, respectively. There are two main
types of GUs: fast-moving rescue vehicles and slower-moving personnel in ever-changing
directions. For a better reading of this paper, the important symbols are listed in Table 1.

GUs

Emergency

 Base Station

Coverage Area Trajectory of UAV Communication Link

GUs

Standby UAV

A2GG2A

A2A

Charging 

Station

Ground

GUs

Relaying UAV

GUs

Servicing UAV

Figure 1. Multi-UAVs emergency communication scenario.
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Table 1. Table of Important Symbols.

Symbol Description Symbol Description

N Set of UAVs. li(t) The location of UAVi.
K Set of GUs. lk(t) The location of GUk.

Ri,j
A2A(t)

Communication transmission rate between
UAVi and UAVj.

γ
i,j
A2A(t) Signal-to-Noise Ratio (SNR).

Ri,k
A2G(t)

Communication transmission rate between
UAVi and GUk. Pi

com The communication power of UAVi.

Ei(T) Task power consumption of UAVi. Pi
dyn(t) The flight power of UAVi.

η(T) Communication efficiency index of UAVs. rcom Communication reward.
rpower Energy consumption reward. rsafe Safety reward.
πθi , Qψi Actor and Critic networks. πθ̄i

, Qψ̄i
Target Actor and Critic networks.

θi, ψi
The parameters of Actor and Critic net-
works. ψ̄i, θ̄i The parameters of Target Actor and Critic networks.

∇θi Jm(πθ) The strategy gradient. LQ(ψi) The loss function of Critic networks.

γ, ε
The discount factor of reward and the soft
update factor. α The factor of action entropy.

Li,k
LoS(t), Li,k

NLoS(t)
The average path loss for LoS and NLoS
links. Pi,k

LoS(t) The probability of the LoS connection.

Dsafe Safety distance. λsafe Safe speed factor.
Sm The set of UAVs state. Am The set of UAVs actions.
oi

m The local information of UAVi ai
m The action of UAVi.

3.1. Communication Model

In this paper, two channel models are considered: the Air-to-Air (A2A) model for
communication among UAVs, and the Air-to-Ground (A2G) model for communication
among UAVs and GUs [32].

The communication links among UAVs are primarily a Line-of-Sight (LoS) connection,
and the link loss model between UAVi and UAVj can be characterized as a free space
propagation loss. The communication transmission rate between UAVi and UAVj is
formulated as

Ri,j
A2A(t) = Blog2

(
1 + γ

i,j
A2A(t)

)
, (1)

where γ
i,j
A2A(t) is the Signal-to-Noise Ratio (SNR), B is link bandwidth.

In the emergency communication environment, there are shadowing effects and
reflection of signals from obstacles. Thus, the A2G channel is modeled by considering the
LoS and Non-Line-of-Sight (NLoS) components [8]. The link loss between UAVi and GUk
is calculated as

Li,k
avg(t) = Pi,k

LoS(t)× Li,k
LoS +

(
1− Pi,k

LoS(t)
)
× Li,k

NLoS , (2)

where Li,k
LoS(t) and Li,k

NLoS(t) denote the average path loss for LoS and NLoS links, re-
spectively. Pi,k

LoS(t) is the probability that the LoS connection is related to environmental
factors [33]. The communication transmission rate between UAVi and GUk is given by

Ri,k
A2G(t) = Blog2

(
1 + γi,k

A2G(t)
)

. (3)

3.2. Energy Consumption Model of UAVs

The energy consumption of UAVs is mainly classified into two categories: commu-
nication energy consumption and flight energy consumption [34]. The communication
energy consumption includes the processing and transmission of signals, which is much
less than the flight energy consumption of UAVs. As a result, to simplify the complexity of
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the system model, the power of the communication component is fixed as Pi
com. The flight

energy consumption is mainly affected by speed and acceleration [34]. The total power
consumption of UAVi is formulated as

Ei(T) =
∫ T

0

(
Pi

dyn(t) + Pi
com

)
dt, (4)

where Pi
dyn(t) is the flight power of UAVi at time t, T is total mission time.

3.3. Problem Formulation

In this paper, the communication efficiency of UAVs is maximized while meeting the
transmission rate requirements of GUs communication. To avoid a crash with other UAVs
or obstacles, UAVs need to automatically avoid obstacles. To maximize the communication
efficiency of UAVs, UAVs need to optimize trajectories and reduce unnecessary maneuvers.
Based on the above models, the optimization problem P1 is given as

(P1) : max η(T)
{li(t)}∀i∈N

=

M
∑

k=1

∫ T
o Ri,k

A2G(t)dt

N
∑

i=1
Ei(T)

,

s.t. C1 : Ei(T) ≤ esafe,

C2 : Ri,k
A2G(t) > Rmin, Ri,j

A2A(t) > Rmin,

C3 : li(t) /∈ Ωi, li(t) /∈ Ωobs,

C4 : li(t), lk(t) ∈ Ωtask,

C5 : Vi < Vmax,

C6 : ai < amax,

where ∀i, j ∈ N , ∀k ∈ K, ∀t ∈ T,

(5)

where li(t) is location of the UAVi at time t, Ri,k
A2G(t) is communication transmission rate of

GUs, Ei(T) is total mission power consumption of UAVi, and η(T) is the communication
efficiency index of UAVs . Constraint C1 is a safety energy limit to ensure that the UAVs
preserve enough energy to return, where esafe is the safety power of UAVs. The safety power
is set flexibly depending on the size of the task area. in this paper. Constraint C2 indicates
that the network nodes must achieve a certain level of communication transmission rate
to meet the communication requirement of GUs, where Rmin is the minimum value of
the communication transmission rate established among network nodes. C3 is a safety
constraint for UAVs, where Ωi is the collision field for UAVi, and Ωobs ∈ R3×1 is the
obstacle collision field. Constraint C4 is the movement area constraints of UAVs and
GUs, where Ωtask ∈ R3×1 is the task field of UAVs. Constraints C5 and C6 are maximum
speed and acceleration limits for UAVs, where Vmax and amax are the maximum speed
and acceleration of UAVs, which are related to the parameters of the practical UAVs. The
papers [35,36] were referred to set the change threshold values.

Problem P1 is a mixed-integer optimization problem that is difficult to be solved by
traditional trajectory optimization algorithms. Therefore, problem P1 is formulated as a
kind of Markov game problem that can be solved by employing an MADRL algorithm.

3.4. Problem Transformation

In this paper, the continuous problem P1 is discretized and divided the task time T
into M time slots δt, where m = 0, 1, 2, ..., M, T = Mδt. Due to the relatively small size of
each time slot, the locations, policies, and network parameters of the UAVs are considered
to be constant. Problem P1 is transformed into
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(P2) : max
{li(m)}∀i∈N

η(M) =

K
∑

k=1

M
∑

m=1
Rk(m)

N
∑

i=1

M
∑

m=1
Ei(m)

,

s.t. C1 : Ei(M) ≤ esafe,

C2 : Ri,k
A2G(m) > Rmin, Ri,j

A2A(m) > Rmin,

C3 : li(m) /∈ Ωi, li(m) /∈ Ωobs,

C4 : li(m), lk(m) ∈ Ωtask,

C5 : Vi < Vmax,

C6 : ai < amax,

where ∀i, j ∈ N , ∀k ∈ K, ∀m ∈ M.

(6)

There are five basic elements in Markov games, {S, A, P, R, γ}which are defined
as follows:

S represents the set of UAVs state si
m ∈ S, where si

m is the state of the UAVs, si
m =

{{li}, {di,j(m), di,k(m), di,obs(m)}, Ri(m), Ei(m)}∀i,j∈N , ∀k∈K, and li(m) is location of UAVi
at time slot m. The relative distance between UAVi and UAVi is denoted as di,j(m). The
relative distance between UAVi and GUk is denoted as di,k(m). The relative distance
between UAVi and obstacles is calculated as di,obs(m). The communication transmission
rate and the remaining power of the UAVi are denoted as Ri(m) and Ei(m), respectively.

A represents the set of UAVs actions ai
m ∈ A, where ai

m = {Fi(m) ∈ R3×1}∀i∈N , ∀m∈M.
P represents the state transfer function. The large state space of the model makes it

difficult to predict the transfer probability of a specific state.
γ represents the discount factor of reward, which is employed to adjust the decay rate

of future rewards.
R is defined as the reward function of the model, which is necessary for DRL to

complete the training and directly influences the performance of the model. The reward
function is divided into local rewards and global rewards of UAVs. The local rewards
are awarded to UAVs for completing their own tasks. The global rewards are awarded to
all UAVs upon meeting certain conditions to promote cooperation among UAVs. Three
reward functions involving communication, energy, and safety are considered:

• Communication reward function is defined as

ri,m
com =


0, i f Ri,k

A2G(m) < Rmin

rg, i f Rj,k
A2G(m) ≥ Rmin and Ri,j

A2A(m) ≥ Rmin

rc + rg, i f Ri,k
A2G(m) ≥ Rmin, ∀i, j ∈ N , ∀k ∈ K, ∀m ∈ M

, (7)

where rc is the local reward obtained by the UAVi when establishing a connection
with the GUs, and rg is global connectivity reward for all UAVs on this link.

• Energy consumption reward function is defined as

ri,m
power =

{
µEUAVi (m), i f EUAVi (m) > esafe

0, otherwise, ∀i ∈ N , ∀m ∈ M
, (8)

where µ is the power reward factor, and esafe is the safety power threshold of UAVs. In
this paper, the remaining power of UAVs is adopted as an energy consumption reward
to optimize UAV trajectories and reduce unnecessary maneuvers to preserve power.
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• Safety reward function is defined as

ri,m
safe =


−η

di,obs(m) + ∆d
, i f di,obs(m) ≤ Dsafe + λsafevi

0, otherwise, ∀i ∈ N , ∀m ∈ M
, (9)

where Dsafe is the safety distance threshold, and ∆d is a small value to ensure that
the denominator is non-zero, and vi and λsafe are speed and safe speed factor of
UAVi. UAV obstacle avoidance is an important function for the safety of the whole
system. Therefore, this paper establishes a safe reward function to improve the obstacle
avoidance capability of UAVs. UAVs and obstacles are set up with potential fields
whose ranges adjust dynamically with speed. The safe reward will reduce as UAVs
approach the center of the potential field.

4. The DSAAC Algorithm

The multi-UAVs cooperative trajectory optimization problem is transformed into
Markov games, which is a multi-agent extension of the Markov decision. The DSAAC
algorithm is proposed based on multi-agent reinforcement learning. Figure 2 shows the
process of multi-UAV cooperative optimization of communication efficiency. In the task
initialization phase, all UAVs initialize the location and network status. In the second step,
UAVs cooperate flight according to network communication rate, obstacle avoidance, and
energy consumption. The UAVs outputs actions based on their state information and the
relative distance of other UAVs. The cooperation between UAVs is realized by sensing the
relative distance. In the third and fourth step, the DSAAC algorithm is used to optimize
the cooperative policy of the UAV to maximize communication efficiency. The strategy
models of UAVs are optimized by centralized training. Finally, the models of the UAVs are
updated for the next iteration.

Step 1: UAVs task 
initialization

Location initialization

Network state
initialization

Step 2: UAVs 
cooperative working 

Network transmission rate

Avoiding obstacles

Energy consumption

...

Step 3: Output 
cooperative trajectory 
optimization policy 

Energy-Efficient Multi-UAVs Cooperative Trajectory Optimization Method

Step4:Optimization

Objective :
Maximize communication 

efficiency η 

  Multi-UAVs Emergency Communication Scenario

Step 5:Update models

Relative distance  

Figure 2. The flowchart of the DSAAC algorithm.

4.1. Framework of the DSAAC Algorithm

Assume that UAVs have a set of state
{

o1
m, o2

m, . . . , oN
m
}
∈ Sm, where oi

m is the local
information observed by UAVi and Am is the set of actions

{
a1

m, a2
m, . . . , aN

m
}

at time slot m.
P(Sm+1|Sm, Am) is defined as the probability of making UAVs perform action Am in state
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Sm and transfer to state Sm+1. R(Sm, Am) is defined as the reward obtained by causing agent
to perform action Am in state Sm. Expected discounted return function is formulated as

Ji(πi) = Ea1∼π1,...,aN∼πN

[
M

∑
m=0

γmRi
m

(
Sm, a1

m, a2
m, . . . , aN

m

)]
, (10)

where Ri
m
(
Sm, a1

m, a2
m, . . . , aN

m
)

is the reward obtained by all UAVs in the Sm state after
performing action {a1

m, a2
m, . . . , aN

m}, and πi is the policy function for UAVi.
The policy function of traditional MADRL outputs all action probabilities and selects

the action with the maximum probability [36]. However, the adoption of deterministic
strategies is difficult to adapt to the dynamic environment, and thus the performance of
the agent degrades rapidly when the environment changes. The introduction of action
sampling entropy will result in greater policy bandwidth, and UAVs will quickly learn new
policies when environmental changes. Therefore, the DSAAC algorithm introduces the
action sampling entropy that is inversely proportional to the probability of the selected
action. The action sampling entropy encourages UAVs to explore new strategies in a
dynamic environment of multi-UAVs cooperation [37]. The strategy gradient formula for
introducing action entropy is given as follows

∇θi Jm(πθ) = Eo∼B,a∼π

[
∇θi log(πθi (ai

m|oi
m))
(

Qψi

(
oall

m , aall
m

)
− αlog

(
πθi

(
ai

m|oi
m

)))]
, (11)

where πθi is the Actor network of UAVi, which can output the probability value of each
action, and Qψi

is the Critic network of UAVi. oall
m and aall

m are states and actions of all
UAVs, respectively. We use a CTDE architecture whose Critic network shares a loss function
and jointly updates the network parameters to minimize the error values, where α is the
coefficient of action entropy and is employed to characterize the degree of exploration
of the UAVs. θi and ψi are the network parameters of Actor and Critic network of UAVi,
respectively. The action entropy of UAVi is formulated as log ai

m= log
(
πθi

(
ai

m|oi
m
))

. The
experience {oi

m, ai
m, oi

m+1, ri
m} at time slot m is stored into the replay pool B.

The loss function of the Critic network can be formulated as

LQ(ψi) =
N

∑
i=1

(
Qψi

(
oall

m , aall
m

)
− yi

m

)2
, (12)

where yi
m = ri

m + γQψ̄i

(
oall

m+1, aall
m+1

)
− αlog

(
πθ̄i

(
ai

m+1|oi
m+1

))
,

θi = εθi + (1− ε)θi, ψi = εψi + (1− ε)ψi, ε ∈ [0, 1],

where Qψ̄ is Target-Critic network, and πθ̄i
is Target-Actor network. ψ̄i and θ̄i are the

network parameters of the Target-Critic and Target-Actor network of UAVi, which are
updated by soft updates, where ε is the soft update factor. The structure of the DSAAC
algorithm is shown in Figure 3. In the task initialization phase, all UAVs initialize the
location and network status. In the second step, UAVs cooperate flight according to network
communication rate, obstacle avoidance, and energy consumption. In the third and fourth
step, the DSAAC algorithm is used to optimize the cooperative policy of the UAV to
maximize communication efficiency. Finally, the models of the UAVs are updated for the
next iteration.
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Figure 3. The architecture of the DSAAC algorithm.

4.2. Double-Stream Actor Network

The autonomous flight of UAVs is key in the problem of deploying emergency net-
works by UAVs. Therefore, UAVs need to have certain obstacle-avoidance capabilities.
The traditional Actor network of DRL has great performance in static scenarios, but the
performance will degrade in highly dynamic scenarios. This is due to the fact that the
agent lacks the ability to sense dynamic information and can only make action decisions
based on the current state of information. For example, when the target or obstacle is
dynamic, UAVs cannot determine whether they are moving away from or closer to the
target from the current distance information [38]. Additionally, UAVs need to establish a
highly cooperative relationship with each other when making cooperative decisions with
other UAVs based on their trajectories and states. Therefore, the differential of state is
added into the Actor network to make the UAVs with certain dynamic sensing capabil-
ities, which is structured in Figure 4. The double-stream Actor network consists of the
Multi-Layer Perceptron (MLP) layer, the Batch Normalization (BN) layer, and the residual
connection. The MLP layer provides basic perception capability for the Actor network. The
residual connection prevents vanishing gradients. The BN layer is utilized to improve the
training speed.

BN BN

MLP

Feed Forward

MLP

Feed Forward

Concat&Linear Linear

LeakyReLU

Linear

LeakyReLU

Linear
i

mo
i

mo

i

ma LeakyReLU

Add Add

Residual 

Connection

Figure 4. The structure of Double-Stream Actor network.
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The differentiation of the state can be calculated as

∆oi
m =

{
oi

m − oi
m−1, i f m > 0

0, i f m = 0
. (13)

The difference between the state oi
m of time slot m and the state oi

m−1 of the last time slot
is obtained as ∆oi

m. With additional information ∆oi
m, the UAVs can detect the movement

trend of obstacles or other UAVs and take appropriate actions in advance. Additionally,
differential information can be used to track the signal trend of the links in real time.
Examples include jumps in the connection status of network nodes and communication
transmission rate changes of nodes.

4.3. Hierarchical Multi-Head Attention Encoder

The DSAAC adopted a CTDE structure. UAVs observe local information to complete
the cooperative task after the model is well-trained, without the need for centralized control
of the UAVs. Thus, it is easier to deploy our algorithms to practical application scenarios.
During training, the Critic network evaluates action based on the state of all UAVs and
their corresponding actions to adjust the strategies. However, the CTDE structure leads
to two problems: (1) As the numbers of both UAVs and GUs increase, the problem of the
dimensional curse will arise; (2) The information about unrelated UAVs will interfere with
building complex cooperative relationships.

This paper proposes a hierarchical multi-head attention encoder based on the trans-
former encode [39], whose structure is illustrated in Figure 5. This encoder consists of
the Layer Normalization (LN) layer, the FeedForward layer, the Multi-Head Attention
layer, and the residual connection. The LN layer improves the training speed as well as
the BN layer, but it can avoid the effect of batch data. In addition to handling semantic
problems in different sentences, the attention mechanism also works on multi-agent tasks.
In a multi-agent environment, the role of a single agent needs to be derived from the state
of other agents. Through an attention mechanism, the encoder increases the information
encoding weight of associated UAVs. The information about irrelevant UAVs is suppressed
to reduce interference. Thus the Critic network can more correctly evaluate the role of the
movements of the UAV in cooperation with other UAVs. As a result, the correct assistance
relationship can be established.

Add&LN

Feed Forward

Add&LN

Multi-Head

Attention

Add&Critic Linear

LeakyReLU

Linear

i
mQ

( , )all all

m mo a

Linear

N 

Figure 5. The structure of Hierarchical Multi-Head Attention encoder.

Figure 6 shows the application of self-attention in MADRL. The calculation formula is
shown below

qi = Wqei, Q = (q1, q2, ..., qn), (14)
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ki = Wkei, K = (k1, k2, ..., kn), (15)

vi = Wvei, V = (v1, v2, ..., vn), i ∈ N, (16)

where ei is obtained by embedding (oall
m , aall

m ) through the Linear layer. Each header of
the multi-headed attention module has three weight matrices: Wq, Wk and Wv, which are
multiplied with ei to obtain queries qi, keys ki and values vi, respectively.

The soft attention weights are calculated as

αsoft = Softmax(
KTQ√

dk
), (17)

where αsoft is a vector of soft attention weights, and dk is the attention scaling factor to
prevent the gradient disappearance. As a result, the output matrix of the multi-head
attention layer is given as follows

H = Vαsoft, H ∈ {h1, h2, ..., hN}, (18)

where hi incorporates information about the attention-weighted other UAVs.

4.4. Training of the DSAAC Algorithm

In this section, the training process of the DSAAC algorithm will be detailed. The
training procedure of the DSAAC algorithm based on the three-layer framework is given
in Algorithm 1, which is described as follows:

Algorithm 1 DSAAC Algorithm

1: Input: UAVs state si
m = {{li}, {di,j(m), di,k(m), di,obs(m)}, Ri(m), Ei(m)}∀i,j∈ N ,∀k∈ K;

2: Output: UAVs actor ai
m = {Fi(m) ∈ R3×1}∀i∈N , ∀m∈M;

3: .Initialization;
4: Initialize the Actor,Critic,target Actor and target Critic network with weights θi, ψi, θi,

ψi for each UAVi in N, and experience replay buffer B;
5: for each episode in E do
6: Initialize the state of the UAVi, and environment;
7: Receive the initial state s1 = {o1, ..., oN};
8: for each step m in M do
9: .Experience sampling;

10: for each step m in M do
11: Select action ai

m = πθi (ai
m|oi

m) + η;
12: end for
13: UAVs execute their actions am = (a1

m, ...,aN
m );

14: Receive next state sm+1, and obtain reward rm = (r1
m, ...,rN

m );
15: Update sm from sm+1;
16: Store (sm, am, rm, sm+1) in the buffer B;
17: .Parameter updating;
18: for each UAVi in N do
19: Sample L random mini-batches (sm, am, rm, sm+1) ∈ B;
20: Update weights θi,ψiby Equations (11) and (12);
21: Soft update weights by: θi = εθi + (1− ε)θi, ψi = εψi + (1− ε)ψi, ε ∈ [0, 1];
22: end for
23: end for
24: end for

Initialization (Line 4): Where η is the noise term to increase the robustness of the
algorithm. At the beginning of the training phase, initialize the network parameters of
the Actor and Critic networks for each UAV and copy the parameters of both networks
to the Target-Actor and the Target-Critic networks [40]. The experience replay pool B is
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instantiated. In addition, the status values of all UAVs and the environment are reset to
their initial state.

Experience Sampling (Lines 9–16): In this phase, UAVs perform the corresponding
action ai

m in accordance with the local state oi
m they observe. The state of the UAVs is

transferred to the next time slot state oi
m+1 and is rewarded with ri

m. The experience
{sm, am, rm, sm+1} obtained is stored in the experience pool B for the next parameter update
of the next time slot.

Parameter Updating (Lines 17–21): In this phase, the data of batch size are first
randomly selected from the experience pool B and normalized. The network parameters of
the Actor and Critic networks of each UAV are updated by the policy gradients Equation (11)
and loss functions Equation (12). After each parameter update, the network parameters of
the Actor and Critic network are synchronized to Target-Actor and Target-Critic networks
by soft update.

...

...

...

...

1h

11 12

11a soft max− 12a

1q
1k 1v 2q

2k 2v

1h 2h

self attention−

...

...

soft max−

1q
1k 1v 2q

2k 2v

2h

21 22

21a 22a

1N 2N

Nv
Nv

NkNq

1Na 2Na

Nh

Nq
Nk

1e 2e Ne
1e 2e Ne

1e 2e Ne

Figure 6. The structure of self-attention network.

4.5. Complexity Analysis

In this section, we examine the time and space complexity of DSAAC. The Actor
network approximation consists of J fully connected layers, and the Critic network ap-
proximation consists of H fully connected layers. The time complexity of the Actor and
Target-Actor network is given by

Ti
Actor =

J−1

∑
j=0

(
wj × wj+1 + 1

)
, (19)

the time complexity of the Critic and Target-Critic networks is given by

Ti
Critic =

H−1

∑
h=0

(wh × wh+1 + 1), (20)

where wj and wh are input dimension of the fully connected layer, wj+1 and wh+1 are output
dimension of the fully connected layer. In summary, the time complexity Ttrain formula of
DSAAC in the training phase is given by

Ttrain =
N

∑
i=1

(
2× Ti

Actor + 4× Ti
Critic

)
, (21)
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the time complexity Teval formula of DSAAC in the evaluation phase is calculated as

Teval =
N

∑
i=1

(
2× Ti

Actor

)
. (22)

In the training phase, a cache needs to store the historical experience values of UAVs
whose size is set to NB. The total space complexity of the model in the training phase is
given by

Strain =
N

∑
i=1

(
2×

J−1

∑
j=0

(
wj × wj+1 + 1

)
+ 2×

H−1

∑
h=0

(wh × wh+1 + 1)

)
+ O(NB). (23)

In the validation phase, the Critic network experience pool is not present. Thus the
total space complexity of the model in the evaluation phase is given by

Seval =
N

∑
i=1

(
2×

J−1

∑
j=0

(
wj × wj+1 + 1

))
. (24)

5. Performance Evaluation

In this section, we evaluate the performance of the distributed cooperative algorithm
DSAAC for optimizing the trajectory of UAVs.

5.1. Simulation Settings

For training and testing, the experimental platform is built based on Ubuntu 20.04.4
server using PyTorch 1.7, Python 3.8, Intel Core i9-11900H, and NVIDIA GeForce RTX3090.
This platform is built based on OpenAI multiagent particle environment. Figure 7 illustrates
the simulation scenario. In a square area of 2 km × 2 km, the simple road network is
constructed, and several GUs and obstacles are set. The ground GUs move along the road
at a random speed, and the ground network base stations are set up in the central area.
By relaying, UAVs cover the network of ground base stations to the area of GUs. UAVs
are assigned the Actor network consisting of the artificial neural network, which is used
to generate UAV actions based on real-time state information. In practical application
scenarios, UAVs will be independently equipped with computing devices to run the Actor
network. In the training phase, a centralized server is needed to train the UAVs and update
the models. The experimental parameters are shown in Table 2.

Table 2. Simulation Settings.

Parameters Values

Flight altitude (H) 50 m
Number of UAVs (N) {2∼10}
Number of GUs (K) {10∼30}

The weight of the UAV (M) 2 kg
Minimum transmission rate (Rmin) 1 Mbps

Safety distance (Dsafe) 5 m
Safe speed factor (λsafe) 0.1

UAV communication power (Pcom) 10 W
Maximum flight speed (Vmax) 20 m/s

Maximum flight acceleration (amax) 8 m/s2

Safety power (esafe) 10%
Batch size (bs) 1024

Soft update rate (ε) 0.01
Discount factor (λ) 0.99

Learn rate (τ) 0.001
Coefficient of action entropy (α) 0.01
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The input and output dimensions of the neural network will not match each other
when the scenario changes. In practical applications, multiple scenario parameters are
preset and multiple models are pre-trained for the rapid deployment in new scenarios.

: UAV

: Communication link

: Rescue vehicle

: Obstacle

: Emergency base station

: People

Figure 7. Simulation for the Multi-UAVs emergency network.

5.2. Result Analysis

In this section, the DSAAC algorithm is compared with MADDPG algorithm, MATD3
algorithm, and MASAC algorithm.

• MADDPG: It is a multi-agent reinforcement learning algorithm based on central-
ized training and decentralized execution architecture, which is widely applicable in
multi-agent collaborative tasks. It effectively solves the problem in non-stationary
environment during training, and a similar architecture is used in our algorithm.
Reference [41] proposed the joint trajectory design algorithm for UAVs based on the
MADDPG algorithm.

• MATD3: It uses Clipped Double-Q Learning and Target-Policy Smoothing to solve the
problem that the MADDPG algorithm overestimates the Q-values. Thus MATD3 can
obtain more robust cooperation strategies. In [42], the authors proposed an optimiza-
tion algorithm based on the MATD3 for jointly designing trajectories, computation
task allocation, and communication resource management of UAVs.

• MASAC: It is an extension of the SAC algorithm for multi-agent. The exploration
ability of the agents is improved by encouraging them to choose inaccessible strate-
gies. Thus MASAC can still achieve better performance in complex scenarios and its
convergence is better. Reference [43] proposed an algorithm based on the MASAC for
optimizing the task partitioning and power allocation strategies of UAVs.

To the best of our knowledge, these three algorithms, MADDPG, MATD3, and MASAC,
are excellent representative algorithms in multi-agent cooperation. They have significant
correlations with our algorithm in the application field and structure. Thus we adopt
them as baseline algorithms to verify the performance of the DSAAC algorithm in a large-
scale environment. In addition, the comparison with the three algorithms can verify that
hierarchical multi-head attention encoder and double-stream actor network improve the
performance of the algorithm.

Figure 8 shows the training curve of the DSAAC algorithm and the three baselines.
We set up scenarios based on 3, 6, and 8 UAVs serving 10 ground GUs, respectively:
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• Figure 8a shows the DSAAC algorithm and the baselines algorithm converge to the
highest reward at around 30,000 episodes. The convergence values of DSAAC and
MASAC are closer to better than MATD3 and MADDPG. This is because that action
entropy is used to avoid local optimal solutions.

• Figure 8b shows that the training effect decreases when the number of UAVs increases
to 6, indicating that the MASAC algorithm is more sensitive to the number of UAVs.

• Figure 8c shows that MASAC, MADDPG, and MATD3 reward curves all fail to
converge in the scenario with 8 UAVs. This is because the increasing number of UAVs
increases the complexity of the environment, and UAVs fail to cooperate effectively.

• Figure 8d shows that the performance of the algorithm in scenarios with a larger
number of UAVs. We have adopted a larger scale of simulation and set up a scenario
with 18 UAVs serving 30 GUs. The reward curve shows that the DSAAC algorithm
can still learn the collaborative strategy, while the baseline algorithm has only random
oscillations in the reward curve. In addition, the DSAAC algorithm oscillates in large
round ranges. The reward curve converges slower when the scale of the scenario
becomes larger. This is due to the fact that the learning of cooperative strategies
requires constant exploration of trial. This phenomenon is more obvious when the
number of UAVs increases. When some UAVs adjust their strategies, other UAVs
require considerable time to learn new strategies.

(a) (b) 

(c) (d)

Figure 8. The training curve of reward for different numbers of UAVs: (a) 3 UAVs serving 10 GUs;
(b) 6 UAVs serving 10 GUs; (c) 8 UAVs serving 10 GUs; (d) 18 UAVs serving 30 GUs.

Figure 9 shows that the DSAAC algorithm performs optimally for various numbers of
UAVs. We used the average number of crashes, average system throughput, and power
consumption as algorithm performance metrics. The crash is defined as the distance
between UAVi and UAVj or an obstacle is less than the safe distance Dsafe, and the system
will generate a repulsive force to limit further approach.

• Figure 9a shows the average number of crashes of MASAC is smaller than that of
DSAAC in the scenario with six UAVs. The main reason is that the MASAC algorithm
cannot effectively perform the communication task and can only enhance the obstacle
avoidance performance to improve the overall reward.
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• Figure 9b shows the average throughput variation with the number of UAVs. When
the number of UAVs is above 6, the average throughput no longer increases much. This
proves the system requires at least six UAVs to achieve the throughput requirements
of all users. The average throughput of the DSAAC algorithm is the highest in
every scenario.

• Figure 9c shows the average energy consumption varies with the number of UAVs.
The DSAAC algorithm has the lowest task energy consumption and is stable at about
32% in every scenario. The reason is that the UAVs have established an excellent
cooperative relationship with each other UAVs and the tasks are properly distributed.

(a) (b) (c)

Figure 9. Performance comparison of different number of UAVs: (a) Average number of crashes;
(b) Average system throughput; (c) Average energy consumption.

To verify the effect of different numbers of ground GUs on the algorithm, setting up
scenarios based on six UAVs serving 10, 20, and 30 ground GUs, respectively.

• Figure 10 shows that DSAAC converges to the highest reward, and the reward con-
vergence value increases roughly in proportion to the number of GUs. However,
baseline algorithms converge with some decrease in reward value. This is because of
the inclusion of the hierarchical multi-headed attention encoder in the Critic network
of the DSAAC algorithm, which can remove the interference of redundant information
and circumvent the curse of dimensionality to a certain extent.

• Figure 11a shows the effect on the UAV obstacle avoidance performance under differ-
ent GUs scalability. Due to DSAAC having the Double-stream Actor network, UAVs
can sense the trend of state change and make corresponding trajectory optimization in
advance. The DSAAC algorithm is better than MADDPG and MATD3 in terms of ob-
stacle avoidance performance, but the MASAC algorithm outperforms our algorithm
in scenarios with more than 20 GUs for the same reason as Figure 8a.

• Figure 11b shows the impact on GUs throughput under different GUs. The DSAAC
basically increases GUs throughput proportionally when the number of GUs increases,
while MADDPG and MATD3 no longer increase in scenarios with more than 20 GUs,
and MASAC decreases instead. Baseline algorithms fail to serve GUs well in more
GUs scenarios. The reason is that when the number of GUs increases, the state space
of UAVs also increases, which causes the dimensional explosion.

• Figure 11c shows the energy efficiency performance of the algorithm in different
scenarios and demonstrates that our algorithm performs best in terms of average
energy consumption.

The communication efficiency index of UAVs in the four algorithms with five combi-
nations of different numbers of users and the number of UAVs is shown in Figure 12. The
communication efficiency index is calculated as η(T) in Equation (5). The communication
efficiency index in the DSAAC algorithm is better than other algorithms, with 10.6% to
56.7%. The communication efficiency of UAVs in our algorithm tends to increase with the
number of UAVs and GUs. However, the communication efficiency index of the baseline
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algorithm decreases when the number of GUs is more than 20. The main reason is that
UAVs do not establish practical cooperation and fail to build multi-hop relay networks to
cover users over long distances.

(a) (b)

Figure 10. The training curve of reward for differents number of GUs: (a) 6 UAVs serving 20 GUs;
(b) 6 UAVs serving 30 GUs.

(a) (b) (c)

Figure 11. Performance comparison of different number of GUs: (a) Average number of crashes;
(b) Average system throughput; (c) Average energy consumption.

Figure 12. Communication efficiency index of UAVs.

6. Discussion

In this paper, we utilize multi-UAVs to provide emergency relay networks for GUs.
This multi-UAVs cooperative system requires consideration of several problems: (1) How to
maximize the efficiency of UAV communication. This is a multi-objective multi-constrained
optimization problem, which is difficult to solve by traditional methods. Thus the DRL
method is utilized to solve it. However, the DRL method cannot obtain the optimal solution,
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but the approximate optimal model parameters are obtained by means of heuristic learning.
The experimental results show that our algorithm is stable and effective compared to the
baseline algorithms, and the highest communication efficiency can be obtained. (2) How to
establish an effective cooperative strategy among multi-UAVs. The degree of correlation
among UAVs is different in multi-node UAV relay networks. Due to the problem of a non-
stationary environment caused by separately optimized UAV strategies, a joint optimization
mechanism between multiple UAVs is needed. In addition, the UAV needs to deploy a
distributed algorithm to ensure the reliability of the system. Therefore, we adopt the CTDE
architecture, in which the UAVs only need to complete cooperative tasks based on their own
local information during the execution phase. However, the CTDE architecture requires a
fixed number of UAVs for training. Moreover, the systems with different numbers of UAVs
need to train the corresponding models separately, which reduces the flexibility in practical
projects. (3) How to improve the safety and dynamic performance of UAVs. When the UAV
only responds to the state of the current time slot, it cannot sense whether the obstacle is far
away or close. Thus, the double-stream Actor network is constructed to solve this problem.

In this paper, we have only verified the proposed DSAAC algorithm in the software
simulation platform. The following factors may need to be considered to validate this
algorithm in a practical experimental evaluations. First, deploying UAVs to verify algorithm
performance in a real environment requires a more accurate physical model. in this paper,
connectivity is mainly considered in the communication model of UAVs. The connection is
established when a certain communication rate is reached between UAVs. We ignored the
impact of UAVs attitude and altitude on communication. In addition, the communication
energy consumption model is set to a constant value to simplify the energy consumption
model. The simplification of models has some influence on the communication stability
and rate in practical UAVs deployment. Thus it is necessary to establish a more accurate
physical model according to the accurate hardware platform in practical scenarios. Second,
the deployment of reinforcement learning algorithms in a practical environment requires a
reasonable choice of observation space. If the observation space is excessively high, the
learned strategy can easily overfit the simulated environment [44]. Next, it is necessary
to build a map of the mission area prior to identifying the coordinates of the obstacles.
However, this can be used in practice with satellite maps to obtain information about
obstacles in a practice scenario. Finally, the UAVs need to avoid fine-grained or dynamic
obstacles in a real-time manner.

In this paper, connectivity is mainly considered in the communication model of UAVs.
The connection is established when a certain communication rate is reached between nodes.
In the scenario of our paper, ensuring rigorous real-timeliness is not the main concern, and
the latency of several seconds is allowed. Therefore, we give less consideration of latency
and mainly focus on the optimization of connectivity among UAVs.

Although our algorithm reduces the crash probability in most cases, it cannot achieve
perfect crash avoidance due to the formation of a Nash equilibrium by multiple optimiza-
tion objectives. In future work, we will design a safe MADRL algorithm based on a local
trajectory planning algorithm to improve the safety of UAVs in complex environments.

7. Conclusions

In this paper, we have studied the problem of optimizing the multi-UAVs cooperative
trajectory for maximizing the communication efficiency in UAVs dynamic deployment
emergency communication scenario. First, to improve the dynamic performance and
obstacle avoidance of the UAVs in complex and changing scenarios, we have designed a
double data stream network in the Actor network of the UAVs. Further, to establish an
effective cooperation strategy for UAVs, we have designed a hierarchical multi-headed
attention encoder in the Critic network. This encoder has effectively solved the problem
of the curse of dimensionality when the number of UAVs and GUs increases. Finally, the
simulation experiments have shown that the DSAAC algorithm improved communication
efficiency by 56.7% , throughput by 71.2%, energy saving by 19.8%, and reduced the number
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of crashes by 57.7%. UAVs are energy-sensitive agents, and improving the operation time
of multi-UAV systems has been an important research direction. In our future work, we
will study the charging scheduling problem of multi-UAVs to achieve the total power of
the system dynamically maintained in a safe range.
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