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Abstract: This paper concentrates on extended targets to suppress high sidelobes in non-grid mul-
tiple sca ering points. Notice that the problem essentially resolves the high sidelobes of the non-
grid multiple sca erers after locating positions; we proposed a novel iterative algorithm based on 
an adaptive pulse compression algorithm on the basis of an off-grid position estimation. First, the 
grid offsets of the multiple sca ering points through decoherence and super-resolution techniques 
are estimated by employing an enhanced MUSIC algorithm. Then, an optimization model is con-
structed for the non-grid multiple sca ering points of the target. Finally, a sidelobe suppression 
algorithm based on the minimum mean square error (MMSE) criterion is presented. Numerical re-
sults reveal that the proposed algorithm can achieve be er estimation performance on the offsets of 
the non-grid multiple sca ering points, while it suppresses range sidelobes effectively. 

Keywords: non-grid multiple sca ering points; range sidelobe; improved MUSIC algorithm;  
iterative suppression; minimum mean square error 
 

1. Introduction 
Matched filter (MF) is widely applied in pulse compression to solve the contradiction 

between target detection performance and high-range resolution. However, MF can pro-
duce high-range sidelobes. Since a weak target is easily covered by the sidelobes of a 
strong target, it results in the degradation of target detection performance [1]. Therefore, 
extensive research has been focused on the sidelobe suppression algorithm in recent years. 

It is common to employ the windowing method in sidelobe suppression. However, 
the windowing algorithm brings about the broadening width of the main lobe and the 
loss of signal-to-noise ratio (SNR) [2–4]. Mismatch filter (MMF) can also improve the de-
tection ability of weak targets and the ratio of main lobe and sidelobe, but MMF will also 
increase the main lobe width and introduce SNR loss [5–7]. The CLEAN algorithm pro-
posed in [8] needs to search the locations of the strong targets and then eliminate the in-
fluence of the range sidelobes. It can suppress the range sidelobes of the strong targets, 
while the extraction effect of weak targets is not satisfactory. The least square (LS) method 
proposed in [9] can acquire be er sidelobe suppression performance. However, the pro-
cessing of sca ering points outside the window causes a serious impact on the processing 
of targets in the window [10,11]. 

In [12], an adaptive pulse compression (APC) algorithm, which takes the matched 
filter output as prior information, is proposed by Shannon D. Blunt and Karl Gerlach ac-
cording to the minimum mean square error (MMSE) criterion. In the APC algorithm, 
adaptive filters are iteratively calculated with the power value of the adjacent range unit 
and can effectively suppress range sidelobes. In [13,14], the authors compare the APC al-
gorithm with the mismatched filter and LS method, and prove that the APC algorithm 
has remarkable sidelobes suppression effect. In addition, considering the Doppler mis-
match existing in the target echo, Blunt proposed an APC method based on Doppler 
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compensation to avoid the performance degradation due to Doppler mismatch [15].The 
adaptive pulse compression repair (PCR) method is proposed in [16], and it performs APC 
on the result of MF and has stronger robustness against Doppler mismatch and systematic 
errors. In order to further reduce the calculation amount of the APC algorithm, Blunt com-
bined a dimension reduction algorithm and proposed the fast adaptive pulse compression 
(FAPC) method, which includes DFAPC and CFAPC [17,18]. FAPC preserves most per-
formance advantages of APC while reducing the computational effort, but reduces the 
degrees of freedom of the algorithm and can suppress weak targets in dense targets’ en-
vironments.  

The above APC algorithms assume that the targets are located on the sampling 
points. Since the targets are randomly distributed with different ranges, the targets will 
not strictly fall on the sampling points, resulting in sampling mismatch. In APC pro-
cessing, when targets are not located at the sampling points, the APC result will have great 
performance loss. In [19,20], Henke proposed to oversample the echo signal to suppress 
the influence of distance sampling mismatch, but this approach will lead to an increase in 
computing costs. In [21–23], an APC algorithm based on linear constraint minimum vari-
ance (LCMV) criterion is proposed to solve the distance sampling mismatch problem by 
se ing the main lobe’s width and interference zero-point’s constraint conditions. How-
ever, it is difficult to classify relative values of strong and weak targets and conduct quan-
titative operations.  

Based on the above analysis, an iterative suppression algorithm for range sidelobe of 
the targets with non-grid multiple sca ering points is considered in this paper. In our 
method, an improved MUSIC algorithm is used to estimate the location of multiple scat-
tering points by decoherence and super-resolution [24–27], and an MMSE filter for multi-
ple sca ering points is derived to realize the suppression of high sidelobe. The innovation 
lies in that the MUSIC algorithm originally used for angle measurement can estimate the 
accurate position of the non-grid targets by constructing the subdivided steering vector 
after adding a step of dechirp [28–30]. On the basis of obtaining the accurate position, the 
original grid APC algorithm is improved to the non-grid APC algorithm, which can re-
strain the high-distance sidelobe. In this way, it avoids covering the small targets and 
completes the demand of sidelobe suppression. Numerical results verify the effectiveness 
of the proposed algorithm. The simulation parameters are set to refer to the parameters of 
the actual maritime detection radar. Parameters of some maritime detection radars are 
tested data. These echo signals have dense targets and wide sidelobes, and the strong tar-
get covers the weak targets, so the algorithm can completely realize the function of detect-
ing the signal. 

The structure of this paper is organized as follows. In Section 2, the echo signal model 
of the target with non-grid multiple sca ering points is constructed. Section 3 introduces 
the range sidelobe iterative suppression algorithm based on the non-grid multiple sca er-
ing points model, including the improved MUSIC algorithm and the target sidelobe iter-
ative suppression algorithm based on the non-grid sca ering points model. Section 3 also 
conducts an analysis and comparison of the complexity of the range dimension sidelobe 
suppression algorithms based on grid targets’ echo signals and non-grid targets’ echo sig-
nals. In Section 4, the proposed algorithm is verified by the simulated and practical meas-
ured data, and the algorithm results are provided and analyzed. Section 5 provides con-
clusions. 

2. Model 
Target Echo Signal Model of Non-Grid Multiple Sca ering Points 

The non-grid multiple sca ering points model established in this chapter is shown 
below. The echo signal with unknown targets is constructed by a main sca ering point 
and multiple weak sca ering points. Simultaneously, the sca ering points are positioned 
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on the non-grid range points. In this model, the strong point sidelobe will mask the weak 
point signal. 

Let the radar transmit pulse be  0s t  and it can be rewri en as follows:  
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The echo signal ( )y t  of the multiple sca ering points can be expressed as follows:  
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where the number of strong and weak sca ering points is set as Q , in which there are 1Q  
non-grid and 2Q  on-grid sca ering points, 0  is the time delay of the strongest point, 

 0,1, ..., 1q q Q    is the time delay of the rest points,  n t  is the additive white noise. 
In radar signal processing process, the echo signal ( )y t  is processed by MF, which 

takes the convolution of the echo signal with complex conjugation of the transmi ed sig-
nal. The pulse compression filter output  MFy t  is as follows:  
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where *   represents the convolution operation,  *   represents the complex conjugate 
operation, B KT  is the bandwidth of the transmi ed signal and determines the range 
resolution of the radar system. 

In this model, it is assumed that the strong sca ering point cannot be distinguished 
by the range resolution with other weak sca ering points. At the same time, strong scat-
tering point sidelobes can also mask weak sca ering points.  

Note that the sca ering points are usually positioned on the non-grid range points, 
and sidelobes are difficult to suppress by the classical APC algorithms. 

3. Methods 
When dealing with dense targets, sidelobes of the multiple targets are a challenge for 

effectively mitigating pulse compression. It becomes imperative to conduct an analysis of 
the echo and accurately ascertain the locations of non-grid sca ering points of the target. 
Consequently, the suppression of high sidelobes can be achieved based on these estimated 
positions. 

In this section, the target model with non-grid multiple sca ering points is con-
structed. Section 3.1 proposes the modified MUSIC algorithm to estimate the time-delay 
offsets of non-grid multiple sca ering points in echo signal. Section 3.2 constructs the non-
grid multiple sca ering points model according to the delay offset of the targets. The tar-
gets’ sidelobes are suppressed by employing the distance sidelobe suppression algorithm 
based on MMSE criterion. 
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3.1. Sca ering Points Offset Estimation Algorithm Based on Modified MUSIC 
In the non-grid multiple sca ering points model proposed in this paper, the sca er-

ing points are located on the non-grid sampling points. Traditional estimation algorithms, 
such as the maximum likelihood (ML) and window estimation algorithm, are inadequate 
for accurately estimating and locating non-grid sca ering points. Compared with the 
above two algorithms, the MUSIC algorithm can measure the offsets of multiple sca ering 
points simultaneously with higher accuracy and resolution and has stable and excellent 
performance. 

Classical MUSIC algorithm is based on the principle that echo signal subspace and 
noise signal subspace are orthogonal when the covariance matrix is full rank. However, 
the echo signals in this model are coherent. Hence, it is necessary to preprocess the coher-
ent signal using the spatial smoothing technique to modify the MUSIC algorithm for ob-
taining the correct estimation of the coherent model. The modified MUSIC algorithm en-
sures the accuracy of the estimation. 

In practical applications, the value of l   cannot be calculated by direct measure-
ment. Since the linear frequency modulation signal is used in this paper, multiple sca er-
ing points superimpose echo signals with different offsets, which makes direct use of MU-
SIC algorithm unfeasible. Therefore, Dechirp processing is required for echo signals. The 
single frequency signal corresponding to the multiple sca ering points is obtained and 
then processed by the MUSIC algorithm. The Dechirp reference signal is constructed 
based on the transmi ed signal,    2

ref refexp jπs t K t      , where ref  is the reference 

offset.  
To obtain the signal after Dechirp processing, the echo signal is multiplied by the 

reference signal as follows:  
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We can find that the signal in Equation (4) is processed by multiplying a rectangular win-
dow. The length and position of the window are determined based on the length and 
position of the common part of the multiple sca ering points echo signal. The result of 
multiplying a window is equivalent to truncating the signal containing the q  sca ering 

points and the peak point of the signal  ,q qs t  . This can be expressed as follows:  
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where w w s/T L f , wL  is the signal’s length. The  2 2
refexp jπ qK      in Equation (5) is a 

constant term. Its single frequency is  refq qf K    , where q  can be expressed as fol-
lows:  
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ref / , 1, 2,...,q qf K q Q     (6)

Since the echo signal has Q  sca ering points, the Dechirp echo matrix can be con-
structed according to the q  obtained by Equation (6), as shown in Equation (7):  
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Therefore, the signal model can be constructed as follows:  

X = GS + N  (8)

where X  represents the echo signal vector after Dechirp processing, G  corresponds to 
a matrix of size wL L  , which is obtained by intercepting multiple sca ering points’ 
Dechirp echo matrix. S  represents the amplitude of the sca ering points, and N corre-
sponds to the noise signal vector. According to Equation (8), the super-resolution of the 
MUSIC algorithm can be used to determine the specific grid offsets of the sca ering 
points. 

Therefore, the covariance matrix of the signal after Dechirp can be wri en as follows:  

E   
H

sR = XX  (9)

The echo signals of the multiple sca ering points are coherent. In order to obtain correct 
estimation of the coherent model, the spatial smoothing technique is used to preprocess 
the coherent signals. The matrix xxR  is as follows:  

1

1 d

jd 

 xx sjR R  (10)

where d  represents the number of submatrices, sjR  corresponds to the submatrix in-
tercepted by sR  , and xxR   represents the covariance matrix obtained after spatial 
smoothing and decoherence operation. Singular value decomposition (SVD) is then per-
formed on the covariance matrix xxR , which is as follows:  

T
xxR = USV  (11)

where the decomposition of xxR   results in an eigenvalue matrix, represented by 
 1 2diag , , M  S  , and an eigenvector matrix, represented by  1 2, , Mu u uU  . 

xxR  is a semi-positive definite matrix with M  eigenvalues, among which Q  ei-
genvalues are positive and M Q  eigenvalues are close to zero. This enables xxR  to be 
separated into two subspaces: one subspace with Q  dimension representing the signal 
space, and the other subspace with M Q   dimension representing the noise signal 
space.  

To obtain the precise non-grid offsets, the time-delay grid is divided near the peak 
point, and each grid is subdivided Z  times to construct a subdivided Dechirp matrix, 
represented by G . 

To obtain the precise non-grid offsets, intercept part of the signal with length 10 be-
fore and after the peak point, refine the time axis of this signal to Z times of the sampling 
rate, then construct a subdivided Dechirp matrix G . 

The spatial spectral function MUSICP  can be wri en as follows:  
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Figure 1. Flow chart of target sca ering points offset estimation algorithm based on modified MU-
SIC. 

3.2. Target Sidelobe Iterative Suppression Algorithm Based on Non-Grid Model 
The non-grid offsets ( 1, 2,..., )q q Q   obtained by the MUSIC algorithm can be used 

to determine the delay sq qlT    of the target point at the range unit l , where sT  rep-
resents the sampling time interval, let st nT , s s1/T f , and sf  represents the sampling 
frequency. Under this sampling condition, the signal model can be converted into a vector 
form to obtain the frequency modulation signal sequence s , which is as follows:  

      T
0 , 1 , , 1s s s N   s  (14)

where N  represents the number of sampling points within a pulse width. 
The radar echo signal model of the sca ering point q  at the range unit l  after being 

sampled is given by the following:  
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where         T
, , , 1, , ..., ,q q q ql x l x l x l N       x   represents N  -point continuous 

sampling when the qth sca ering point is non-grid, and  v l  is additive Gaussian white 
noise vector.    represents the Hadamard product, 
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T

j j j 1
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e  represents the phase mismatch between the linear 

frequency modulation signal and the grid point caused by qΔ , and  g   represents the 
frequency modulation function of the signal. 

The pulse compression output of the matched filter after sampling at the qth sca er-
ing point is obtained by convolving the complex conjugate of the transmi ed signal with 
the echo, and is expressed in discrete form as follows:  
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where         T
, , , 1, ,..., 1,q q q ql y l y l y l N           y   represents N  -point continuous 

sampling of the echo pulse corresponding to the range unit l  when sampling mismatch 
occurs. Its specific expression is given by the following:  

       T, ,q q ql l l     y A s v  (17)

where        , , , 1, ,..., 1,q q q ql l l l N        A x x x  is the N -point continuous sam-

pling matrix of distance dimension when the q  th sca ering point is non-grid, and 

       = , 1 ,..., 1l v l v l v l N       v  is the noise vector.  

The previous item of the matched filter output  MF , qx l   can be expressed as fol-
lows:  
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where         T
ˆ , 1, , 1,q q q ql x l N x l x l N          x  , let 

     ˆ
q q q   S s r  ,         T

1 0 1
ˆ

q N q q N qr r r     
    r   be the autocorrela-

tion function of the reference transmi ed signal  qs .  
Then, the range unit l  matched by the qth sca ering point after filtering can be ex-

pressed as follows:  

       T
MF

ˆ ˆ, ,q q qx l l u l   x r  (19)

Using the pulse compression technique, most of the energy of the target concentrated 
in several range units allows for the application of processing windows in the construction 
of filter coefficients and reduces computation. The  MF , qx l   calculated through the pro-
cessing window can be expressed as follows: 

       T
MF , ,q q qx l l u l    x r  (20)

where 
        T

d r, , , ,q q q ql x l K x l x l K         x
 , 

     
r d
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.  
Then, the sampling value of r d 1K K   point matched by the qth sca ering point 

can be expressed as follows:  

       T
MF , ,q q ql l l    x B r u  (21)

where 
       MF MF r MF r MF d, , , +1, ... + ,q q q ql x l K x l K x l K       ，x
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        T

r dl u l K u l u l K      u .  
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Echo signal model  , ql y  and its pulse compression signal model  MF , ql x  were 

constructed according to the non-grid offset q  of range unit l  calculated by the above 
algorithm.  

In the process of non-grid APC processing on the pulse compression signal, when the 
non-grid sca ering points estimated by the MUSIC algorithm are processed, in order to 
develop MMSE filter on the signal model of the non-grid points, the cost function is de-
signed by using the MF signal model.  

Based on RMMSE criterion, the cost function is constructed by using the output result 
of matching filter, the cost function is as follows: 
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where  E   represents the statistical expectation, and  lω  is a  r d 1 1K K    size of 
MMSE filtering coefficient vector, which is the unique calculation of signal amplitude 
 x l  for each individual non-grid sca ering points cell. r d 1K K K    is the length of 

MMSE filter.  
If  lJ  take the gradient with respect to  H lω  and set it to zero, that is the follow-

ing:  
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where     2
, ,q ql x l    represents the expected power of  , qx l  ,     2

l x l   rep-

resents the expected power of  x l  , 
r d 1K K I   is the identity matrix of 

   r d r d1 1K K K K      dimension,    HE l l   
  R u u  represents the noise covariance 

matrix of size    r d r d1 1K K K K     , so we can obtain the  lω  as follows: 
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where  n qr  means to shift the signal  qr  by n bits, leaving a blank bit to fill in the 

zero. For example, when 2n  ,      
r d

T

2 20 0q K q K qr r   
    r , when 2n   , 

     
r d

T

2 2 0 0q K q K qr r    
    r .  

To calculate the filter coefficient  lω  of the range unit l  according to Equations 
(27) and (28), prior information of the output power of the unit before and after the grid 
point is required. After obtaining the filter coefficient  lω , it is conjugate transposed in 
order to suppress the sidelobe at the range unit l . The flow chart of the target sidelobes 
iterative suppression algorithm based on the non-grid model is shown in Figure 2. 
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Figure 2. Flow chart of target sidelobe iterative suppression algorithm based on non-grid model. 

3.3. Computational Complexity Analysis 
The range dimension sidelobes suppression algorithm based on non-grid sca ering 

points echo signal differs from that based on grid point echo signal by accounting for non-
grid issues in practical applications. The distance dimension sidelobes suppression algo-
rithm based on non-grid sca ering points echo signal is introduced, and the reference 
template is adjusted according to the offsets to reduce the computational complexity of 
the algorithm using a small processing window. 

The detailed implementation steps of these two algorithms are provided in Tables 1 
and 2, based on the discussion of the small window non-grid APC processing flow using 
both echo and matched filter output. 
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Table 1. Implementation steps of APC algorithm based on echo. 

1. Initialization:  0  s  , the matched filter output MFx  was calculated by 
       ˆ H H T H

MFx l l l l  s y s A s s v , let 1i  ,  0
M Fˆ x x ; 

2. Calculate power estimates        
21ˆi il x l  , and    i lC  matrix is constructed by 

   
1

1

N
H

n n
n N

l l n


 

 C s s ; 

3. Calculate    i l  matrix by        1
l l l


 C R s ; 

4. Update    ˆ ix l  by      ˆ Hx l l l y ; 
5. Repeat Step 2 until the desired accuracy is achieved. 

Table 2. Implementation steps of small-window non-grid APC algorithm based on matched filter 
output. 

1. Initialization: Calculate the matched filter output MFx , let 1i  ,  0
M Fˆ x x ; 

2. The    is calculated using Equation (13), calculate power estimates
       

21ˆi il x l   ,        
21ˆ, ,i i

l ll x l     and    i lC   matrix is constructed by 

Equation (30); 
3. Calculate    i l  matrix by Equation (29); 

4. Update    ˆ ix l  by      ˆ MFx l l l x ; 
5. Repeat Step 2 until the desired accuracy is achieved. 

The computational complexity of these two algorithms is analyzed below in Table 3:  

Table 3. The computational complexity of each range unit in each iteration. 

Steps Echo APC Match the Filtered Non-Grid APC 

 C l matrix construction   22 1N N      3 2

r d r d2 1 1K K K K      

Filter weight vector 3 2N N     3 2

r d r d1 1K K K K      
Distance cell  x l  estimation N  r d 1K K   

Table 3 displays the computational complexity of the APC algorithm based on echo 
and the non-grid APC algorithm based on matched filter output with small window, as 
analyzed below. The complexity of the APC algorithm based on echo is  3O N , while that 
of the non-grid APC algorithm based on matched filter output with small window is 
 3O K , where w r d 1K K K   . Figure 3 compares the computational complexity of the 

adaptive pulse compression algorithm based on echo and matched filter. Figure 3 indi-
cates that for / 5N K  , the small window treatment can reduce computation by at least 
two orders of magnitude. 
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Figure 3. Comparison of computational complexity of algorithm based on echo and MF. 

After comparing the echo-based and MF-based APC algorithms, we show that the 
complexity of the new algorithm is two orders of magnitude lower than that of the echo-
based APC algorithm. The comparison with other algorithms is provided in the following 
Table 4. 

Table 4. Comparison of the complexity of each algorithm. 

Algorithm Computational Complexity 
APC algorithm based on echo  3O N  

FAPC  logO N N  

LCMV-APC  2
pO N N  

Non-grid APC  3O K  

From Table 4, it is evident that the proposed algorithm exhibits a lower computa-
tional complexity compared to the traditional APC algorithm, as well as FAPC and 
LCMV-APC. This highlights the computational superiority of the proposed algorithm.  

4. Results 
In both simulation and field tests, the LFM signal is used as the radar transmi ing 

signal. In Section 3.1, multiple sca ering points are set and the MUSIC algorithm is used 
to modify the echo signal to estimate and verify the number and positions of sca ering 
points. In Section 3.2, the sca ering points in the echo signal with an unclear number of 
targets are estimated and their positions are computed. The signal model is constructed 
to process the suppressed sidelobes of the MF signal, and the effectiveness of the algo-
rithm proposed is verified in this section. 

4.1. Simulation Result 
For the simulation test, the signal parameters were set as follows: bandwidth 

4MHzB  , pulse width p 20μsT  , sampling frequency s 5MHzf  , and pulse repetition 
period PRI which is r 744.8μsT  . Four points were set, and their location information is 
provided in Table 5. 
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Table 5. Table of simulation scenarios. 

Targets 
The Index of Sampling Points of the 

Target Distance Dimension 
Target SNR/dB 

1 931.09 20 
2 934.18 40 
3 947.42 80 
4 939.11 75.56 

The positions of the subdivided peak point and sca ering points are calculated by 
inpu ing the echo signal into the MUSIC algorithm, which obtained the super-resolution 
results. Figure 4 shows the resulting super-resolution image, where each extreme point 
indicates the specific position of a peak point or sca ering points on the non-grid. The 
four extreme points in Figure 4 correspond to the position offsets of 1P , 2P , 3P , and 4P , 
based on the se ing results. 

 
Figure 4. Results of location estimation by multiple points simulation MUSIC algorithm. 

The echo signal model is reconstructed using the position information of the sca er-
ing points, and the pulse compression signal is calculated as a template. The template and 
the original pulse compression signal were then input into the adaptive pulse compres-
sion algorithm for computation. The results of the algorithm are presented in Figure 5, 
and the resulting sca ering point positions are provided in Table 6. 
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Figure 5. Shows the results of the multi-objective simulation of the non-grid APC algorithm. 

Table 6. Simulation results. 

Targets 
The Index of Sampling Points of the 

Target Distance Dimension 
Ground truth Amplitude/dB Non-Grid APC Amplitude/dB 

1 931.09 −20 −19.65 
2 934.18 −40 −39.83 
3 947.42 0 0 
4 939.11 −4.43 −4.31 

From Figure 5 and Table 6, it can be observed that the sidelobes of the signal after 
applying the non-grid APC algorithm is 60 dB lower than that of the matched filter output 
result.  

In addition, we analyze the processing advantages of the non-grid APC algorithm in 
the case of non-grid points. The proposed method can probe small targets and distinguish 
four targets clearly. The corresponding performance is shown in Figures 6 and 7. 
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Figure 6. Comparison of windowing algorithm results with non-grid APC algorithm. 

 
Figure 7. Comparison between traditional grid APC and non-grid APC algorithm. 

Figure 6 shows that the windowing algorithm cannot solve the non-grid multiple 
sca erers problem well. Moreover, it broadens the sidelobes and causes the results to de-
teriorate. It can be seen from Figure 7 that the adaptive sidelobe suppression technique 
based on the grid model cannot obtain good sidelobe suppression performance for non-
grid multi-sca ering targets, while the adaptive sidelobe suppression technique based on 
the non-grid model can suppress the processing sidelobe to the noise level. The two very 
near targets cannot be distinguished in the output of MF. However, they can be distin-
guished by the adaptive sidelobe processing based on the non-mesh model. The weak 
targets which are masked by the high sidelobes of the MF are also shown by the adaptive 
sidelobe processing technique based on the non-mesh model. It can be seen from the 
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figure that the width of the main lobe of the pulse compression signal processed by the 
adaptive sidelobe suppression algorithm based on the non-grid model is significantly nar-
rower. At the same time, the signal-to-noise ratio loss is very small. 

Moreover, the close proximity of the four points causes the sidelobes of the high sig-
nal amplitude point to spread over the low signal amplitude points. However, after ap-
plying the proposed non-grid sidelobe suppression algorithm, the sidelobes of all points 
are effectively suppressed. Compared with counterparts, the proposed algorithm is more 
efficient, with low computational amount and fast processing speed. 

4.2. Experimental Results of Tested Data 
The tested data, which is measured by radar, have a bandwidth 4MHzB  , a pulse 

width p 20μsT   , a sampling frequency s 5MHzf   , and a pulse repetition period PRI 
which is r 744.8μsT  . Substituting the echo signal into the MUSIC algorithm, the result-
ing super-resolution image is shown in Figure 8, which was used to calculate the positions 
of the subdivided peak point and sca ering points. 

 
Figure 8. Location estimation results of MUSIC algorithm for tested data. 

Figure 8 presents the super-resolution image, with each extreme point indicating the 
precise position of the peak point and sca ering points on the non-grid, which are located 
at 938.83, 937.45, 935.11, 933.41, and 930.55. Additionally, the echo signal model is recon-
structed based on the targets’ positions, and a pulse compression signal was calculated as 
a template. After substituting the resultant signal and the original pulse compression sig-
nal into the non-grid APC algorithm, a comparison between the non-grid APC and the 
original matched filter result is presented in Figure 9. 
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Figure 9. Results of sidelobe suppression by non-grid APC algorithm based on tested data. 

Figure 9 shows that the sidelobes are reduced by almost 20 dB with the implementa-
tion of the non-grid APC algorithm in comparison to the traditional MF method. The pro-
posed non-grid APC algorithm enables effective suppression of the sidelobes when scat-
tering points’ positions and peak signal coordinates are estimated well. 

We apply the non-grid APC algorithm to conduct batch processing experiments on 
190 groups of tested signals, and the processing results are shown in Figure 10. The figure 
shows that the proposed algorithm effectively suppresses sidelobe waves for two-dimen-
sional signals. 

  
(a) (b) 

Figure 10. Comparison of pulse-by-pulse sidelobe suppression processing in sea surface multiple 
targets radar beam scanning: (a) matching processing; (b) sidelobe suppression processing. 

In Figure 10, the abscissa represents the sampling points in the distance dimension, 
and the ordinate represents the pulse index; the sea ship targets are vertically connected 
into an area. As shown in Figure 10a, the highlighted yellow area represents the peak point 
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of the sca ering points, and the left and right sub-bright light yellow areas represent the 
weak sca ering points and sidelobes. The proposed method suppresses the sidelobes ef-
fectively in the sub-bright region. Therefore, the number and characteristics of ship targets 
are distinct as shown in Figure 10b. As shown in Figure 10, these results show that the 
proposed algorithm improves the overall performance and accuracy of the radar system. 

5. Conclusions 
In this paper, we propose a novel range sidelobe suppression technique based on the 

non-grid multiple sca ering points model. The improved MUSIC algorithm is utilized for 
time-delay super-resolution and accurate estimation of the sca ering points’ position off-
set information. By constructing the non-grid sca ering signal model using precise non-
grid offsets information, an iterative algorithm is employed to design optimal filters for 
each range unit adaptively. This approach enhances the detection performance of dense 
targets on non-grid significantly, while ensuring detection accuracy and performance. 
Since the sidelobes of strong points are easily confounded by noise and interference, tra-
ditional pulse compression methods may not be effective in suppressing the sidelobes. 
Through the adaptive pulse compression method, the proposed algorithm can suppress 
the sidelobe heavily and improve the anti-jamming ability in complex environments. In 
this way, it can accurately estimate the number and position of the targets and increase 
the sensitivity of the radar system. Therefore, the radar system detects more distant tar-
gets. In addition, traditional pulse compression methods are prone to false positives. 
However, the proposed algorithm reduces the probability of false alarm significantly and 
improves the accuracy and reliability of target detection by suppressing the sidelobes 
heavily. Therefore, this algorithm solves the challenge of detecting non-grid dense points 
effectively, and improves the overall detection performance and accuracy. 

We achieve positive results based on this study while there is still room for improve-
ment. In complex environments, such as the presence of strong interference or signal at-
tenuation, the suppression effect of the algorithm may be affected, resulting in inaccurate 
positioning. We shall delve deeper into this algorithm, aspiring to a ain greater break-
throughs in the times to come. 
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