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Abstract: Aeromagnetic measurement plays an important role in mineral exploration, but unmanned
aerial vehicles generate maneuvering noise during aerial flight, which negatively impacts the accu-
racy of aeromagnetic measurement data. Therefore, aeromagnetic compensation is an indispensable
step in aeromagnetic data processing. The multicollinearity of variables in the aeromagnetic com-
pensation model based on linear regression affects its accuracy, resulting in a large difference in the
compensation effect of the same group of compensation coefficients in different directions. In order
to obtain high-quality aeromagnetic data, this study proposes an adaptive model-based method for
suppressing aeromagnetic maneuvering noise. First, due to the fact that the variables that cause
multiple collinearity in the compensation model are related to the flight heading, the model vari-
ables are adaptively assigned to each heading based on the characteristics of the variable data for
different headings. The compensation model is optimized and improved, and the impact of multiple
collinearity is thus suppressed. In adaptive modeling, variables with greater significance and smaller
multicollinearity are automatically allocated to build the optimal heading model, and then high-
precision compensation coefficients are obtained. This algorithm was applied to the data collected
by a certain unmanned aerial vehicle aeromagnetic measurement platform in Ma’anshan and com-
pared with traditional methods. The experimental results show that the adaptive modeling-based
aeromagnetic compensation algorithm is superior to traditional algorithms, with fewer errors and
a higher improvement ratio. Hence, the method can effectively solve the ill-conditioned problem
of a model affected by multicollinearity and further improve its compensation accuracy and robust-
ness. Moreover, the feasibility and value of this algorithm were verified in actual mineral resource
detection.

Keywords: aeromagnetic compensation; unmanned aerial vehicles (UAVs); adaptive; linear
regression; multicollinearity

1. Introduction

Aeromagnetic detection is an effective method for finding metal deposits. In recent
years, many scholars [1-3] have conducted research using aeromagnetic data for robust
and low-cost identification of polymetallic minerals. Therefore, improving the quality of
aeromagnetic data can lead to more effective mineral resource exploration. The process of
processing and interpreting aeromagnetic data is mainly divided into two aspects: one is
aeromagnetic compensation, and the other is aeromagnetic data interpretation [4]. This
study mainly focuses on the research of aeromagnetic compensation; the interpretation
of aeromagnetic data will be carried out in subsequent research. During aircraft flight,
magnetic sensors record the required aeromagnetic data and the magnetic interference
generated by the aircraft. In order to obtain high-quality aeromagnetic data, it is necessary
to carry out aeromagnetic compensation research [5].

The earliest research was the mathematical model (T-L model) established by Tolles
and Lawson for magnetic interference and aircraft attitude [6]. Based on this research,
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Leliak designed a compensation model to solve for the compensation coefficient in order to
eliminate magnetic interference [7]. Bickel proposed an effective method to solve for the
compensation coefficient using a small signal approximation [8] with strict requirements for
compensation actions. Leach proposed a ridge regression (RR) algorithm to solve the multi-
collinearity problem in the T-L compensation model [9], overcoming the poor robustness
possible from the least squares (LS) method. Wu used principal component analysis (PCA)
to eliminate multicollinearity to some extent through linear dimensionality reduction [10].
Ren [11] proposed a truncated singular value decomposition (TSVD) algorithm to further
remove redundancy in the data and improve compensation accuracy on the basis of PCA.
Inaba designed a compensation coefficient solution method based on FIR filtering [12].
Zhao [13] proposed a multimodel aeromagnetic compensation method, which removed
model variables that contribute significantly to multicollinearity. Although this method
somewhat limits the influence of multicollinearity, the only factor it considers when con-
structing multiple models is the VIF value of the variable, ignoring the impact of variable
significance on the model. Zhao [14] proposed a fast processing method for aeromagnetic
compensation based on fluxgate estimation, and its effectiveness was verified through
simulation. Zhang [15] used fuzzy adaptive Kalman filtering to estimate compensation
coefficients, which is relatively lenient and easy to implement. Pan [16] derived parameter
estimation and compensation formulas for the unsteady geomagnetic field and modified
the T-L model. Through simulation, it has been proven that the improved model has a
good compensatory effect on magnetic interference. Xu [17] established a binary classifica-
tion network for magnetic anomaly detection and a regression network for geomagnetic
noise suppression and applied deep learning to magnetic anomaly detection and noise
elimination. Zhang [18] analyzed the sway interference of aircraft not considered in the T-L
model and used a one-dimensional convolutional neural network to eliminate the influence
of tail beam sway. Zhou [19] conducted numerical simulation experiments on magnetic
interference in aeromagnetic data based on unmanned aerial vehicles and, for the first
time, proposed the radial basis function (RBF) artificial neural network (ANN) algorithm
to compensate for aeromagnetic data. Feng [20] proposed an improved geomagnetic gra-
dient compensation method, which improves the compensation accuracy by modeling
the geomagnetic gradient and subtracting the estimated geomagnetic gradient from the
measured data. Chen [21] designed a compensation method that combines an inertial
navigation system and fluxgate magnetometer based on the errors existing in the fluxgate
magnetometer and then verified the effectiveness of the algorithm through experiments.

Most methods consider a figure-of-merit (FOM) flight as a whole to solve for compen-
sation coefficients, with little consideration for the impact of the scale of flight heading and
attitude changes. Meanwhile, due to the fact that the T-L model consists of cosine func-
tions and their derivatives, the variables between the models are not independent, which
inevitably leads to multicollinearity [22]. Due to the ill-conditioned nature of the model,
the accuracy of the solved compensation coefficient is not high, thus affecting the quality of
the aeromagnetic data. Therefore, this study is based on the principle that the variables that
cause multicollinearity in the compensation model are different in different directions. It
introduces an adaptive strategy idea that reduces the correlation between coefficient matrix
variables and increases the significance of variables on magnetic interference to model the
four directions of FOM flight separately in order to weaken the multicollinearity of the
model and improve the compensation accuracy. This will be verified through compensation
flight and line flight experiments. Interpretation of the aeromagnetic data will be carried
out in subsequent research.

This study first analyzes the causes and properties of aeromagnetic maneuvering noise
and establishes a magnetic compensation model using mathematical modeling. Subse-
quently, the compensation method for adaptive modeling and the method for evaluating
compensation results proposed in this article are described in detail. Through compensat-
ing flight experiments, the effectiveness of the adaptive modeling compensation method
was verified by comparing it with the traditional T-L. model compensation method. Finally,
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a line flight experiment was conducted to obtain clearer magnetic anomalies, providing
support for subsequent inversion and interpretation research.

In the flight test of the survey line, a 1:10,000 aeromagnetic method was carried out
in a certain survey area in Ma’anshan to delineate the range of aeromagnetic anomalies,
providing further research data and a basis for the peripheral and deep exploration of old
mines in this area. The experimental measurement area is located in the middle section
of the Ningwu Mesozoic fault basin, and the geological overview of the area is shown
in the inner circle of Figure 1. The area mainly develops a set of sedimentary facies and
a set of volcanic rock facies strata, and the folding structures in the area can be divided
into basement folds and volcanic rock series folds [23]. The regional fault structure is
very developed and is mainly a series of vertical, horizontal, and oblique faults formed
during the Yanshan period, dividing the region into several diamond-shaped fault blocks
that restrict the distribution of volcanic intrusion activities and related minerals in the
region. The geological conditions in the Ningwu Basin are favorable for mineralization,
with iron ore as the main metal mineral, followed by copper and gold, which are very rich
in mineral resources.
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Figure 1. Geological and mineral resources diagram of the Ningwu Basin (cited from [24]).
1. Quaternary; 2. Niangniangshan Formation volcanic rocks; 3. Gushan Formation volcanic rocks;
4. Dawangshan Formation volcanic rocks; 5. Longwangshan Formation volcanic rocks; 6. Upper
Jurassic; 7. Middle and Lower Jurassic; 8. Triassic; 9. Gabbro-diorite porphyrite; 10. Andesitic
porphyrite, crude porphyry, trachyte porphyry; 11. Monzonite and quartz diorite; 12. Granite;
13. Gabbro; 14. Inferred fault; 15. Measured fault; 16. Volcano; 17. Concealed speculation according
to geological drilling; 18. Iron deposit; 19. Copper deposit; 20. Ore field boundary.
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2. Compensation Model and Method

There are multiple steps in aeromagnetic data processing, as shown in Figure 2. After
the aeromagnetic measurement is completed, the measured data are imported into the cor-
responding database for a series of calibration and aeromagnetic compensation processes.
After leveling, magnetic data interpretation technology is used to locate the geometric
locations of underground minerals [25]. This study mainly focuses on the aeromagnetic
compensation process in aeromagnetic data processing. Aeromagnetic compensation
technology is mainly divided into three parts: construction of the compensation model,
calculation of compensation coefficients, and compensation flight. Firstly, a magnetic in-
terference compensation model is established, and then magnetic interference and other
aeromagnetic data are obtained through the compensation flight, which are incorporated
into the compensation model. The compensation coefficients are calculated through the
compensation algorithm, thereby achieving the purpose of aeromagnetic compensation.
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Figure 2. Aeromagnetic data processing flowchart.

2.1. T-L Model

Aircraft maneuvering noise includes three primary parts [6]: the constant magnetic
field (H,) generated by the residual magnetization of ferromagnetic objects in the aircraft,
the induced magnetic field (H;) generated by the magnetization of ferromagnetic objects
in the aircraft by the Earth’s magnetic field, and the eddy current magnetic field (H,)
generated by the cutting of the Earth’s magnetic field by soft magnetic objects in the aircraft,
which can be expressed as follows:

Hy, = cicosa + cpcosf + c3cosy €))

H; = T<C4c052a + c5c050c08 3 + cgCos0COSY + 676052,8 + cgcosPcosy + 6960527) 2)

! !/ ! ! !
H,c = T(cqpcosacos o + c11c08Bcos & + €12€057yC0S & + €13€0SXC0S Y + €14€08BC0S 7y
! ! ! !
+c15€087y€0s 7y + c16c050C08 B+ c17¢08Bcos B+ cigcosycos B),

®)

. . . , , ’ .
where ¢y, c3,..., c1g are compensation coefficients; cos’a, cos’B, and cos y are the deriva-
tives of cosx, cospB, and cosvy, respectively, and Tis the Earth’s magnetic field. cosa, cosp,
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and cosvy are the directional cosines of the geomagnetic field in three directions in the
aircraft coordinate system and can be calculated based on the aircraft attitude (A, ¢, 7).

As shown in Figure 3, xp, y, zp, is the coordinate axis of the aircraft coordinate system,
Xg,Yg,Zg is the coordinate axis of the local coordinate system, and the origin coincides.
&, B, v is the angle between T and x;, v}, z;. Let ¢ and 6 represent the magnetic dip angle
and heading angle. Let A, ¢, and 7 be the respective pitch, roll, and yaw angles.

Xp

Vb

Ye

Y

v

Figure 3. Coordinate system and aircraft attitude.

Then, cosa, cosB, and cos7y can be represented as follows:

For pitches:
cosa = cos¢ sinf
cosP = cos¢ cost) cosA + sing sinA 4)
cosy = sing cosA — cos¢ cosb sinA.
For rolls:
cosx = cos¢ sind cosyp + sing sinyp
cosP = cos¢ cosf 5)
cosy = sing cosp—cos¢ sinf siny.
For yaws:
cosx = cos¢ sinb cosyy — cos¢ cost siny
cosB = cos¢ cost) cosy + cos sind siny (6)
cosy = sing.
For flat:

cosa = cos¢ sind
cosP = cos¢ cosB (7)
cosy = sing.

The total magnetic interference field can be expressed as follows:

H; ZHP-FHi—l—HgC
= (1X1 + C2X2 + C3X3 + C4X4 + C5X5 + CeXg
+C7X7 + cgXg + C9Xg + C19X10 + C11X11 + C12X12
+-C13X13 + C14X14 + €15X15 + C16X16 + C17X17 + C18X18,

®)

where x; is composed of cosa, cosB, and cosry and cos'w, cos’'B, and cos,'y in Equations (1)—(3).
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The magnetic interference compensation model is simplified as follows:
XC = H; )

where C is composed of column vectors C;(i =1, 2, ..., 18) and H; is a column vector.

2.2. Adaptive Compensation Method

Zhao's analysis [13] shows that the variables that lead to the multicollinearity of the
T-L model are related to the flight heading. On this basis, we further consider the impact of
variable significance on the model through adaptive methods.

Figure 4 shows the implementation process. First, two compensatory flights were
performed. In the data processing stage, two flight data sets were preprocessed separately,
the four headings were identified, and the heading data were obtained. Subsequently, in
the calibration phase, the variables are adaptively assigned based on the characteristics
of the calibration flight data (X, H; ;;), an optimal heading model is constructed, and
the compensation coefficients are calculated. As shown in the orange part of Figure 4,
the standard of adaptive variable allocation is to repeatedly exclude the variable with the
largest variance inflation factor (VIF) value until the multicollinearity of the remaining
variable is small and then conduct a t-test to repeatedly eliminate the variable with less
significance until the variable of the heading model is constructed with greater significance
and less contribution to multicollinearity. Based on these variables, the heading model is
constructed. The model was used to compensate for aeromagnetic interference and obtain
the compensation coefficients (C.,). The compensation coefficient is calculated using the
least squares method (LS) and the ridge regression method (RR):

XculCcul = Ht,cal (10)

Data
r in Compensating Identify four Obtain heading
processing flight data headings data
stage

— Ie ™
I B
Loy B | epestedly N\ excllt;dp: Tacjallileq |
| Calculate VIF |—¥ exclude variables — >f Perform r-test  |—> . :
L | il ) with lower

with larger \-"ll-s

significance |
\ J

k 8
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phase T A
Ad - / ]
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Tl heading models coefficients (LS and RR)

~

o ———m e e
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h ) of corresponding o crfsatlong for magnetic compensation
phase heading models cael:'ﬁcients interference results

Figure 4. Flowchart of the aeromagnetic compensation method based on adaptive modeling.
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During the testing phase, by identifying the current heading of the test flight data
(Xtest, Hi test), as shown in the blue part of Figure 4, the corresponding heading models
and compensation coefficients are automatically assigned, and the magnetic interference is
compensated as follows:

Hytest = XiestCeal (11)

The magnetic interference after compensation is Hy jest — Hp test. Finally, the compensa-
tion results are evaluated.

The VIF quantifies the severity of multicollinearity in regression models, with larger
values indicating a high degree of collinearity in the model. The VIF of the ith regression
coefficient is defined as follows: VIF;, = ﬁ, where R;? is the R? value between an
independent variable X; and the remaining indlependent variables in the linear regression
model.

The t-test can be used to test the significance of the regression coefficient and whether
the corresponding explanatory variable has a significant impact on the dependent vari-
able, i.e., whether the T-L model variable X; has a significant impact on the magnetic
interference H;.

The null hypothesis Hjy corresponds to b; = 0, and the alternative Hj; corresponds
to b]- #0,wherej=1,2,...,4; b]- is the jth regression coefficient, and a is the number of
variables X in the compensation model.

The T-statistic is the following:

~tn—a—1) (12)

where n — a — 1 is the degree of freedom, 7 is the number of samples, and ¢ C]-]- is the

standard deviation of the jth regression coefficient.
The rejection region is the following:

|Tj| = tg(n—a—1) (13)

where « is the significance level.

The variable p of the T-statistic is its significance probability. If

, the original assumption is accepted, and the explanatory variable has no significant
impact on the dependent variable; if p < «, the null hypothesis is rejected and the alterna-
tive solution is accepted, indicating that the variable X; corresponding to the jth regression
coefficient b; has a significant impact.

The multicollinearity of the model directly leads to the ill condition of the regression
equation, increasing the confidence interval of the solution, affecting its sensitivity to noise,
and therefore reducing the quality of aeromagnetic compensation [26]. Effective variables
are automatically allocated through adaptive modeling, and the multicollinearity of the T-L
model can be effectively weakened by reducing the strong and insignificant variables of
multicollinearity.

The compensation coefficient solution in this study mainly uses LS and RR. The LS
solution of the T-L equation is the following:

Cprs = (XTX) XTH, (14)

When a strong correlation exists between variables, due to the singularity of XTX,
the LS solution variance will be large, leading to deviations, which in turn affect the
compensation accuracy [27]. RR improves the stability and reliability of the compensation
model by abandoning the unbiased nature of LS and obtaining regression coefficients at the
cost of some information loss and reduced accuracy. It has good results in repairing and
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fitting ill-conditioned data. RR adds an identity matrix to the coefficient matrix to improve
stability. The solution is expressed as follows:

-1
Crr = (XTX + yl) xTH, (15)

where u is a ridge parameter, and [ is the identity matrix. Numerous scholars have
conducted research on the optimal selection of y, such as using a combination of nonlinear
programming models and Kibria’s method to select i1, which can enable the estimator to
achieve high performance [28].

Hardwick [29] suggested using the standard deviation (STD) and improvement ratio
(IR) of the signal to evaluate data quality improvement. The STD can provide a good
performance evaluation for the compensation system without being misunderstood and
can better reflect the performance of the airborne magnetic measurement system. The
larger the IR value, the higher the accuracy of compensation. The STD and IR are defined

as follows:
1 n
STD =\~ ) (xi—p)’ (16)
i=1
STD,
IR = STD, (17)

where y is the arithmetic mean of the variable, and STD,, and STD, are the respective
standard deviations of the uncompensated and compensated data.

3. Compensation Flight Experiment
3.1. Compensation Flight

To validate the method proposed in this research, the study refers to a FOM flight
experiment designed by Leliak [7]. This experiment obtains the magnetic interference
data generated during the flight process by flying in a specific way and brings it into the
magnetic interference compensation model. The compensation parameters are solved
through compensation algorithms. Compensation parameters are applied to another set of
flight data for compensation processing. As shown in Figure 5a, the FOM flight includes
maneuvers in four directions: north, east, south, and west. Each direction undergoes
£5° yaw, £5° pitch, and £10° roll attitude maneuvers, with a duration of 5-10 s for each
attitude and a 5 s flat between each group of attitudes. The actual FOM flight paths for
flights A and B are shown in Figure 5b; a square represents the beginning of the flight, and
a diamond represents the end of the flight. The magnetic interference data measured by
the optical pumping magnetometer installed on the aircraft during the flight are shown in
Figure 6.

3.2. Adaptive Modeling

Fight A is used as a calibration flight, and flight B is used as a test flight. Taking the
north heading of flight A as an example, the method in Section 2.2 is used to establish a
heading model adaptively.

Firstly, the correlations between variables are analyzed in the T-L model. Here, a ther-
modynamic diagram (Figure 7) is used to display the correlation between variables visually.
The numbers on the graph represent the correlation coefficient matrix, and different colors
represent varying degrees of correlation. The closer the correlation coefficient is to 0, the
lighter the color is, and the more irrelevant the variables are. The closer the correlation
coefficient is to 1 or —1, the darker the color and the higher the degree of linear relationship
between variables. Therefore, it can be seen that there is a high correlation between the
compensation model variables X, indicating the existence of severe multicollinearity in the
T-L model.



Remote Sens. 2023, 15, 4590 90f18
Eastward
T N 31.6610 |- —— Flight A
' ~—— Flight B
31.6608 |
e \ wmmm Pitch | g % 316606
= : ! - o
o \ : =] =1
Z | wess  Roll ! £ £ 31.6604
5 : | 3 3
Z. Yaw | 95 31.6602
. —— Fat 31.6600 |
Start ) 31.6598 |
1 1 1

Longitude (°E)

(b)

Figure 5. (a) FOM flight schematic; (b) actual trajectory map of the FOM flight.

1
119.7880 119.7885 119.7890 119.7895

e North East South West
z ol | | 1 — A
= | | |
g
£ 0 | |
o
= i [ | |
2 6 | | [
& L i | . il i
= 0 1000 2000 3000 4000 5000
Sample number
(a)
- North East South West
% | I I — B
= 6 | I I
=
o
E 0 |
= |
c 6 | | |
oy Al i L i
= 0 800 1600 2400 3200

Sample number

(b)

Figure 6. Magnetic interference during flight. (a) Flight A; (b) Flight B.



Remote Sens. 2023, 15, 4590

10 0of 18

x8

x9

x10

xl1

xiz|

x13

x15

%16

x17

x18)

=l
1 0, 03346 0,827 0.01928 | -0, 003626 | 001632 0.0103 | 0,007503 | 002357 | -0.006521 | -0.05681 | -0.01059 | 0.05019 | -0.02455 | -0.01201 0.1130 | -0.006935 | 0.02768
0. 03546 1 0.08792 | -0,003514 | 0.02484 | 0.006177 | 0.03878 | -0.00363 | 0.005316 | -0.05869 | 0.03174 -0. 0132 0. 02058 | 0. 04431 0. 00901 0,003457 | 0.02198 | 0.001147
J 0.8
0.827 0, 08752 1 0.02355 | 0, D0B422 0. 03 0, 00634 | 0004458 | 0, 03388 0, 0103 0.01105 | 0.04308 | -0.009329 | 0.00823 | 002263 | 0,03273 |[=0.0001707 | -0. 04317
0.01928 | -0,003514 | 0.02355 1 -0, 2355 0,9227 -0,4092 | -0u1767 0. 8412 -0.02606 | -0.08663 | -0.06514 | -0.05979 | -0.0055 | -0.00005 | -0.4703 | 004851 01746
L -0.6
-0.005526 | 0,02454 | 0.006422 | ~0.2355 1 ~0.3194 | 0.09665 0, 8632 0. 4194 0. 4762 -0.08113 | 0,4237 0. 4015 ~0. 05374 0, 449 0, 09467 0. 01871
| o.01632 | 0.006177 0,031 0. 5227 -0, 3194 1 =0, 3642 -0, 203 0, 9264 -0.05476 | -0.08787 | =OL1495 | 0.01337 | -0.09465 | -0.08095 | —O.4115 | 007342 -0, 1947
—10.4
0.0103 0, 03878 0.00604 | -0.4082 | 009668 | =0.3642 1 ~0.1336 | -0.3706 | -0,1052 I 0. 3087 0. 1446 0. 06539 0,335 0. 1861 0, 1905 0. 08758
0,007503 | -0,01363 | 0.004458 | =0, 1767 0, 8632 =0.253 -0, 1336 1 ~0. 2451 0. 4017 | 0.05282 | 0.5284 0. 3388 0.07179 | 0.507) 0. 04751 0, 02786
0.2
0, 02357 0, (05316 0. 03338 08412 0. 41 0, 9264 =0, 3706 =0. 2451 1 =0. 1449 0. 0543 =0. 1035 0, 04822 0. 1004 0. 08308 =0. 3749 =0. 1677
| -0.006621 | -0.05869 -0. 0103 0. 02606 0. 4762 -0. 05476 -0. 1052 0. 4017 -0. 1448 1 0.06715 0.6385 0.5012 0. 009824 0. 4966 -0. 07434 0. 1541
[}
-0.05651 | 003174 | -0.00105 | -0.08663 | -0.08113 | -0.08787 | 0.3087 -0.05282 | -0.0543 | 0.06715 1 0. 1637 001211 08817 -0.01400 =0, 2054 -0. 06736
-0 01059 0.0132 | 004308 006514 | 0.4237 -0.1495 | -0, 1446 0. 5284 -0 1035 0. 6385 0. 1687 1 0.3977 | -0.000272 | 0.7261 -0. 0833 B 0. 01459 o
0.03919 0,02158 | -0.008329 | -D.05979 | 04018 0. 01337 006939 | 03388 0,04822 | 0.5912 0.01211 0.3977 1 0.1213 0.6733 0, 05424 0. 1945
0. 02455 | 0. 04431 0. 00823 0, 0955 0.05374 | -0. 09465 0,335 0. 07179 0.1004 | 0.009824 | 0.8817 0,009272 [ 0.1213 1 0.09078 [ =017 | 00414 0. 04001 N ...
-0.01201 | 0. 00901 0. 02283 0, 00505 0,49 -0, 08005 | =0, 1861 0.5071 -0, 08308 | 0.4986 001499 | 0.7261 0, 6733 0. 09078 i -0. 1626 -0, 07281
0. 1139 =0, 003457 | 0.03273 =0, 4703 0, 0467 =0. 4116 0, 1905 =0, 2064 0. 0833 0. 05424 =0, 1794 =0. 1826 1 =0. 03209 0. 5217 0.6
-0, 006935 | 0.02198 | -0.0001707 | 0. 04551 - 0, 07342 0. 07758 0, 04715 04141 -0. 03209 1 0, 04779
0, 02768 0.001147 | -0,04317 -0. 1746 0.01871 ‘ -0. 1847 0.08798 | 0. 08736 -0, 1045 | ~0. 04001 l -0. 07292 0.5317 0. 4770 | 1 0.8
xl x2 x3 xd x5 X6 X7 xB x9 x10 x11 x12 x13 x14 x15 xl6 x17 x18

Figure 7. Thermal diagram of the correlation coefficient matrix of the north heading variable for
flight A.

Therefore, in order to eliminate multicollinearity in the model, it is necessary to
adaptively allocate effective variables based on the VIF and t-test and then establish a
heading model. Table 1 shows the process of adaptive allocation of variables in the north
direction of flight A. In model 1, all the variables are input, and their VIFs are listed.
The largest is for X4, which is cosacosy. That means X makes the largest contribution to
the multicollinearity of the model and should be excluded. Subsequently, model 2 was
established with 17 input variables, excluding X1, which has the largest VIF. This operation
was performed in sequence until the VIF of all variables in the final model 4 decreased, and
the multicollinearity was weak (green column, Table 1). Then, on this basis, the variables
were allocated according to the p-value of the t-test, similar to the VIF-based variable
allocation process above. Using the remaining variables, model 5 excluded the variable
with the highest p-value, in sequence, until the p-values of all variables approached 0.
In model 7 [Xl, Xz, X3, X5, X7, Xg, X9, Xlo, X13, X15, X16, X17, Xlg] (Orange column, Table 1),
the variables have small multicollinearity and high significance, which can suppress the
impact of multicollinearity on magnetic interference compensation.

Finally, after obtaining the adaptively assigned heading model, fitting tests need to be
conducted to verify its effectiveness and accuracy further. The residual histogram of the
regression model and the normal probability diagram (P-P diagram) of the regression stan-
dardized residual are used to test whether the residual follows a normal distribution. If the
residual histogram is concentrated near the centerline and presents a normal distribution,
and the P-P diagram is approximately a straight line that conforms to a normal distribu-
tion, then the regression model meets the assumption of the residual distribution, and the
fitting effect is good. On the contrary, the model may have systemic bias, homoscedas-
ticity, or heteroscedasticity. As shown in Figure 8, the residual error of the model meets
the normal distribution, indicating that the confidence interval is stable, the regression
coefficient solution accuracy is higher, and a heading model with strong regression ability
can be obtained.
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Table 1. Process of adaptive allocation of variables for flight A north heading.
VIF P
Variable
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7
X1 3.7026 3.6942 3.6826 3.5521 254 x 10782 274 %1078 101 x 10 &
X2 1.0531 1.0513 1.0513 1.0430 0.00 x 10° 0.00 x 100 0.00 x10°
X3 3.7073 3.6989 3.6980 3.5858 259 x 10775 273 x 107 651 <1078
X4 17.1471 10.2101 10.2068 S S — —
X5 17.3934 9.9203 9.8983 7.3872 587 x 10710 648 x 10710 129 «10 !
X6 63.3209 S S S S S —
X7 3.8956 2.5798 2.5678 2.3076 1.75 x 1079 1.10 x 1.67 x107%
X8 16.9119 8.5958 8.5825 6.8657 252 %1079  250%x 10798 197 «10 "
X9 42.0086 11.4980 11.4965 1.9235 610 x 10797 324 x 1077 549 x 10 "8
X10 5.3301 5.2683 5.0892 4.9592 450 x 1079 530 %x107% 786 x 10
X11 19.5990 19.4916 S S S S —
X12 11.0102 10.9935 41326 4.0829 518 x 10701 — —
X13 5.4917 5.1444 4.7143 42271 176 x 10791 730 x 10792 227 « 102
X14 17.4016 17.2145 1.7951 1.7671 240 x 1079 232 x 107" —
X15 12.1846 11.6172 5.9216 5.6138 209 x 107% 517 x107% 506 x 10V
X16 3.2808 3.2048 3.0031 2.9681 363 x107% 214 x107% 308 x10°®
X17 6.5936 6.5046 6.4299 6.4131 1.64 x 1079 1.92 x 3.78 x 10796
X18 1.8687 1.8573 1.8510 1.8507 379 x 10792 344 x 10792 174 x 1002
S6d ;,::a:;.g_;_uxw-m e Dependent variable Y
N=1410
0.8 /o
150 / o“g
> E 056 o7
g s
% 100 é 2 /
= g o4 o0
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Regression Standardized Residual Observed Cum Prob

(a) (b)

Figure 8. (a) Residual histogram of the regression model; (b) normalized P-P plot of the regression
normalization residuals.

3.3. Magnetic Interference Compensation

In the previous section, a heading model with strong regression ability was obtained,
and then flight B was compensated after solving for the compensation coefficient. Figure 9
shows the compensation results of the T-L model using the LS and RR algorithms for flight
B, and Figure 10 shows the results of the adaptive established heading model. Taking the
north heading as an example, when compensated using the LS algorithm, the T-L model
reduces the STD from 1.297 to 0.219, and the IR is 5.922. The heading model lowers the
STD to 0.182, and the IR is 7.126. Using the RR algorithm for compensation, the T-L model
reduces the STD from 1.297 to 0.166, and the IR is 7.813. The heading model lowers the STD
to 0.126, and the IR is 10.294. It can be seen that the IR of the heading model is higher than
that of the T-L model, which can effectively weaken the influence of multicollinearity and
achieve high-precision aeromagnetic compensation. The fitting ability of RR is stronger
than that of LS, with higher compensation accuracy and stronger stability.
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Similarly, flight B is used as a calibration flight, flight A as a test flight, and magnetic
compensation is performed using the adaptive modeling-based aeromagnetic compensa-
tion algorithm. Figures 11 and 12 show the compensation results of flight A using the LS
and RR algorithms for the T-L and heading models, respectively. Compared to LS, RR
reduces the compensated STD and increases the IR. RR is different from LS unbiased esti-
mation, as its estimated partial regression coefficients are often closer to the real situation
and have better fitting ability. When using the RR algorithm for compensation, the heading
model compensates for a smaller STD and a larger IR than the T-L model. This shows that
the adaptive modeling algorithm reduces the multicollinearity between variables in the T-L
model, improves the performance of the regression algorithm, and improves the accuracy
of aeromagnetic compensation. Similarly, when using the LS algorithm, the compensation
effect of the heading model is better than that of the T-L model. The above experiments
show that the heading model obtained through adaptive variable allocation has a higher
regression ability than the traditional T-L model, and the compensated magnetic interfer-
ence has less error and a higher improvement ratio. This shows that the method effectively
solves the ill-conditioned problem of the model caused by multicollinearity, thus improving
the compensation accuracy and confirming the effectiveness of our proposed algorithm.
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Figure 11. Compensation results of the T-L model for four headings of flight A.



Remote Sens. 2023, 15, 4590

14 0f 18

g

b STD, = 1.820

§ STD. = 0.212

g- IR = 8.585

g STD, = 0.172

=

t IR = 10.581

Z

g

ot STD, = 1.383

g STD, = 0.143

E‘ IR = 9.671

g STD, = 0.094

& IR = 14.713

[55]

=]

=

= STD, = 2.563

E STD, = 0.331

g IR = 7.743

c STD, = 0.225

£ .

5 IR = 11.391

=]

w

g

E 4 i _

*5 4 - L 1 I . [ h STD, = 2.562

£ n [ STD, = 0.339
1

& ' / IR = 7.558

E STD,. = 0.267

g | IR = 9.596

] 300 600 900 1200
Sample number

Figure 12. Compensation results of the heading model for four headings of flight A.

4. Line Flight Experiment

According to existing data, the structure and stratigraphy in the study area include
NEE-trending and NE-trending structures [23]. A total of 32 north-south survey lines are
arranged at intervals of 100 m to consider two different geological bodies. The measurement
area is 8.99 km?, the flight direction angles are 0° and 180°, and the average flight altitude
is 164 m. Satellite remote sensing images of the survey area are shown in Figure 13a, while
the plane section of the original total magnetic anomaly is shown in Figure 13b. Line 160
(north heading) and Line 170 (south heading) were selected as examples, and adaptive
model methods were used as compensation algorithms.

The compensation results of the measuring line are shown in Figure 14. It can be
seen that the compensated signal is smoother than the original signal because the adaptive
modeling compensation method eliminates the aeromagnetic maneuvering noise, so the
obvious sawtooth interference in the measurement line is compensated. Applying this
algorithm to all line data, according to the magnetic anomaly map of the original data
(Figure 15a), it can be seen that there are some obvious magnetic anomaly areas. Some
local anomalies correspond to known mineral deposits in the region. However, there
are many serrations, ellipses, protrusions, and other forms of high-frequency anomalies
distributed throughout the entire anomalous area. Part of these are caused by maneuvering
noise during the aeromagnetic measurement process, which can affect the resolution of
the magnetic anomaly map and increase the inaccuracy in subsequent inversions. As
shown in the circular part of Figure 15b, the method proposed in this article was used for
compensation processing to eliminate high-frequency anomalies in the region, especially in
the southwestern region where the local anomaly shape is more pronounced. The range of
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Magnetic intensity(nT)

magnetic anomalies is made clearer and smoother, providing better data for subsequent
data inversion and interpretation combined with geological data.
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Figure 13. (a) Satellite remote sensing images of the survey area; the 160 and 170 measuring lines are
the two required lines for this experiment; (b) original magnetic anomaly plane section.
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5. Discussion

There has been extensive research on high-precision solutions for aviation magnetic
compensation models based on linear regression. However, few studies have considered
the effects of flight heading and attitude changes on FOM flights. Due to differences in the
variables that cause multicollinearity in the compensation model under different heading
conditions, this research adaptively modeled FOM flight for different headings. When
modeling, the correlation and significance of the variables were considered through the
VIF value of variables and the p-value of the t-test to reduce the compensation model’s
multicollinearity and improve the impact of variables on magnetic interference, thereby
achieving higher compensation accuracy. Through experiments, it was proven that in using
the same compensation algorithm, the compensation results through adaptive modeling
are more accurate than those of traditional T-L models, verifying the effectiveness of
this method. However, this method cannot completely eliminate all magnetic interference,
as the multicollinearity of the compensation model not only comes from model variables
and aircraft headings but also from the dependence of the UAV flight on control and
real-time meteorological factors, which can lead to unstable flight attitude and result in
abnormal data noise and multicollinearity of the model. Therefore, in order to improve
compensation accuracy, it is necessary to have a more accurate grasp of drone flight.

Due to the high computational resources involved in adaptive modeling and com-
pensation coefficient calculation, its running time is 0.784 s, which is longer than the
T-L model’s running time of 0.392 s. Therefore, further consideration must be given to
computational complexity and real-time performance in practical applications.

6. Conclusions

The aeromagnetic compensation model has multicollinearity issues, which will lead
to significant bias in the estimation of magnetic interference compensation, reducing
interpretability and stability. This research decouples the magnetic interference of the
aeromagnetic detection platform through independent modeling and numerical analysis
of multiple directions and proposes a new adaptive modeling compensation method. By
adaptively assigning variables with high significance and low multicollinearity, different
heading models are established that effectively solve the problem of ill-conditioned models
on multiple headings. Through FOM flight experiments, it was shown that the magnetic
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interference compensation effect (IR = 10.294) generated by the aircraft after directional
adaptive modeling is better than the traditional T-L model method (IR = 7.813), which
verifies the effectiveness of the method. In addition, clear and smooth magnetic anomalies
were obtained in the line flight experiment, providing a better data basis for subsequent
inversion and interpretation research.
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