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Abstract

:

Air temperature (Ta) is essential for studying surface processes and human activities, particularly agricultural cultivation, which is strongly influenced by temperature. Remote sensing techniques that integrate multi-source data can estimate Ta with a high degree of accuracy, overcoming the shortcomings of traditional measurements due to spatial heterogeneity. Based on in situ measurements in Guangdong Province from 2012 to 2018, this study applied three machine learning (ML) models and fused multi-source datasets to evaluate the performance of four data combinations in Ta estimation. Correlations of covariates were compared, focusing on rice planting areas (RA). The results showed that (1) The fusion of multi-source data improved the accuracy of model estimations, where the best performance was achieved by the random forest (RF) model combined with the ERA5 combination, with the highest R2 reaching 0.956, the MAE value of 0.996 °C, and the RMSE of 1.365 °C; (2) total precipitation (TP), wind speed (WD), normalized difference vegetation index (NDVI), and land surface temperature (LST) were significant covariates for long-term Ta estimations; (3) Rice planting improved the model performance in estimating Ta, and model accuracy decreased during the crop rotation in summer. This study provides a reference for the selection of temperature estimation models and covariate datasets. It offers a case for subsequent ML studies on remote sensing of temperatures over agricultural areas and the impact of agricultural cultivation on global warming.
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1. Introduction


In the context of global warming [1], timely and accurate monitoring of Ta is increasingly important for studying surface energy, the water balance of the land-atmosphere system [2], and human production practices, such as drought monitoring, urban heat island effects, and hydrological assessments [3,4,5]. In particular, the development of crops is inevitably challenged by temperature variability, which significantly affects agricultural yields and crop quality [6,7,8,9]. Therefore, it is essential to use long-term spatially and temporally continuous Ta data to understand the Ta variability in agricultural plating areas. However, the temporal periodicity and spatially extensiveness of agricultural cultivation and production have resulted in spatiotemporal heterogeneity in the Ta of agricultural planting areas [10]. Traditional interpolation methods using Ta data from meteorological stations may sometimes fail to accurately reflect the spatial heterogeneity and non-linear relationships of the data. Other factors such as site density, land cover, and elevation (ELE) also greatly influence the accuracy of spatial interpolation, which has hindered accurate agricultural Ta monitoring [11,12,13,14].



The latest remote sensing techniques have integrated multiple sources of remote sensing data based on station observations, resulting in high accuracy in the spatial and temporal estimation of Ta [15,16,17,18,19,20]. For example, Noi et al. combined multiple LST datasets with auxiliary datasets to achieve a highly accurate Ta estimation [16]. Qin et al. successfully estimated long-term near-surface Ta by integrating station, satellite, and reanalysis data [17]. In another study, multiple satellite measurements and ELE data were used to generate daily mean surface Ta over mainland China [15]. Zheng et al. combined remotely sensed data, assimilation data, and geochronological parameters to reconstruct all-weather maximum Ta over long periods for Eurasia [20]. Combining multi-source data, Zeng et al. estimated three spatial scale types of Ta (climate zone, continental, and global scales) [19]. These studies showed that highly correlated multiple-variable fusions could improve temperature estimation accuracy.



Many studies have evaluated meteorological variables for modeling suitability in remote sensing, such as soil moisture [21], precipitation [22], evapotranspiration (ET) [23], and temperature [24,25]. However, most studies have only assessed individual meteorological variables provided by multiple satellite products and reanalysis datasets. The applicability of the various data products and reanalysis datasets differs in terms of algorithms, parameters, data sources, etc., so their utility in different regions could vary [26,27]. Therefore, evaluating more data variables would be conducive to the selection of data sources and environmental parameters. At the same time, few studies have applied the same variables from multiple sources and assessed their different impacts on model performance.



In recent years, the introduction of ML and deep learning (DL) models has become a popular approach to modeling in remote sensing. It can help to capture complex relationships among multiple covariates and improve model efficiency while providing superior goodness-of-fit and accuracy over traditional semi-empirical models [28]. The RF model is a classic ML model for temperature estimation [29,30,31,32,33], as it reduces the risk of overfitting by combining multiple weak classifiers to form a robust classifier [34]. For instance, Liu et al. used the RF model to estimate near-surface Ta in an arid region of northwest China with satellite measurements [35]. As a recurrent neural network (RNN), the long short-term memory (LSTM) neural network model has exhibited exemplary performance in LST estimation [36,37,38,39,40]. Chung et al. constructed a Ta estimation LSTM model using different LST data during cold and hot periods in one year and achieved acceptable performance during cold periods [41]. Yang et al. also evaluated the performance of large-scale LSTM models for Ta [42]. The potential of the artificial neural network (ANN) model for temperature estimation has also been demonstrated [39,43,44,45,46]. Runke et al. applied the ANN model to achieve high-temperature estimation accuracy in complex mountainous areas [47]. Şahin utilized the ANN model to model monthly average temperatures for 20 cities [48]. However, ML models, particularly DL models, have not been frequently applied to estimate Ta in agricultural planting areas.



Rice (Oryza sativa L.) is an internationally vital staple food crop widely cultivated in Asia. Low-latitude areas, particularly those used for double-season rice planting in the major rice-planting regions in southern China, are strongly affected by extreme temperatures [10]. Although a previous study examined the effects of low-latitude rice planting on regulating the urban cluster heat island effect [49], the area studied was too small to be representative enough. Therefore, there is a need to analyze how low-latitude rice planting regulates temperature at a higher spatial and temporal scale. In addition, different land cover types directly or indirectly alter surface temperature [50,51]. In agricultural remote sensing, Xin et al. investigated the effect of rice planting on surface temperature in saline areas of northeastern China by integrating several remote sensing images [52]. Chen et al. applied multi-temporal thermal infrared images to describe the effects of interannual crop variabilities on regional surface temperature [51]. Liu et al. studied the response of rice field expansion to temperature in the Sanjiang Plain, and the results showed large seasonal variability [53]. Zhou et al. derived the cooling effect of agriculture on surface temperature in eastern China [54]. However, most of the existing studies have focused on assessing the effects of crop cultivation on temperature. Few studies have yet estimated the response of accuracy to crop cultivation from a remotely sensed inverse perspective for temperature models. Understanding the differences in model performance for temperature estimation at different stages for a specific crop type (e.g., rice) is also essential for agricultural remote sensing applications.



Temperature estimation, especially in agricultural planting areas, is moderated by various factors such as ELE, LST, ET, TP, etc. Multiple remote sensing datasets provide the same temperature-related meteorological variables, such as TP, WD, etc. However, few studies have evaluated the effects of the same variables from multiple sources on temperature estimation. Guangdong Province is the main planting area for double-season rice at low latitudes in China and experiences a high incidence of extreme temperatures. It is of significance to investigate the impact of low-latitude rice cultivation on the estimation of agricultural remote sensing Ta models. Therefore, the objectives of this study are to (1) evaluate the impacts of fusing the same variables from multiple datasets on temperature estimation models; (2) apply and compare ML and DL models to temperature estimation in RA; and (3) discuss the effects of rice planting on Ta model estimation at low latitudes and the cooling effect of rice planting. The results of this study are expected to provide a case for selecting the most suitable multi-source dataset for temperature estimation and provide a scientific basis for studying the application of ML to Ta remote sensing in agricultural areas.




2. Materials and Methods


2.1. Study Area


The total area of Guangdong Province covers approximately one hundred and eighty thousand km2 (Figure 1). It lies between latitudes 20°09′N and 25°34′N and longitudes 109°45′E and 117°20′E. Guangdong Province has diverse land cover types with substantial spatial heterogeneity. Mountainous hills, tablelands, and plains account for 33.7%, 24.9%, 14.2%, and 21.7% of the province’s total land area, respectively, while rivers and lakes account for only 5.5%. Generally speaking, the topography of Guangdong is high in the north, with mountains and hills, and low in the south, with plains and tablelands. There are 1745.8 average annual sunshine hours in Guangdong Province; the annual temperature is 22.3 °C; and the total annual precipitation is as high as 319.4 billion m3. The type of rice planted in Guangdong Province is double-season rice, and the area with rice planting is about 18,000 km2, accounting for approximately 10% of the area of Guangdong Province.




2.2. Datasets


2.2.1. In Situ Observation Data


The average Ta observations from 86 meteorological stations distributed within Guangdong Province were extracted and measured at 1.5 m above the ground. Ta data were obtained from the China Meteorological Data Service Center (CMDC, http://data.cma.cn/, accessed on 22 February 2022). Fifty-eight stations in non-rice planting areas (NA) and twenty-eight stations in RA were extracted based on the rice planting ranges in Guangdong Province. In addition, each station’s geographical and temporal parameters, including latitude, longitude, and time, were used and acquired simultaneously with the Ta observations.




2.2.2. DEM Data


We applied the 30 m resolution Digital Elevation Model (DEM) data (version SRTMGL1v003G) from Shuttle Radar Topography Mission (SRTM) data to obtain ELE data for Guangdong Province.




2.2.3. Satellite Observation Data


In this study, two land products (from 2012 to 2018) of moderate resolution imaging spectroradiometer (MODIS) were downloaded: the MOD11A1 and MOD09GA data. Previous studies demonstrated that LST was an influential variable for estimating Ta [55]. Hence, 1 km daily LST data were obtained from the MOD11A1 product. Daily surface reflectance for bands 1 and 2 from MOD09GA was utilized to calculate NDVI.



  N D V I   is one of the most critical parameters from satellites that reflects crop growth and nutrient information. NDVI values were calculated using the MOD09GA product 1 km daily near-infrared band     B 2     and red band     B 1     as follows:


  N D V I =   N I R   B 2   − R E D   B 1     N I R   B 2   + R E D   B 1      



(1)








2.2.4. Data Products and Reanalysis Datasets


Global land surface satellite (GLASS) product data: This study used ET, black-sky albedo in the Near Infrared band (NIR), and net primary production (NPP) of GLASS products from 2012 to 2018 with a temporal resolution of 8 days (http://glass.umd.edu/index.html/, accessed on 27 October 2022). Compared with the 1 km resolution of ET and NIR products, NPP products have a 500 m resolution. The eddy covariance-light use efficiency (EC-LUE) model based on remote sensing data calculated the GLASS NPP product. The GLASS ET product was obtained by merging five process-based algorithms with a Bayesian model averaging method, which showed high reliability and accuracy. The GLASS albedo products include three spectral ranges: total shortwave, visible, and near-IR under actual atmospheric conditions. NIR was used in this study.



We used three datasets from the fifth-generation climate reanalysis dataset of the European Centre for Medium range Weather Forecasts (ECMWF) Reanalysis v5 (ERA5), global land data assimilation system (GLDAS), and China meteorological forcing dataset (CMFD), which included surface pressure (SP), WD, and TP.



ERA5 data: We obtained ERA5-land product ‘surface pressure’ data, ‘total precipitation’ data, and ‘10 m u/v component of wind’ data distributed by ECMWF archive (https://cds.climate.copernicus.eu/cdsapp#!/home, accessed on 10 December 2022). The spatial resolution of the reanalysis dataset is 0.1 × 0.1°. The ‘Surface pressure’ data reflects the pressure of the atmosphere on the land surface. The ‘10 m u/v component of wind’ data means the eastward and northward components of 10 m winds affected by local vegetation, buildings, etc. The ‘Total precipitation’ data includes the sum of rainfall and snow.



GLDAS data: With the advanced generation of ground and space-based observation systems, GLDAS provides a series of long-term gridded land surface states and flux parameters. We used the Noah model data product in this study. Assimilation data such as ‘Psurf_f_inst’, ‘Rainf_f_tavg’, and ‘Wind_f_inst’ with 0.25° spatial and 3-hourly resolution were utilized.



CMFD data: The Qinghai-Tibet Plateau Institute of the Chinese Academy of Sciences developed CMFD data established by interpolating remote sensing products, reanalysis data sets, and in situ observation data (https://data.tpdc.ac.cn/home, accessed on 13 December 2022). The dataset contains sea, land, and air meteorological elements with temporal and spatial resolutions of 3 h and 0.1°, respectively. Several studies have shown that CMFD is more accurate than other reanalysis datasets in China. This study used ‘pressure’, ‘wind speed’, and ‘precipitation rate’ from the CMFD dataset.






3. Methodology


Figure 2 shows the general framework of the study. Firstly, based on in situ site observation data, we fused multiple source datasets (DEM, MODIS, GLASS, and reanalysis datasets) and classified the data into four combinations (GLASS, CMFD, GLDAS, and ERA5) with three different ranges (All areas of Guangdong Province (AA), RA, and NA). We then used three ML methods (RF, ANN, and LSTM) to compare multiple linear regression (MLR) model outputs of long-time series Ta and evaluate the models. The study also investigated the effects of rice planting on Ta estimation and identified factors that influence Ta.



We introduced daily station Ta observation data with parameters for geography and time and remotely sensed data to conduct our work. All data and their abbreviations used in this study are listed in Table 1.



3.1. Data Preprocessing


The Hdf-Eos to GIS conversion tool (HEG) v2.15 was applied to cropping the raw data, and the cropped data were resampled to the same resolution using the nearest neighbor algorithm, with a scaled pixel size of 0.0125° (x, y) and a daily time scale. There are a few things to note. (1) ERA5 data were assimilated from m/hour to mm/hour. (2) The WD of ERA5 was calculated from the ‘10 m u/v component of the wind’ data.



After all data preprocessing was completed, the data were divided into AA, RA, and NA according to the rice planting scope and site distribution in Guangdong Province. According to the difference in assimilation data, data were divided into four data combinations: GLASS combination (DEM data + MODIS datasets + GLASS datasets), ERA5 combination (DEM data + MODIS datasets + GLASS datasets + ERA5 reanalysis datasets), CMFD combination (DEM data + MODIS datasets + GLASS datasets + CMFD reanalysis datasets), and GLDAS combination (DEM data + MODIS datasets + GLASS datasets + GLDAS reanalysis datasets).




3.2. Modeling


3.2.1. RF Model


We used the RF model based on a decision tree algorithm to estimate the outcome by voting from multiple decision trees. Each decision tree is trained with a subset of the input data, and node splitting is determined using randomly selected attributes [56]. However, the number of decision trees in the model also limits the space and time required for model training [57]. In addition, the RF model provides the relative importance of the predictors for the response variable. Model performance depends on the optimal choice of the hyperparameters, such as the number of trees ‘Num_tree’ and the minimum number of samples required at a leaf node ‘min_samples_leaf’ [43]. A reasonable number of trees provides better training efficiency while ensuring the predictive efficiency of the model. The tuning of the ‘min_samples_leaf’ parameter confirms that the model was robust. We tuned these parameters several times and finally settled on an optimal ‘min_samples_leaf’ of 5 and an optimal ‘Num_tree’ of 150.




3.2.2. ANN Model


We applied the ANN model, a non-parametric and non-linear model mimicking the human brain’s information processing. The ANN model consists of an input layer, an output layer, and several hidden layers, as shown in the following equation:


  Y = f   X , W   + ∈  



(2)




where   Y   denotes the response-dependent variable of the model,   X   denotes the predicted independent variable,   W   denotes its weight, and   ∈   denotes its deviation term.



We used the Levenberg-Marquardt algorithm as the ANN function. The hyperparameter of the ANN model is ‘hidden layer size’, which specifies the number and size of the hidden layer in the neural network and affects model accuracy. The final ANN model had three hidden layers, each with 10 hidden neural units.




3.2.3. LSTM Model


LSTM was used in this study. It is an RNN type that can learn long-term dependencies and estimate time series data. The LSTM model overcomes the vanishing gradient problem of the traditional RNN model and has higher accuracy than the convolutional neural network (CNN) model. The LSTM model has a chain-like network structure composed of recurrent critical block units connected in both directions. The three gates of the control unit state in the LSTM are known as forgetting (    f   t    ), input (    i   t    ) and output (    o   t    ). Each gate consists of an S-shaped function and a fully connected neural network activated by pointwise multiplication, which can control the storage and deletion of information. The single unit takes the sequence data     x   t     (t = 1, 2, 3, 4, …) as the input set.     h   t − 1     represents the input information.     h   t     represents the output information.     C   t − 1     denotes the state of the old element.     C   t     is a new cell state.



This study used the adaptive moment estimation (Adam) optimizer to update the model parameters. The number of iterations for each model was set to 400. After tuning and selection, the hyperparameters ‘minibatch size’, ‘numHiddenUnits’, and ‘InitialLearnRate’ of the LSTM model were adjusted to 512, 16, and 0.002, respectively.




3.2.4. MLR Model


MLR is a classical linear regression technique. In contrast to simple linear regression analysis, MLR allows for predicting the best relationship between a variable and several independent variables. In this study, the MLR model was developed using Ta data and several covariates.





3.3. Model Training and Validation


This paper used RF, ANN, and LSTM models to model the processed data, and MLR was introduced as a control. All predictor variables were normalized. A total of 75% of the dataset was selected as the training set, and the remaining 25% was used as the test set. Model performance was tested by 10-fold cross-validation. The model’s accuracy was evaluated by comparing the predicted results with the valid corresponding station-based observations. The root mean square error (  R M S E  ), the mean absolute error (  M A E  ), and the coefficient of determination (    R   2    ) were used as model evaluation indicators. The model indicator formula is shown in the following equations:


  R M S E =    1   n     ∑  i = 1   n          y   i   −   y  ^      2       



(3)






  M A E =   1   n     ∑  i = 1   n        y   i   −   y  ^       



(4)






    R   2   =     ∑  i = 1   n          y   i   −   y  ^      2             y   i   −   y  ^      2      



(5)




where     y   i     and       y  ^    i    , are the   i  -th actual value and the   i  -th predicted value of the n-th data.





4. Result


4.1. Model Performance Evaluation


This study applied three ML models (RF, ANN, and LSTM) and a conventional MLR model to estimate Ta in Guangdong Province from 2012 to 2018. Applying ML and DL methods increased Ta estimation accuracy over a long time series. The Taylor diagram (Figure 3) showed that the RF model had the best performance with a maximum R2 of 0.951 and a normalized RMSE of less than 0.222 because there was randomly generated structural representation during the RF model’s training, making it more adaptable and robust than other fixed models [42]. The ANN model emerged as the second-best performer, which exhibited a maximum improvement of 0.047 in R2 and a maximum decrease of 0.349 and 0.405 in MAE and RMSE, respectively, compared with the traditional MLR model. The LSTM model demonstrated the poorest performance, with its estimation accuracy results closely resembling those of the MLR model.



Integrating more relevant variables can efficiently improve model estimation for complex temperatures. Table 2 showed that the CMFD, GLDAS, and ERA5 combination with more variables had higher model accuracy than the GLASS combination. Comparing the models, the combination of the fusing reanalysis dataset ERA5-land had the best performance at the same spatial accuracy as the CMFD combination, which can be attributed to the lower temporal resolution (1 h) of ERA5 [58].




4.2. Relative Importance of Covariates


The RF model was used to compare the relative importance of individual covariates in each combination (Figure 4). NDVI was the most significant covariate in all combinations except the ERA5 combination, with 25%, 17%, and 19% of the overall importance in the GLASS, CMFD, and GLDAS combinations, respectively. On the other hand, LST, another covariate provided by MODIS, generally exhibited less importance in the model compared with NDVI. When considering the covariates provided by the GLASS data products, their relative importance followed the order of NIR > ET > NPP. In terms of comparing the same variables across different reanalysis data combinations, TP showed the highest relative importance. In the ERA5 combination, TP surpassed the other combinations with a relative importance exceeding 22%, far exceeding the CMFD combination (15%) and the GLDAS combination (13%).




4.3. Effects of Rice Planting on Modeling and Temperature Variation


We evaluated the estimation accuracy in RA and NA using the RF model with the best overall performance. Figure 5 showed that the scatter plots for each dataset combination were evenly distributed along a 1:1 straight line, confirming the model’s validity. The dataset combinations had different estimation accuracies in the following order: ERA5 > GLDAS > CMFD > GLASS, which agreed with the overall performance results of the dataset combinations discussed in Section 4.1. In this study, the uniform surface vegetation cover in RA resulted in higher model performance than in NA. The highest R2 reached 0.956, the lowest MAE value was 0.996, and the lowest RMSE was 1.365.



We evaluated the RMSE of each year for different combinations using the RF model and examined the interannual variabilities of the influence of rice planting on model performance. RMSE values were concentrated between the 75% quantile and the upper value for all violin plots (Figure 6). Combined with the pattern of temperature variability, we inferred that this was because of the model error induced by the occurrence of extreme temperatures each year. In RA, different combinations substantially impacted the interannual variability of model performance. The upper and lower bound distributions of errors in the RA violin plot were more compact than those in AA and were especially evident in the ERA5 combination. Conversely, the violin plots were more consistent across datasets for NA. The combination of ERA5 datasets with optimal model performance had the lowest median bounds, ranging from 1.338 °C to 1.304 °C. It was noteworthy that despite the poorer model fit, the CMFD dataset had shorter bounds on the error distribution in RA and exhibited better accuracy than GLDAS. The findings may have been due to using more site data to generate the CMFD dataset.



We examined the seasonal effects of rice planting on Ta estimation by applying the ERA5 combination and RF model to analyze the monthly variabilities (Figure 7). We considered the rice cropping calendar in Guangdong Province [59], where the early rice is submerged and transplanted from early March to late April, grown from mid-April to mid-July, and harvested in July. The late rice is inundated and transplanted from July to mid-August, grows from August to October, and harvests from mid-October to late November. The results showed a significant improvement in the model’s estimation accuracy during rice double cropping. However, the estimation accuracy showed a V-shape with the seasonal advance due to the long high-temperature period at low latitudes, and the accuracy was lowest in July, where R2 decreased by 0.172 compared with the highest. Meanwhile, it was easy to find that the model accuracy of RA was lower than that of NA in July and August. Considering the rice planting cycle, besides the higher mean temperature in July and August, this could be attributed to the replacement of double-season rice, which altered the original surface albedo and led to an increase in model error.



We assessed the effect of long-term rice planting on regional Ta by comparing the monthly Ta differences between RA and NA using field observations from meteorological stations in Guangdong Province (Figure 8). The box plots demonstrated that the monthly Ta in RA tended to be lower compared with NA, as indicated by the median line consistently below 0 °C in all plots. However, it is important to note that RA was at risk of extreme high temperatures in the summer, with a maximum temperature difference exceeding 0.5 °C (in July). On the other hand, during winter, the cooling effect of RA became evident, with the minimum temperature differences between November and December, as well as January, exceeding 1.0 °C.



In addition, we selected one meteorological station from each of RA and NA with close latitude and altitude for comparison of temperature differences (Figure 9). Station S59075 (112.5697°N, 24.295°E, altitude 155.2 m) is located in RA, and station S59117 (113.2867°N, 24.7844°E, altitude 116 m) is located in NA. The scatter plot exhibited a distribution of temperature differences close to that of Figure 8. In summer, S59075 in RA showed slightly higher temperatures, with the highest temperatures occurring in August. S59117 in NA had higher temperatures in the winter.



To further explore the factors influencing the regional temperature of rice planting, the relative importance of the predictor variables for the ERA5 combination in RA and NA is shown in Figure 10. TP was the dominant covariate for Ta estimation in both regions, with a more significant influence in RA (maximum relative importance of 21.78%). WD ranked second in NA and strongly influenced 11.42% of rice-planting sites. NDVI and LST, commonly used as temperature estimation variables, also had considerable relative importance (greater than 10%) in this study and were more influential in NA than RA.





5. Discussion


The RF model, a classic model for temperature estimation in remote sensing, exhibited the best model results in this study, with the highest R2 value exceeding 0.95. For sea-surface temperature (SST) estimation, the inherent spatial non-linearity and time-dependent nature of marine data enabled LSTM to estimate this property accurately [40]. However, in this study, the LSTM model had a lower performance than the ANN model and improved R2 by only 0.01 compared with the MLR model, which may be due to the more complex influencing parameters of Ta than LST [60]. The LSTM model, which is more suitable for characterizing time series estimations, cannot fully capture the spatial properties of some of these parameters. Moreover, Mildrexler et al. indicated that the strength of the relationship between temperature and LST depends on land cover, which may also explain the inferiority of the more accurate LSTM at the sea surface for Ta estimation in the study area [61]. Therefore, although there were statistically solid and spatially significant correlations between LST and Ta, more attention should be paid to the model’s applicability when estimating these parameters. Despite the differences in accuracy between the initial data, the fusion of more highly correlated factors from the multi-source dataset after the unification of accuracy resulted in significant improvements in model estimations. In this study, the best results were obtained for the ERA5 combination, which is most likely because of the superior spatial and temporal resolution of the ERA5 product, considering the initial accuracy of the data products. Therefore, the incorporation of higher-resolution data products is important for the accuracy of temperature estimations in subsequent studies. However, it is important to note that the fused GLDAS reanalysis product had lower spatial and temporal resolutions than ERA5, the GLDAS combination in the LSTM and MLR models showed closer model accuracy to the ERA5 combination than the other models, and the MAE and goodness of fit were better than the theoretically optimal ERA5 combination, probably since LSTM and MLR were more sensitive to the linear relationship between the time series data provided by the GLDAS product.



In previous studies, LST and NDVI were two important parameters for Ta estimation [47,62]. In this study, NDVI significantly influenced long-term Ta modeling, with a maximum relative importance of 25% in the GLASS combination. ET and NIR can partly account for local temperature changes caused by altered biophysical processes during long-term land cover type conversion [63]. In this study, ET and NIR were two of the more essential covariates that affected Ta estimation based on the GLASS data. Temperature determines the distribution and variability of vegetation NPP in humid areas [64,65]. However, the inclusion of NPP as a covariate into the model in this study showed that the relative importance of NPP for temperature estimation was low, only exceeding 10% (11%) in the GLASS combination. Considering the importance of ELE in estimating Ta [66], ELE data was added to the model and found significant importance (15%) in the GLASS combination. Atmospheric circulation is a necessary component of accurate Ta estimation that cannot be ignored [67]. Nastos et al. studied the relationship between mean annual Ta and atmospheric circulation over a wide area of Greece and found an index of atmospheric circulation that is highly correlated with Ta [68]. The response of water temperature to atmospheric circulation along the southern coast of the Baltic Sea was investigated by Girjatowicz et al., and the correlation was found to be highest in winter [69]. In this study, Guangdong Province is located in the coastal region of Southeast Asia. Atmospheric circulation, such as ocean monsoon circulation and typhoons, has a strong influence on temperature monitoring in Guangdong Province and the surrounding coasts [70]. WD, TP, and SP are important factors in describing the influence of atmospheric circulation on Ta [71,72,73,74]. WD powerfully influences the land-air interaction and the transfer of energy, water, and momentum [72]. The strong spatial and temporal correlation between TP and temperature has been explained in many previous studies [14,75]. SP is also an important climate variable in the study of global atmospheric circulation [74]. Among the three covariates provided by the reanalysis product, temperature-related SP had the least impact on the long-term Ta estimation, while TP and WD were more important (>10% relative importance). It is probably attributed to the proximity of the study area to the ocean, where the large amount of water vapor transported by the monsoonal circulation of the ocean affects the estimation of Ta. Meanwhile, the frequent storms in summer and autumn have a great influence on the daily temperature variations in Guangdong Province [76]. Moreover, the ERA5 combination had the highest model accuracy and the largest share of relative importance (40%). It is especially noteworthy that the relative importance of TP in the ERA5 combination was greater than 22%. Previous studies had shown that the pattern of precipitation is correlated with seasons and spatial variations in atmospheric circulation, and the precipitation variables provided by ERA5 had a better fit and higher correlation with the observed data [77,78], which may have been one reason why the ERA5 combination had the best model performance. Therefore, more weight should be given to the precipitation factor provided by ERA5-land in future covariates of long-time series Ta estimations.



Ta modeling accuracy strongly depends on land cover. A uniform ground cover facilitates a consistent exchange of spatial energy between the ground surface and the overlying atmosphere, thus enhancing model estimation accuracy [79]. The model estimation accuracy in this study was better in RA than in NA, but the model accuracy of RA in July and August in this study was lower than that of NA, which was attributed to the disruption of the original uniform ground cover by the rotation of early and late rice, leading to an increase in model error. At the same time, RA had higher reflectance and lower variability during the winter rice fallow period and had higher model estimation accuracy relative to NA. Cai et al. found that models developed for the non-planting plant season outperformed the planting season models, which was the same as our model results [79]. We observed that the frequent high and low temperature fluctuations during the rice growing season at low latitudes in this study could have led to a decrease in model accuracy. Previous studies have reported a cooling effect of rice fields and irrigation on regional Ta in China’s middle and high latitudes [52,53]. Our research showed that Ta was also generally lower in RA than in NA at low latitudes in Guangdong Province. There was less variability in Ta during the rice growing periods, indicating that rice planting at low latitudes has a thermoregulatory effect. However, during the summer months, when the rice was mainly grown, Ta in RA had the potential to exceed that in NA (especially in July), possibly due to the stronger warming effects present in summer and autumn at lower latitudes exacerbating greenhouse gas emissions from RA [7,10]. The cooling effect of rice fields at low latitudes should be considered with caution in future studies due to the possible high Ta in the summer. A comparative correlation analysis found that ELE had a negligible contribution to the long-term Ta estimation. Still, its relative importance was much higher in RA than in NA. This could be attributed to the complex geography of NA, such as urban agglomerations that create a greenhouse effect. RA, however, was more spatially homogeneous and thus more sensitive to elevation changes.




6. Conclusions


This study applied several ML models to four data combinations that incorporated multiple of the same variables from different source datasets to assess the performance of Ta estimation modeling and to compare the relative importance of each covariate. The main findings were that: (1) The integration of multivariate remote sensing data with data products and reanalysis datasets improved the estimation accuracy of the model, and the highest performance was achieved with the combination of the RF model and the ERA5 combination, with the highest R2 reaching 0.956, the lowest MAE value of 0.996 °C, and the lowest RMSE of 1.365 °C. (2) TP, WD, NDVI, and LST were key covariates for long-term Ta modeling. TP in the ERA5 combination had the most significant influence among all covariates and a more substantial impact on RA, which should be given more attention in future studies. ELE was an important covariate that affected model estimation in RA. (3) Rice planting generally improved the model performance for Ta estimation, but model accuracy declined during the crop rotation in the summer. Our study also investigated the effects of low-latitude rice planting on Ta and their model estimations. It can be found that long-term rice planting at low latitudes had a cooling effect on regional temperatures and reduced the variability in temperature differences during the rice planting season. However, the potential risks of high temperatures in the rice fields at low latitudes in the summer should also be considered. This study provides a reference for the selection of model and dataset variables for Ta estimation. It is a case study for subsequent ML research on the temperature estimation of agricultural remote sensing and the impacts of agricultural crop cultivation on global warming.
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	China Meteorological Data Service Center
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	China meteorological forcing dataset
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	Convolutional neural network



	DEM
	Digital Elevation Model
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	Deep learning
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	Eddy covariance-light use efficiency
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	European Centre for Medium range Weather Forecasts
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	Elevation
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	ET
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	Global land surface satellite
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	Global land data assimilation system



	HEG
	Hdf-Eos to GIS conversion tool



	LST
	Land surface temperature



	LSTM
	Long short-term memory



	MAE
	Mean Absolute Error



	ML
	Machine learning



	MLR
	Multiple linear regression



	MODIS
	Moderate Resolution Imaging Spectroradiometer



	NA
	Non-rice planting



	NDVI
	Normalized difference vegetation index



	NIR
	Black-sky albedo in Near Infrared band



	NPP
	Net primary production



	SP
	Surface pressure



	R2
	Correlation of determination



	RA
	Rice planting areas



	RF
	Random forest



	RMSE
	Root Mean Square Error



	RNN
	Recurrent neural network



	SRTM
	Shuttle Radar Topography Mission



	SST
	Sea surface temperature



	Ta
	Air temperature



	TP
	Total precipitation



	WD
	Wind speed
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Figure 1. Distribution of RA and meteorological stations in Guangdong Province. 
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Figure 2. Ta estimation model framework for three areas combining multi-source datasets with different ML models. 
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Figure 3. Taylor plots of modeling results for different ML models and datasets. (A). GLASS combination. (B). CMFD combination. (C). GLDAS combination. (D). ERA5 combination. 
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Figure 4. Relative importance ratios for different dataset sources. (A). Relative importance partition of the GLASS combination. (B). Relative importance partition of the CMFD combination. (C). Relative importance partition of the GLDAS combination. (D). Relative importance partition of the ERA5 combination. 
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Figure 5. Plots predicted versus in situ observed Ta point densities from 10-fold cross-validation results. The blue line is the linear regression of the scattered points; the red line is the 1:1 line. 
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Figure 6. Interannual RMSE variability using RF model for each dataset combination. Annual RMSE values for each model over seven years are shown as violin plots. The red lines indicate the quartiles; the top red line is the 75% quartile, and the bottom red line is the 25% quartile. The black dashed line represents the median. 
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Figure 7. Monthly RF model performance of RA and NA under the ERA5 combination. 
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Figure 8. Box plots of temperature differences between RA and NA. 
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Figure 9. Scatter plot of the monthly temperature difference between RA meteorological station S59075 and NA meteorological station S59117. 






Figure 9. Scatter plot of the monthly temperature difference between RA meteorological station S59075 and NA meteorological station S59117.



[image: Remotesensing 15 03805 g009]







[image: Remotesensing 15 03805 g010 550] 





Figure 10. The relative importance of impact factors from the ERA5 combination in RA and NA. 
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Table 1. Variables used for model estimation from 2012 to 2018.






Table 1. Variables used for model estimation from 2012 to 2018.





	
Data Sources

	
Abbreviation

	
Data

	
Spatial Resolution

	
Temporal Resolution






	
In situ site

	
Ta

	
Air temperature

	
/

	
Daily




	
MODIS

	
NDVI

	
Normalized difference vegetation index

	
500 m

	
Daily




	
LST

	
Land surface temperature

	
1000 m

	
Daily




	
GLASS

	
NIR

	
Black-sky albedo in the near-infrared band

	
1000 m

	
8-day




	
ET

	
Evapotranspiration

	
1000 m

	
8-day




	
NPP

	
Net primary production

	
500 m

	
8-day




	
ERA5

	
SP

	
Surface pressure

	
0.1°

	
hourly




	
TP

	
Total precipitation

	
0.1°

	
hourly




	
WD

	
10 m u/v component of wind

	
0.1°

	
hourly




	
GLDAS

	
SP

	
Psurf_f_inst

	
0.25°

	
3-h




	
TP

	
Rainf_f_tavg

	
0.25°

	
3-h




	
WD

	
Wind_f_inst

	
0.25°

	
3-h




	
CMFD

	
SP

	
Pressure

	
0.1°

	
Daily




	
TP

	
Precipitation rate

	
0.1°

	
Daily




	
WD

	
Wind speed

	
0.1°

	
Daily
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Table 2. Model performance for models combined with different datasets.






Table 2. Model performance for models combined with different datasets.





	

	
Indicators

	
GLASS

	
CMFD

	
GLDAS

	
ERA5






	
RF

	
R2

	
0.938

	
0.946

	
0.948

	
0.951




	
MAE

	
1.157

	
1.080

	
1.067

	
1.023




	
RMSE

	
1.582

	
1.486

	
1.469

	
1.414




	
ANN

	
R2

	
0.868

	
0.882

	
0.888

	
0.892




	
MAE

	
1.753

	
1.664

	
1.622

	
1.600




	
RMSE

	
2.301

	
2.191

	
2.130

	
2.105




	
LSTM

	
R2

	
0.846

	
0.849

	
0.854

	
0.854




	
MAE

	
1.906

	
1.890

	
1.887

	
1.888




	
RMSE

	
2.486

	
2.461

	
2.457

	
2.450




	
MLR

	
R2

	
0.838

	
0.844

	
0.847

	
0.845




	
MAE

	
1.974

	
1.950

	
1.948

	
1.949




	
RMSE

	
2.544

	
2.514

	
2.512

	
2.510
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