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Abstract: With the continuous development of modern remote sensing satellite technology, high-
resolution (HR) remote sensing image data have gradually become widely used. However, due to
the vastness of areas that need to be monitored and the difficulty in obtaining HR images, most
monitoring projects still rely on low-resolution (LR) data for the regions being monitored. The
emergence of remote sensing image super-resolution (SR) reconstruction technology effectively
compensates for the lack of original HR images. This paper proposes an Improved Enhanced Super-
Resolution Generative Adversarial Network (IESRGAN) based on an enhanced U-Net structure
for a 4× scale detail reconstruction of LR images using NaSC-TG2 remote sensing images. In this
method, in-depth research has been performed and consequent improvements have been made to
the generator and discriminator within the GAN network. Specifically, before introducing Residual-
in-Residual Dense Blocks (RRDB), in the proposed method, input images are subjected to reflective
padding to enhance edge information. Meanwhile, a U-Net structure is adopted for the discriminator,
incorporating spectral normalization to focus on semantic and structural changes between real and
fake images, thereby improving generated image quality and GAN performance. To evaluate the
effectiveness and generalization ability of our proposed model, experiments were conducted on
multiple real-world remote sensing image datasets. Experimental results demonstrate that IESRGAN
exhibits strong generalization capabilities while delivering outstanding performance in terms of
PSNR, SSIM, and LPIPS image evaluation metrics.

Keywords: super-resolution reconstruction; remote sensing images; generative adversarial networks

1. Introduction

Remote sensing technology can determine ground object targets and natural phenom-
ena by collecting and analyzing electromagnetic waves [1]. Remote sensing also offers a
repetitive and continuous perspective for observing Earth, making its value in monitoring
short-term and long-term changes and the effects of human activities immeasurable [2].
Among other things, remote sensing images are a way to demonstrate the application
of remote sensing data and image quality is directly related to the results of application
analysis. Spatial resolution represents the smallest unit size or dimension that can be
distinguished in remote sensing images and serves as an indicator of the image’s ability
to distinguish details of ground targets [3]. The higher the spatial resolution, the more
information about ground objects is contained within remote sensing images, allowing for
finer target identification. However, due to limitations such as under-sampling effects from
imaging sensors and various degradation factors during image processing in transmission
satellites, relying solely on hardware-level improvements for spatial resolution would
result in high development costs and lengthy hardware iteration cycles. The image SR
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technology provides a low-cost and effective way to obtain HR images by reconstructing
HR images from relatively LR but easily available images [4].

Traditional SR reconstruction methods mainly include interpolation and prior-informa-
tion-based reconstruction. Interpolation methods, such as bilinear interpolation [5], bicubic
interpolation [6], and edge-guided interpolation [7], rely on neighboring pixels to estimate
the current pixel value. Although interpolation methods have demonstrated good real-
time performance, their results often have obvious edge effects and poor performance in
detail recovery. Prior-information-based reconstruction methods use constraints, such as
iterative back-projection [8], convex set projection [9], and maximum a posteriori probability
method [10] to estimate the information points in the reconstructed image. However,
these traditional methods are usually limited to specific application scenarios, with high
computational complexity and limited generalization capabilities.

With the rapid development of deep learning, single-image SR methods based on deep
learning outperform traditional single-image SR methods in the field of remote sensing SR
and have broad application prospects. [11,12]. Dong et al. [13] first applied convolution
neural network (CNN) technology to SR image reconstruction and proposed the SRCNN
model, which performs non-linear mapping by extracting low-resolution image features
to reconstruct images. Although SRCNN outperforms traditional methods in terms of
performance, it is still limited by image region content, slow training convergence speed,
and single-scale applicability. To address these issues, Shi et al. [14] proposed the ESPCN
algorithm that uses sub-pixel convolution layers at the end of the network for up-sampling,
preserving more low-resolution image texture regions, and increasing training speed. With
the emergence of VGG networks [15], network model design tends towards deeper layers.
However, deeper networks are prone to gradient vanishing problems. To solve this problem,
He et al. [16] proposed a deep residual convolutional neural network (Residual Network,
ResNet). More recently, Kim et al. [17] introduced ResNet and proposed the VDSR model,
which uses a residual learning strategy to obtain high-frequency information residuals,
thereby obtaining more image detail information. In addition, Li et al. [18] proposed a Multi-
Scale Residual Network (MSRN) which uses Multi-Scale Residual Blocks (MSRB) combined
with different scale convolution kernels for feature extraction and fusion. Lan et al. [19]
pointed out that many CNN-based network models perform relatively poorly because they
do not fully utilize low-level features. Therefore, they proposed the Cascading Residual
Network (CRN) with multiple local shared groups and the Enhanced Residual Network
(ERN) with a dual global path structure. Zhang et al. [20] introduced attention mechanisms
into the SR field and proposed the Residual Channel Attention Network (RCAN), which
adaptively adjusts each channel feature according to channel dependencies.

With continuous innovation and development in deep learning, Goodfellow [21]
first proposed a revolutionary generative adversarial network (GAN). This method has
achieved significant application results in many fields and laid a solid foundation for
subsequent research. Ledig et al. [22] proposed the SRGAN model based on the GAN
framework, using generators and discriminators for adversarial training. They found
that mean square error loss leads to overly smooth reconstructed images and proposed
perceptual loss to enhance the visual quality of reconstructed images. Wang et al. [23]
further proposed the ESRGAN model, generating more realistic textures but still lacking
high-frequency edge information in reconstructed images. In remote sensing applications,
Rabbi et al. [24] targeted small object detection reconstruction performance in remote
sensing images and proposed the EESRGAN algorithm using edge enhancement and
different detector networks. Ma et al. [25] proposed a method based on Transferred
Generative Adversarial Network that trains through transfer learning to improve remote
sensing image reconstruction quality. Li et al. [26] proposed the SRAGAN algorithm using
local and global attention mechanisms for different levels of feature extraction in remote
sensing image ground scenes to reconstruct images. Salgueiro et al. [27] proposed the SEG-
ESRGAN model, which combines semantic segmentation encoder–decoder architecture
and uses multi-loss training methods. Zhu et al. [28] proposed an improved generative
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adversarial network (an improved generative adversarial network via multi-scale residual
blocks) that introduces multi-scale residual blocks in the generator network and uses
attention mechanisms for multi-scale feature fusion. Zhao et al. [29] proposed the SA-
GAN algorithm, which uses second-order channel attention mechanisms and region-level
non-local modules in the generator network and employs region-aware loss to suppress
artifact generation. Ali et al. [30] proposed an architecture for TESR (two-stage approach
for enhancement and super-resolution) that exploits the power of visual deformers (ViT)
and diffusion models (DM) to artificially improve the resolution of remotely sensed images.

Additionally, significant research has been conducted on resolution enhancement
for other types of remote sensing images such as multisource image fusion [31,32] and
hyperspectral imaging [33].

Although GAN has achieved remarkable success in fields such as image generation
and style transfer, their training process still faces challenges, including mode collapse and
gradient vanishing. Moreover, most current methods use pixel-level loss functions, such as
mean squared error (MSE), which may lead to overly smooth reconstructed images lacking
high-frequency details. Furthermore, remote sensing images exhibit more complex scenes
and diverse target characteristics compared to ordinary images, necessitating consideration
of real remote sensing dataset properties in reconstruction. Finally, while current super-
resolution methods perform well on training data, they may lack generalization capabilities
for unseen scenes and targets. Therefore, model design and training strategies should focus
on enhancing robustness and generalization.

To address these issues, we propose IESRGAN: an improved GAN for remote sensing
image super-resolution reconstruction based on an enhanced U-Net structure. The main
adjustments and contributions include:

(1) Optimizing the generator network structure by adding reflection padding before
the introduction of Residual-in-Residual Dense Blocks (RRDB), preventing image edge
information loss and facilitating consistent feature map dimensions across RRDB layers to
simplify skip connections and feature fusion processes.

(2) To improve performance further, we replace traditional discriminators with a
U-Net-based discriminator and incorporate spectral normalization regularization. This
allows for fusing image detail information at different resolution levels while enhancing
the stability of the GAN discriminator.

(3) We demonstrate that our proposed IESRGAN exhibits strong generalization capa-
bilities and performs well on real remote sensing images.

The rest of this paper is organized as follows. Section 2 details the structure of the
IESRGAN; Section 3 verifies the effectiveness and generalization ability of IESRGAN by
comparing it with other algorithms; Section 4 discusses the conclusions of IESRGAN in
depth and points out future research directions.

2. Ideas and IESRGAN Methods

IESRGAN is composed of two main components: a generator and a discriminator.
The overall workflow of IESRGAN is depicted in Figure 1. The generator is responsible for
taking an input LR remote sensing image and reconstructing an HR image. It achieves this
by utilizing operations such as convolution and up-sampling within its network structure.
The generator network learns to map the LR image to an SR image with enhanced details
and finer textures. Once the SR image is generated, it is passed through the U-Net-based
discriminator. The discriminator’s role is to compare the SR image with a real HR image
and determine whether the SR image is realistic or not. The discriminator network is
trained to identify flaws or discrepancies in the reconstructed images, enabling it to differ-
entiate between real HR images and those generated by the generator. The generator and
discriminator engage in continuous adversarial gameplay during training. The generator
aims to produce SR images that are realistic enough to deceive the discriminator, while the
discriminator strives to accurately identify the generated images. Through this adversarial
process, both networks learn and improve their performance iteratively. As the training
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progresses, the generator becomes more adept at generating high-quality and realistic
HR images. Simultaneously, the discriminator becomes more discerning and capable of
detecting flaws in the reconstructed images. This iterative training process leads to the
generation of HR images with enhanced details and improved realism.
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Figure 1. Network structure of IESRGAN.

2.1. Network Design of Generators—SR-RRDB

The generator network, depicted in Figure 2, is a CNN-based model. Initially, the input
image undergoes a reflection padding layer, referred to as the ReflectionPad layer, which
prevents edge information loss. Following this, RRDB are utilized to retain detail features
while uncovering new ones. Notably, the generator comprises four primary modules.
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Figure 2. SR-RRDB: generator structure.

The first module is called the regular module, which consists of the ReflectionPad
layer, Conv layer, and Rectified Linear Unit (ReLU) layer. The function of ReflectionPad is
to perform reflection filling around the input image edges to extend edge information and
avoid edge information loss and blurring; the Conv layer uses a 3 × 3 convolution kernel
to perform convolution operation on the data in order to extract features; the ReLU layer
performs a non-linear transformation to enhance the expressive power of the model. The
ReLU layer has the advantages of simple computation, fast convergence, and no gradient
disappearance problem.
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The second module consists of 23 Residual-in-Residual Dense Block (RRDB) mod-
ules and a regular module with residual network connections. Among them, the RRDB
combines the residual network structure and dense connectivity as shown in Figure 3.
The residual network learns the residuals between the input and output, and most of the
residuals can be 0 or smaller [34]. The dense connection is defined as D = H([x0, x1, . . . xi]),
where [x0, x1, . . . xi] denotes the network that combines x0, x1, . . . xi layer-generated feature
map connections as input [35]. Residual networks reuse features but are not good at mining
new features while dense connections constantly explore new features but lead to higher
redundancy [36]. RRDB combines the advantages of both network structures to make the
model better adapted to complex data distributions and patterns, improving performance
and accuracy.
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The third module is up-sampling, which is used to increase the image size.
The last module consists of two regular modules where the convolution kernel is

changed from 1 × 1 to 3 × 3 to enlarge the perceptual field and to learn features better.
With the above generator network structure, called SR-RRDB, a high-resolution image
corresponding to the input image is reconstructed.

2.2. Discriminator Network Design

In this study, instead of using the traditional discriminator structure, we chose a dis-
criminator network based on the U-Net structure, as shown in Figure 4. This discriminator
network structure consists of two main components: an encoder (down-sampling) and a
decoder (up-sampling). The encoder is responsible for capturing the contextual information
in the image, while the decoder is responsible for recovering the image details. To achieve
information fusion, a jump connection is used between the two. As a result, this approach
demonstrates its effectiveness in extracting multi-scale features from images with improved
efficiency and accuracy.

It is worth noting that after entering the encoder from the initial convolution layer in this
network structure, spectral normalization regularization is applied to stabilize the training
of the discriminator network. Spectral normalization is a regularization method used in
neural networks to prevent overfitting of neural networks by decomposing the weight
matrix into eigenvalues and normalizing the result to limit the spectral norm of the weight
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matrix. The specific algorithmic process is presented in Table 1. Spectral normalization [37]
makes the spectral norm of weight matrix W satisfy the Lipschitz constraint σ(W) = 1:

WSN(W) := W/σ(W) (1)
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Table 1. Spectral normalization.

Spectral Normalization

· Initialize ũl ∈ Rdl for l = 1, . . . , L with a random vector (sampled from isotropic
distribution)

· For each update and each layer l:

1. Apply power iteration method to an unnormalized weight Wl:

ṽl ←
(

W l
)T

ũl/||
(

W l
)T

ũl ||2 (2)

ũl ←W l ṽl/||W l ṽl ||2 (3)

2. Calculate W l
SN with the spectral norm:

W l
SN

(
W l
)
= W l/σ

(
W l
)

, where σ
(

W l
)
= ũT

l W l ṽl (4)

3. Update W l on mini-batch dataset DM with a learning rate α:

W l ←W l − α∇W ll
(

W l
SN

(
W l
)

,DM

)
(5)

The use of a discriminator network based on the U-Net structure brings significant
advantages. First, U-Net has jump connections, which fuse shallow features directly with
deep features and alleviate the gradient disappearance problem. This allows the discrim-
inator to learn semantic information at different scales and has a strong generalization
capability. Secondly, since the U-Net structure fully considers the multi-scale information
fusion, it can better capture the detail changes of small targets or local regions. This is
important for generating high-quality images, especially in tasks that require the generation
of fine structures and textures. Finally, U-Net restores features to the original input space
step by step in the decoding stage by means of a deconvolution layer and continuously
fuses shallow features. This allows the discriminator to take into account more contex-
tual information, thus improving its ability to judge the quality of the generated images.
Together, these advantages contribute to a significant improvement in GAN performance.
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2.3. Loss Function

To enhance the robustness of the overall model, a fusion approach is employed
in the loss function part. In the generator network, content loss, generation loss, and
perceptual loss are included, where perceptual loss consists of content loss and generation
loss. A binary cross entropy loss function (BCEWithLogitsLoss) is used in the discriminator
network to counteract the loss.

The content loss is used to separately input the generated image and the target image
into each convolutional layer in the VGG-19 network using the L1 norm and then calculate
their differences in the feature space. The content loss formula is defined as:

Lc = |Gl(ŷ)− Gl(y)|1 (6)

Here, ŷ represents the generated image, y denotes the target image, Gl(·) signifies the
feature map of layer l in the VGG-19 network, and |·|1 represents the L1 norm. The function
of the content loss is to make the generated image closer to the pixel distribution of the
target image, thus making the generated image more realistic. In the above formula, it is
assumed that the feature map of a layer in the truncated VGG-19 network is represented as
a three-dimensional tensor of Cl×Hl×Wl , where Cl indicates the number of channels, Hl
indicates height, and Wl indicates width. Calculating generated image ŷ at layer l′s feature
map Gl(ŷ), its definition is as follows:

Gl,i,j(ŷ) =
1

Cl HlWl

Cl

∑
c=1

Hl

∑
h=1

Wl

∑
w=1

Fl,c,h,w(ŷ) · φl,c,h,w(i, j) (7)

where Fl,c,h,w(ŷ) denotes the feature value of generated image ŷ at layer l, channel c, row h,
and column w; φl,c,h,w(i, j) represents the value of the convolution kernel at position (i, j)
in layer l, channel c, row h, and column w of the VGG-19 network. Gl,i,j(ŷ) indicates the
feature value of generated image ŷ at layer l, row i, and column j.

In the generation loss, the discriminator is used to discriminate whether the SR-
generated image is a “pseudo-image” or not, and then the discriminant result is obtained.
Then, the BCEWithLogitsLoss is used to calculate adversarial loss, which is the difference
between the probability of the generated image being discriminated as a real image and 1.
The BCEWithLogitsLoss formula is expressed as:

La = −
1
n

n

∑
i=1

[yilogσ(ŷi) + (1− yi)log(1− σ(ŷi))] (8)

Here, n represents the number of samples, yi denotes the label of the real image, ŷ signifies
the discriminant result of the discriminator on the generated image, and σ stands for
sigmoid function.

The overall perceptual loss is defined as written in Equation (9):

Lp = Lc + β La (9)

The discrimination loss is calculated using the BCEWithLogitsLoss. First, the discrimi-
nant results are obtained by discriminating the SR-generated images and the real images
separately. Next, the SR-generated image tensor is assumed to be 0, which means “false
image”, and the real image tensor is assumed to be 1, which means “true image”. The
formula expression is:

La = Lsr
d + β La (10)

where Lsr
d and Lh

d are, respectively, represented as:

Lsr
d = − 1

n

n

∑
i=1

[yi
srlog σ(ŷsr

i ) + (1− yi
sr)log(1− σ(ŷsr

i ))] (11)
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In this equation, n indicates the number of samples; yi
sr is assumed to be a tensor

with all zeros, which denotes the label of the fake image; ŷi
sr is assumed to denote the

discriminant result of the discriminator on the SR generated image, and σ signifies a
sigmoid function.

Lh
d = − 1

n

n

∑
i=1

[
yi

hlog σ
(

ŷh
i

)
+
(

1− yi
h
)

log
(

1− σ
(

ŷh
i

))]
(12)

Here, n indicates the number of samples; yi
h is assumed to be a tensor of all 1s, which

denotes the label of the real image; ŷi
h is assumed to denote the discriminant result of the

real image, and σ signifies a sigmoid function.
The BCEWithLogitsLoss is advantageous in calculating the generative loss and the

adversarial loss because it can not only measure the difference between the prediction result
and the true result but also convert the prediction result into a probability value through
the sigmoid function transformation, thus, reflecting the confidence level of the prediction
result more accurately. In addition, BCEWithLogitsLoss can automatically handle the
numerical stability problem and prevent numerical overflow or underflow in the calculation
of the sigmoid function. In the adversarial training process, using BCEWithLogitsLoss can
effectively evaluate the similarity between the generated image and the real image and
provide better guidance for generator training.

3. Experiments

In this paper, we conduct model experiments with the following data and compare
classical models in the super-resolution domain to verify the validity and generalization of
the model.

3.1. Data Source

The remote sensing image data selected for this study include NaSC-TG2 [38], Satellite
Images of Hurricane Damage [39], NWPU-RESISC45 [40], and UCMerced LandUse [41].
The NaSC-TG2 data originate from China’s first space laboratory, Tiangong-2, which is
equipped with a Wide-band Imaging Spectrometer (WIS) featuring 14 spectral channels
covering visible light, near-infrared, short-wave infrared, and thermal infrared bands. The
spatial resolution of these data at ground pixel distance is 100 m, 200 m, and 400 m. Satellite
images of Hurricane Damage data are obtained from the Planet satellite constellation
consisting of hundreds of Dove satellites (10 cm × 10 cm × 30 cm) that use optical systems
and cameras to capture images in RGB and near-infrared bands with a ground pixel
distance of 3~5 m. The NWPU-RESISC45 data come from Google Earth satellite images
with spatial resolutions ranging from 0.2 m to 30 m, acquired through satellite imagery,
aerial photography, and Geographic Information Systems (GIS). UCMerced LandUse data
are sourced from the USGS National Map with a spatial resolution of 1 foot (0.3048 m).
Table 2 summarizes the information on SR remote sensing image data used in this paper.
Considering the spectral range differences across channels in these satellite image datasets,
our experimental data only include RGB three-band images. The selection of these datasets
will aid in further exploring remote sensing image processing techniques and provide
theoretical support for enhancing practical applications.

Table 2. SR-RRDB: Generator structure.

Name Size Channel Total Number Spatial Resolution Source

NaSC-TG2 128 × 128 3, 14 20,000 100 m, 200 m, 400 m Tiangong-2
Satellite Image of Hurricane

Damage 128 × 128 3 23,000 3~5 m GeoEye1

NWPU-RESISC45 256 × 256 3 31,500 0.2~30 m Google Earth
UCMerced LandUse 256 × 256 3 2100 0.3048 m USGS National Map
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In our experiments, we built a training set using 19,980 remote sensing images from the
NaSC-TG2 dataset. Each HR image was down-sampled by a factor of four to obtain a low-
resolution LR image. The HR images have a size of 128 × 128 pixels, and correspondingly,
the LR images have a size of 32 × 32 pixels. Training with smaller-sized images allows the
model to focus on rich local textures, structural features, and object information in remote
sensing images. This approach helps capture important details and patterns necessary for
accurate super-resolution reconstruction. Additionally, using smaller-sized images reduces
computational complexity and memory consumption.

Figure 5 illustrates examples of the HR–LR pairs. To evaluate the generalization
capability of our proposed model, we constructed four test sets by randomly selecting
120 images from the NaSC-TG2 dataset, 1000 images from the Satellite Image of Hurricane
Damage dataset, 1890 images from the NWPU-RESISC45 dataset, and 420 images from the
UCMerced LandUse dataset. These diverse datasets provide a representative sample of
remote sensing images, enabling us to assess how well our model performs on different
types of scenes and objects. Through this comprehensive evaluation, we aim to demonstrate
the robustness and effectiveness of our model in handling a variety of remotely sensed
image scenes.
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3.2. Experimental Environment and Parameter Settings

In this study, the experimental environment was set up on an Ubuntu operating system,
equipped with a high-performance GeForce RTX 2080Ti GPU for efficient computation.
The programming language utilized for code development is Python, while the Pytorch
framework (available at https://pytorch.org/ (accessed on 1 July 2023)) was employed for
effective algorithm modeling and implementation. The IESRGAN network architecture
comprises two primary components: the generator network and the discriminator network.
To conduct the experiments, a total of 19,800 HR remote sensing images from the NaSC-TG2
dataset were employed as the target images. As an initial step, a bicubic interpolation
down-sampling technique was applied to generate a corresponding set of 19,800 LR remote
sensing images required for input purposes. Subsequently, these LR images were fed
into the SR-RRDB model, which consists of the generator network designed for training
purposes. A comprehensive overview of the initial experimental details pertaining to the
SR-RRDB model training can be found in Table 3.

Table 3. SR-RRDB: experimental details.

Parameter Value

Scaling-factor 4
Batch size 16

Epochs 80
Learning rate 1 × 10−3

Optimization method Adam

https://pytorch.org/
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The Cosine Annealing Learning Rate Schedule (CosineAnnealingLR) scheduler com-
bined with the Adam optimizer was employed to effectively adjust learning rates during
the training process. This method allows for the gradual reduction of learning rates, which
in turn leads to enhanced convergence and ultimately improves the overall performance
and generalization capability of the model. Upon completing this stage, the SR images
generated by the well-trained SR-RRDB model were then introduced into a discriminator
network that was designed based on the U-Net architecture. The purpose of this step was
to efficiently discriminate between real HR images and those produced by the SR-RRDB
model. Starting with the initialization of the SR-RRDB model, further experimental details
pertaining to IESRGAN model training can be observed in Table 4. Notably, when the
training reached its halfway point, there was an adjustment made wherein the learning rate
was deliberately reduced to a half of its initial value. This strategic modification has been
found to contribute significantly towards optimizing and refining both model performance
and generalization effectiveness throughout the training process.

Table 4. Discriminator structure.

Parameter Value

Scaling-factor 4
Batch size 16

Epochs 80
β 1 × 10−3

Learning rate 1 × 10−4

Optimization method Adam

Figure 6 below shows the change curves of content loss, generation loss, and discrimi-
native loss, respectively, throughout the training process.
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3.3. Experimental Evaluation Metrics

The Peak Signal-to-Noise Ratio (PSNR) [42] and Structural Similarity Index (SSIM) [43]
have been used as standard evaluation metrics in image SR. Nevertheless, as revealed in
some recent studies [44], super-resolved images may sometimes have high PSNR and SSIM
scores with over-smoothed results but tend to lack realistic visual results. In this study,
apart from the PSNR and SSIM, the learned perceptual image patch similarity (LPIPS) [45]
is included in our experiments.

PSNR is used to evaluate pixel-wise differences between images. A higher PSNR value
indicates a smaller difference between the processed image and the real image, implying
better image quality. Its formula is:

PSNR = 10× log10

(
MAX2

MSE

)
(13)
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In this formula, MAX represents the maximum pixel value, and MSE denotes the
mean squared error between the reference image and the evaluated image. Its formula is
given by:

MSE =
1
N

n

∑
i=1

(Ii − Pi)
2 (14)

Here, N refers to the total number of pixels, while Ii and Pi represent the ith pixel
values of the reference image and evaluated image, respectively.

SSIM takes into account factors such as the brightness, contrast, and structure of an
image. Its formula is expressed as:

SSIM(X, Y) =
(2uXuY + C1)(2σXY + C2)(

u2
X + u2

Y + C1
)(

δ2
X + δ2

Y + C2
) (15)

The SSIM value ranges from [0,1] with higher values indicating better image quality.
LPIPS measures perceptual differences between two images, i.e., visual similarity be-

tween generated images and real images. A lower LPIPS score indicates a higher similarity
between two images. Its formula is as follows:

d(x, x0) = ∑ l
1

HlWl
∑ h,w ‖ wl �

(
ŷl

hw − ŷl
0hw

)
‖

2

2
(16)

In the above equation, x and x0 represent generated images and real images, respec-
tively; ŷl

hw denotes predicted feature maps for x at spatial position (h, w) and feature map
l; ŷl

0hw represents predicted feature maps for x0 at the same spatial position and feature
map. The weight matrix wl is learned by the network to emphasize or de-emphasize certain
features in an image.

3.4. Quantitative and Qualitative Comparison of Different Methods

In this section, an in-depth comparison is conducted between the proposed method
and several classical single-image SR algorithms on four distinct test sets, focusing on their
performance metrics. The SR algorithms under consideration encompass three CNN-based
methods, specifically VDSR [17], SRResNet [22], and TESR [30], as well as two GAN-
based methods, namely SRGAN [22] and ESRGAN [23]. Each of these methods has been
meticulously optimized on the training set to guarantee the best possible performance
and to ensure a fair comparison. To facilitate a more comprehensive comparison with
both CNN-based and GAN-based algorithms, two networks are trained: SR-RRDB and
IESRGAN. The proposed SR-RRDB is primarily a CNN-based algorithm that consists solely
of the generator network. When trained exclusively with pixel loss, it can independently
reconstruct HR images corresponding to LR ones. However, this approach may lack human
perception since it relies solely on pixel loss for optimization. Therefore, a fair comparison
between SR-RRDB and other CNN-based algorithms is made to evaluate their performance.
On the other hand, the proposed IESRGAN is constructed upon a GAN network model,
comprising both generator and discriminator networks. Its loss function incorporates
perceptual loss through an innovative fusion method, which significantly enhances visual
quality as perceived by the human eye. Thus, a fair comparison between IESRGAN and
other GAN-based algorithms is conducted to assess their ability in delivering visually
appealing results. In summary, this section aims to provide an extensive evaluation of the
proposed method against traditional single-image SR algorithms in terms of performance
metrics across four test sets. By comparing both CNN-based and GAN-based approaches
using two different networks (SR-RRDB and IESRGAN), we strive to present a balanced
analysis that highlights the strengths and limitations of each method while ensuring fairness
in comparisons.

In this study, three metrics are employed to quantitatively evaluate the SR results,
namely PSNR, SSIM, and LPIPS. The best results in each row are highlighted in red for
easy comparison. As demonstrated in Table 5, the highest score in the PSNR metric is
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achieved by the SR-RRDB method. Here it is noted that a higher PSNR value indicates a
lower difference between the reconstructed image and the real image, ultimately resulting
in superior image quality. As shown in Table 6, the highest score on the SSIM metric is also
attained by the SR-RRDB method. A higher SSIM value suggests a greater similarity in
brightness, contrast, and structure within a range of [0,1], indicating better preservation of
these attributes during the super resolution process. Meanwhile, as displayed in Table 7,
IESRGAN performs best on the LPIPS metric; a lower LPIPS value implies higher visual
perceptual similarity between generated and real images. CNN-based SR methods offer
advantages in terms of PSNR and SSIM due to their emphasis on preserving LR images’
spatial structure. Consequently, super-resolution outcomes from CNN-based methods tend
to lack realistic visual effects, leading to poor LPIPS performance. In contrast, GAN-based
SR methods achieve better LPIPS performance while maintaining good PSNR and SSIM
scores as they adopt adversarial loss and perceptual loss to encourage visually appealing
results that closely resemble real images.

Table 5. Average PSNR/dB for different algorithms on the test sets selected by the NaSC-TG2,
Satellite Image of Hurricane Damage, NWPU-RESISC45, and UCMerced LandUse. Red represents
the best results.

Dataset Bicubic VDSR SRResNet SRGAN ESRGAN TESR SR-RRDB
(Proposed)

IESRGAN
(Proposed)

1st test set 22.854 30.811 30.008 26.945 31.200 31.893 36.100 33.371
2nd test set 25.085 31.362 31.518 29.279 30.432 32.110 36.573 34.995
3rd test set 20.406 31.793 28.703 26.784 32.007 30.681 34.746 32.880
4th test set 19.259 29.123 28.238 26.468 30.401 31.004 34.315 31.952

Table 6. Average SSIM for different algorithms on the test sets selected by the NaSC-TG2, Satellite Image
of Hurricane Damage, NWPU-RESISC45, and UCMerced LandUse. Red represents the best results.

Dataset Bicubic VDSR SRResNet SRGAN ESRGAN TESR SR-RRDB
(Proposed)

IESRGAN
(Proposed)

1st test set 0.853 0.763 0.841 0.774 0.822 0.890 0.898 0.852
2nd test set 0.824 0.838 0.853 0.771 0.806 0.848 0.920 0.896
3rd test set 0.567 0.754 0.769 0.698 0.702 0.807 0.857 0.833
4th test set 0.757 0.727 0.777 0.717 0.772 0.850 0.859 0.832

Table 7. Average LPIPS of different algorithms on the test sets selected by the NaSC-TG2, Satellite Image
of Hurricane Damage, NWPU-RESISC45, and UCMerced LandUse. Red represents the best results.

Dataset Bicubic VDSR SRResNet SRGAN ESRGAN TESR SR-RRDB
(Proposed)

IESRGAN
(Proposed)

1st test set 0.289 0.286 0.252 0.131 0.186 0.205 0.198 0.091
2nd test set 0.305 0.373 0.320 0.174 0.224 0.394 0.257 0.134
3rd test set 0.453 0.298 0.402 0.244 0.256 0.249 0.326 0.202
4th test set 0.212 0.262 0.360 0.236 0.235 0.232 0.293 0.190

Figure 7 presents a comprehensive and intuitive comparison that enables a more
profound comprehension of the quantitative results obtained in this study. Bicubic in-
terpolation, as a traditional method, fails to generate any additional details or enhance
image quality significantly. On the other hand, CNN-based super-resolution reconstruction
algorithms, such as VDSR, SRResNet, and TESR, demonstrate relatively better perfor-
mance in reconstructing some texture details by leveraging advanced learning techniques;
however, they still suffer from contour blurring issues primarily due to the adoption of
simplistic optimization strategies in their objective functions. In contrast, GAN-based
super-resolution reconstruction algorithms like SRGAN and ESRGAN showcase notable
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advantages in terms of visual effects and overall image enhancement. Nevertheless, these
methods may inadvertently introduce artificial artifacts during the reconstruction process,
which could potentially compromise the final output quality. The approach proposed
here addresses these limitations by effectively recovering finer texture details compared to
other SR methods available in the literature. Consequently, our method generates more
realistic and visually appealing results that closely resemble natural images. This superior
performance can be attributed to the innovative techniques employed in our algorithm
design, which strike a delicate balance between optimizing visual quality and minimizing
unwanted artifacts.

Remote Sens. 2023, 15, x FOR PEER REVIEW 14 of 20 
 

 

 
(a1)  

 
(a2)  

(a) Bicubic 

 
(b1)  

 
(b2)  

(b) VDSR 

 
(c1)  

 
(c2)  

(c) SRResNet 

 
(d1)  

 
(d2)  

(d) SRGAN 

 
(e1)  

 
(e2)  

(e) ESRGAN 

 
(f1)  

 
(f2)  

(f) TESR 

 
(g1)  

 
(g2)  

(g) SR-RRDB (ours) 

 
(h1)  

 
(h2)  

(h) IESRGAN (ours) 

 
(i1) 

 
(i2) 

(i) HR 

 
 

 
 
 

 

 
 
 

 

(1) Denseresidential 
 

Figure 7. Cont.



Remote Sens. 2023, 15, 3490 14 of 18
Remote Sens. 2023, 15, x FOR PEER REVIEW 15 of 20 
 

 

 
(a1)  

 
(a2)  

(a) Bicubic 

 
(b1)  

 
(b2)  

(b) VDSR 

 
(c1)  

 
(c2)  

(c) SRResNet 

 
(d1)  

 
(d2)  

(d) SRGAN 

 
(e1)  

 
(e2)  

(e) ESRGAN 

 
(f1)  

 
(f2)  

(f) TESR 

 
(g1)  

 
(g2)  

(g) SR-RRDB (ours) 

 
(h1)  

 
(h2)  

(h) IESRGAN (ours) 

 
(i1)  

 
(i2)  

(i) HR 

   

(2) Desert 

Figure 7. Visual comparison of our method with different SR methods on the test set. (1) Denseresi-
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Figure 7. Visual comparison of our method with different SR methods on the test set. (1) Denseres-
idential; (2) Desert. (a) Bicubic result, (a2) is an enlarged view of the green area on (a1); (b) VDSR
result, (b2) is an enlarged view of the green area on (b1); (c) SRResNet result, (c2) is an enlarged
view of the green area on (c1); (d) SRGAN result, (d2) is an enlarged view of the green area on
(d1); (e) ESRGAN result, (e2) is an enlarged view of the green area on (e1); (f) TESR result, (f2) is
an enlarged view of the green area on (f1); (g) SR-RRDB (ours) result, (a2) is an enlarged view of
the green area on (a1); (h) IESRGAN (ours) result (h2) is an enlarged view of the green area on (h1);
(i) HR image, (i2) is an enlarged view of the green area on (i1).

3.5. Ablation Studies

In order to assess the effectiveness of the enhancements introduced by each com-
ponent of our proposed method, a series of ablation experiments was performed. In
these experiments, we gradually incorporated the RRDB strategy, Reflection Padding layer
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(ReflectionPad), and U-Net structure into the baseline model. All models were trained
using an identical configuration, and their performance was evaluated on a test set. The
comparative data for various metrics are presented in Table 8, which clearly demonstrates
an overall improvement in model performance throughout the refinement process.

Table 8. Ablation studies results. The higher the PSNR and SSIM scores, the better; the lower the
LPIPS score, the better. Red represents the best results.

Test Dataset Metric Baseline RRDB without
ReflectionPad

RRDB with
ReflectionPad U-Net

1st test set
PSNR 30.008 32.024 32.623 33.279

SSIM 0.841 0.801 0.858 0.864

LPIPS 0.203 0.126 0.112 0.099

2nd test set
PSNR 30.047 32.205 32.967 34.371

SSIM 0.807 0.866 0.869 0.852

LPIPS 0.213 0.167 0.145 0.134

3rd test set
PSNR 29.703 31.731 32.378 32.878

SSIM 0.769 0.726 0.899 0.823

LPIPS 0.258 0.216 0.207 0.203

4th test set
PSNR 29.238 30.830 31.143 31.835

SSIM 0.777 0.803 0.814 0.832

LPIPS 0.218 0.198 0.203 0.192

Initially, increasing the number of RRDBs effectively contributes to enhancing image
details and high-frequency information. This enhancement is achieved by mapping the
image from an LR to an HR space through a deep network structure. Consequently, more
image details are recovered, resulting in notable improvements in PSNR, SSIM, and LPIPS
scores. Subsequently, adding a Reflection Padding layer on top of this foundation helps
preserve edge information within the input image while reducing edge information loss.
Edge information plays a critical role in generating HR images since it often contains
high-frequency detail information that influences the level of detail present in the gen-
erated results. By introducing the Reflection Padding layer into our model, we achieve
optimal SSIM values indicative of relatively ideal structural reconstruction effects. Lastly,
incorporating a U-Net structure into the discriminator enables it to capture and integrate
image features across multiple resolution levels more effectively. This enhanced capability
assists in distinguishing generated images from real ones while simultaneously improving
reconstructed image quality. In conjunction with our adopted fusion loss approach, this
results in superior LPIPS values and improved perceptual quality for human observers.
At the same time, both the PSNR and SSIM scores exhibit some degree of improvement as
well—evidence that our model delivers higher-quality images. In summary, following these
step-by-step enhancements to our initial design, our proposed method achieves significant
improvements across all relevant metrics—thereby validating the effectiveness of each
modification introduced.

4. Discussion

Remote sensing images have rich and complex scenes and different target features, and
many existing algorithms have difficulty recovering these details accurately. To overcome
this challenge, we propose an Enhanced U-Net Structured Generative Adversarial Network
for Remote Sensing Image Super-Resolution Reconstruction (IESRGAN). IESRGAN consists
of two parts; the first part is based on the RRDB module to improve the generator network
to reconstruct the texture features of remote sensing images while preserving as many
global details as possible. The second part is an improved discriminator network based
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on the U-Net network, which has jump connections and can fuse shallow features with
deep features directly. These are important for generating high-quality images, especially
in tasks that require the generation of fine structures and textures. The results of our
proposed IESRGAN model show good performance on NaSC-TG2, Satellite Image of
Hurricane Damage, NWPU-RESISC45, and UCMerced LandUse datasets in terms of visual
perception and quantitative measurements. In general, our proposed model outperforms
other methods and provides a new approach for super-resolution reconstruction of remote
sensing images.. There are several limitations of this work that need to be noted. First,
the proposed algorithm is specifically designed for remotely sensed images and may
not perform as well on other types of images. Second, we performed super-resolution
reconstructions of remotely sensed images with a magnification factor of x4, which is not
satisfactory for higher magnification factors such as x8.

5. Conclusions

Extensive experimental results show that the IESRGAN model performs well in quan-
titative evaluation metrics (such as PSNR, SSIM, and LPIPS) under different real remote
sensing image datasets and thus has remarkable stability and generalization ability. The
IESRGAN algorithm can provide a promising idea for the super-resolution reconstruction
of remote sensing images, which can be applied to feature recognition classification, land
detection, etc. There are several potential directions for future work in the proposed remote
sensing super-resolution algorithm IESRGAN. A key area is the application of the algo-
rithm to super-resolution reconstructions of remote sensing images at high magnifications
(e.g., ×8), aiming at better practical applications. In addition, the fusion of multi-source
remote sensing image information can be explored to fully exploit the complementary
information between different sources, thus improving the effectiveness of remote sensing
image reconstruction. Finally, it would be beneficial to investigate the application of the
algorithm in real-world processing tasks, such as land monitoring and object classification.
By addressing these challenges, we will continue to advance the field of super-resolution
reconstruction of remote sensing images and expand its applicability in various fields.
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Abbreviations
The following abbreviations are used in this manuscript:

HR High resolution
LR Low resolution
SR Super resolution
CNN Convolutional neural network
GAN Generating adversarial network
RRDB Residual-in-Residual Dense Block
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ReflectionPad Reflection padding
ReLU Rectified linear unit
VGG Very deep convolutional networks
CosineAnnealingLR CosineAnnealingLR
CosineAnnealingLR CosineAnnealingLR
PSNR Peak Signal-to-Noise Ratio
SSIM Structural similarity
LPIPS Learned perceptual image patch similarity
VDSR Very Deep Super-Resolution
SRResNet Super-resolution residual network
SRGAN Super-resolution generative adversarial network
ESRGAN Enhanced super-resolution generative adversarial network
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