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Abstract: Distributed array radar achieves high angular resolution and measurement accuracy, which
could provide a solution to suppress digital radio frequency memory (DRFM) repeater jamming.
However, owing to the large aperture of a distributed radar, the far-field plane wave assumption is no
longer satisfied. Consequently, traditional adaptive beamforming methods cannot work effectively
due to mismatched steering vectors. To address this issue, a DRFM repeater jamming suppression
method based on joint range-angle sparse recovery and beamforming for distributed array radar
is proposed in this paper. First, the steering vectors of the distributed array are reconstructed
according to the spherical wave model under near-field conditions. Then, a joint range-angle
sparse dictionary is generated using reconstructed steering vectors, and the range-angle position
of jamming is estimated using the weighted L1-norm singular value decomposition (W-L1-SVD)
algorithm. Finally, beamforming with joint range-angle nulling is implemented based on the linear
constrained minimum variance (LCMV) algorithm for jamming suppression. The performance
and effectiveness of proposed method is validated by simulations and experiments on an actual
ground-based distributed array radar system.

Keywords: DRFM repeater jamming; sparse recovery; spherical wave model; distributed array radar

1. Introduction

In recent years, repeater jamming generated by digital radio frequency memory
(DRFM) technology [1] has severely threatened modern radar systems. DRFM jammers
can generate a large number of active false targets similar to actual radar targets in time,
frequency, and spatial domain [2], which may seriously affect radar target detection and
tracking. Especially when jamming enters at the angle of the radar mainlobe, the jamming
effect on the radar becomes more significant. To tackle this issue, the idea of using dis-
tributed radar systems to counter DRFM repeater jamming has been proposed and received
attention [3]. Distributed radar consists of multiple spatially separated nodes working
in synchronization, with high angular resolution, a wide detection range, and high node
redundancy [4]. Therefore, in the field of electronic counter-countermeasures (ECCM),
distributed array radar has broad prospects, and research on its anti-jamming methods
is valuable.

Several studies have been conducted on anti-jamming methods for distributed ar-
ray radar, but the total number of studies is still limited. Anti-jamming approaches for
distributed radar systems consist of two aspects: one is to use the distributed array as a
large-aperture, sparse-phased array and suppress jamming by beamforming methods; the
other aspect is to consider the distributed array as a MIMO radar with widely separated
antennas and use the difference between the target echo and the jamming signal received
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by each antenna to identify and suppress the jamming [5]. Regarding the first aspect,
the authors of [3] proposed the basic idea of adding multiple distributed auxiliary arrays
to a single array to suppress the jamming and used the MMSE and MSINR criteria to
complete spatial jamming suppression. Based on this, the authors of [6,7] studied jamming
suppression methods for wideband signals in distributed arrays using frequency-domain
beamforming. The authors of [8] used an iterative adaptive approach (IAA) to reconstruct
the jamming covariance matrix and used it as a training sample for mainlobe repeater
jamming suppression. Reference [9] proposed a subarray-based joint beamforming method
to save system degrees of freedom (DOFs) and computation. Reference [10] proposed
a method that combines spatial mainlobe jamming cancellation and clutter suppression,
which was applied to airborne distributed array platforms. Regarding the second aspect,
reference [11] applied Fisher z-transform to determine target correlation, identify the tar-
get and jamming, and perform spatial filtering. Reference [12] applied joint blind-source
separation methods to separate the target and main lobe jamming and used the separated
signal form to design corresponding spatial filters to complete jamming suppression.

The distributed radar-jamming suppression methods mentioned above usually assume
that the received signal satisfies the far-field plane wave assumption. However, in scenarios
such as ground-based, large-aperture distributed radar and airborne distributed MIMO
SAR, the equivalent aperture of the distributed array can be very large, and the angle
at which the target signal arrives at each node may be different, so the received signal
can no longer be approximated as a plane wave model. In this case, the problem of
jamming suppression is transformed into the problem of near-field beamforming for a
large-aperture array. Research on near-field beamforming methods for large-aperture arrays
has mainly been conducted in the communication field, requiring signal coding [13,14]. In
the radar field, reference [15] proposed a frequency-domain adaptive beamforming method
based on the Fresnel model to improve beamforming accuracy in broadband scenarios.
Reference [16] proposed a near-field high-resolution spatial filter based on a deconvolution
beamformer. However, the above methods based on the Fresnel near-field signal model
cannot accurately estimate the range parameters of the jamming, resulting in a decrease in
the jamming suppression effect.

Inspired by the idea of space-time adaptive processing (STAP) [17] and space-fast-time
adaptive processing (SFTAP) [18,19], a DRFM repeater jamming suppression method based
on joint range-angle sparse recovery and joint range-angle beamforming is proposed. First,
the joint range-angle two-dimensional (2D) steering vector is created based on the near-
field spherical wave model. Then, a sparse dictionary within only the mainlobe scope is
constructed, and weighted L1-SVD sparse recovery is proposed to estimate the jamming po-
sition. Subsequently, LCMV beamforming is carried out using jamming position estimation
results for jamming cancellation.

This paper is developed as follows. In Section 2, the distributed array radar model
and corresponding near-field signal model are established. In Section 3, the details of the
proposed method are introduced. In Section 4, the advantages of the proposed method
compared with other methods are verified by numerical simulations and experiments. The
conclusion is presented in Section 5.

2. Signal Model of Distributed Array Radar

Large-aperture distributed array radar consists of one main array and several inde-
pendent receiving auxiliary arrays, which are connected to an operation center and work
cooperatively [20]. In this paper, one main array with a large aperture in meters and M
auxiliary receiving arrays with smaller apertures are arranged to form the distributed array
radar, as shown in Figure 1. The phase-center positions of each array are optimized by an
adaptive genetic distributed radar node position optimization algorithm [21], which can
suppress the grating lobe and maintain the equivalent mainlobe width. In the following
description, we refer to a single main array or auxiliary array as a unit array.
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Figure 1. Configuration of distributed array radar.

The chirp-form signal transmitted by a certain unit array can be expressed as

st(t) = rect
(

t
TP

)
Aej2π( f0t+ 1

2 kt2). (1)

The target signal received by the unit array can be expressed as

s0(t) = rect
(

t− 2R0/c
TP

)
Aej2π( f0(t−2R0/c)+ 1

2 k(t−2R0/c)2). (2)

Repeater jamming is performed by alternately acquiring and repeating a sampling
paragraph of a radar-transmitted signal. This repeating is normally achieved by means
such as direct repeating and repetitive repeating without losing generality, e.g., full-pulse
repetitive repeating jamming. Assuming that there are a total of J jamming signals from
different directions received by the unit array, the j-th jamming signal (j = 1, . . . , J) can be
expressed as

sj(t) =
L

∑
l=1

Ajrect
(

t− tl
TP

)
Ajej2π( f0(t−tl)+

1
2 k(t−tl)

2), (3)

where Aj is the amplitude of the jamming, L is the total number of false targets of sj, and tl
is the time delay of the l-th false target. It can be seen from (3) that the pulse modulation
rate and other characteristics of the jamming and the target are quite similar. Thus, a certain
pulse compression (PC) gain can be obtained by jamming, and a series of false target peaks
in different range units can be formed after pulse compression.

Because the auxiliary array and the main array can be used as one equivalent array
after time-frequency synchronization, the array echo can be expressed as

S(t) = a(θ0)s0(t) +
J

∑
j=1

a(θj)sj(t) + N(t), (4)

where a(θ0) = [amain(θ0), aa1(θ0), . . . , aaM(θ0)] is the steering vector of the target signal, a(θj)
= [amain(θj), aa1(θj), . . . , aaM(θj)] (j = 1, . . . , J) is the steering vector of the j-th jamming signal,
and N(t) refers to array noise. Considering a far-field plane wave model, the far-field
steering vector a(θ) can be expressed as

afar−field(θ) = [amain(θ), aa1(θ), · · · , aaM(θ)] =
[
e(

2jπ
Λ (xmain sin θ)), e(

2jπ
Λ (xa1 sin θ)), · · · e(

2jπ
Λ (xaM sin θ))

]
(5)

As for distributed array radar, its equivalent aperture can reach over several hundred
meters. As a result, the distance from the signal source to the phase center of each unit array
differs considerably, and the time delay from the target to a different unit array cannot
be ignored. This time delay difference may lead to a signal amplitude envelope error
and a phase error. Although the amplitude envelope can be corrected by time–frequency
synchronization, the phase error in the steering vector model cannot be neglected. Thus,
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the signal model of the distributed array cannot be simply equivalent to the plane wave
model. In this paper, the near-field spherical wave model is employed to revise the steering
vector of the original far-field model. The spherical wave model is chosen instead of the
Fresnel model mentioned in [15,16] because the Fresnel model is an approximate model
of the spherical wave model after Taylor expansion. If the target’s position falls outside
the range R ∈

[
0.62(D3/Λ)

1/2, 2D2/Λ
]
, the accuracy of the model decreases, resulting in

performance degradation. As shown in Figure 2, assume that Rmain is the distance between
the phase center of the main array and the signal source, and Rai (i = 1, . . . , M) is the
distance between the phase center of each auxiliary array and the signal source. According
to the cosine theorem, the distance between each unit array can be expressed as

R = [Rmain, Ra1, · · · , RaM]

= [
√

R2 − 2Rxmain sin θ + x2
main,

√
R2 − 2Rxa1 sin θ + x2

a1, · · · ,
√

R2 − 2RxaM sin θ + x2
aM]

(6)

where xmain is the position of the main array, and xai (i = 1, . . . , M) is the position of each
auxiliary array.
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Then the near-field spherical wave model steering vector can be obtained as

a(θ, R) = [amain(θ, R), aa1(θ, R), · · · , aaM(θ, R)]

=
[
e(

2jπ
Λ (R−Rmain)), e(

2jπ
Λ (R−Ra1)), · · · e(

2jπ
Λ (R−RaM))

] (7)

Although the revised steering vector can improve the performance of spatial beam-
forming, there are still two obstacles that lead to the dissatisfactory performance of spatial
beamforming. On the one hand, the spherical wave model needs range information to
form an accurate steering vector, while the unknown range information about the jamming
signal may lead to steering vector mismatch. On the other hand, when jamming occurs
near or in the main lobe of the distributed array radar, beam distortion occurs and leads to
heavier losses of target energy.

3. Proposed Jamming Suppression Method

The proposed joint range-angle sparse recovery and beamforming method can be
implemented by following three main steps, as shown in Figure 3. First, the received signal
is preprocessed by pulse compression and subarray-level sidelobe jamming cancellation.
Secondly, the overcomplete basis for sparse recovery is created based on the revised
spherical wave model steering vector. Next, jamming joint range-angle positions are
estimated by the weighted L1 norm singular value decomposition (W-L1-SVD) method.
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Then, joint range-angle beamforming is proposed for jamming cancellation. Finally, the
jamming residual and beam loss are judged, and the jamming estimation and beamforming
processes are iterated until the jamming is fully suppressed and the beam loss reaches the
lowest value.
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3.1. Sparse Dictionary Generation

Subarray-level jamming cancellation is proposed first to suppress the sidelobe jamming
for each subarray to save the degree-of-freedom (DOF). Subarray-level sidelobe jamming
cancellation adds an extra constraint to adaptive beamforming to maintain the mainlobe
shape. Under constrained beamforming, only sidelobe jamming is cancelled, while DRFM
repeater jamming and the target are preserved. Then, the jamming joint range-angle
position is estimated with reference to the idea of SFTAP proposed in [18] and the idea of
sparse recovery direction of arrival estimation proposed in [22]. Instead of a large number
of slow-time samples used in STAP, echoes in one period of time (PRT) are used in proposed
method. A range-angle data vector is generated for sparse recovery by transforming the
array element fast time 6 × N two-dimensional echo matrix is into 6N × 1 one-dimensional
echo vectors. The sparse recovery data vector of only one target-signal echo corresponding
to any (θ, R) position can be represented as

XT(θ, R) = [Xmain, Xa1, · · · , XaM]T , (8)

where Xmain(t) is the pulse compression result of the echo received by the main array from
(θ, R). Similarly, Xai(t) (i = 1, · · · , M) is the pulse compression result of the echo received by
each auxiliary array from (θ, R).

Noticing that the PC result of repeater jamming forms multiple sparse peaks in the
joint range-angle plane, an overcomplete basis, also known as a sparse dictionary, can be
generated for sparse recovery jamming position estimation. Since sidelobe jamming can be
suppressed through subarray-level cancellation, a smaller dictionary can be created within
the mainlobe area instead of using the whole airspace. The small dictionary also reduces
the computation of sparse recovery. Specifically, {θ−m, · · · , θm} is the angle scope within
the mainlobe area, and

{
R1, · · · , RTP

}
is the range scope covering the range corresponding
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to the time duration in one PRT. To construct the sparse dictionary, (θ, R) is traversed at a
certain interval to construct the following matrix:

Ψ =

 XT(θ−m, R1) · · · XT(θm, R1)
... XT(θi, Rj)

...
XT(θ−m, RTP) · · · XT(θm, RTP)

, (9)

where θi ∈ {θ−m, · · · , θm}, Rj ∈
{

R1, · · · , RTP

}
.

The sparse dictionary is constructed by vectorizing Ψ by column, which can be ex-
pressed as

Φ = vec(Ψ). (10)

3.2. W-L1-SVD Sparse Recovery for Jamming Position Estimation

Similar to constructing a data vector corresponding to any (θ, R) position in (8),
the pulse compression result of distributed array echo is used to construct a data vector.
Assuming that the array echo S(t) defined in (4) is pulse-compressed to Y, the data vector
of Y can be obtained as follows

YT(θ, R) = [Ymain, Ya1, · · · , Ya5]
T . (11)

Then, the data vector of the distributed array echo (YT) can be proposed by the
following sparse representation:

YT = ΦB + N, (12)

where B is the sparse vector with a sparsity of Q containing the range-angle information of
signal sources.

In this paper, the L1-SVD method [23] is used to solve the sparse recovery problem.
The L1-SVD method uses singular value decomposition (SVD) to reduce the dimension
of the received data matrix and extracts the signal subspace for signal estimation. The
algorithm first performs SVD on the echo data, which can be expressed as

YT = UΛVH, (13)

where U and V are matrices composed of the left singular vector and the right singular
vector of XT, respectively. The elements on the diagonal of Λ are the singular values of XT
and are arranged in descending order. The dimension of XT is reduced by using the results
of SVD:

YSV = UΛDP, (14)

where DP = [IP 0]H, IP is the identity matrix, and P is the number of signals. The elements
on the diagonal of Λ are the singular values of X and are arranged in descending order.
Similarly, BSV = BVDP, and NSV = NVDP. Then, (14) can be replaced by

YSV = ΦBSV + NSV . (15)

Thus, the L1 norm minimization constraint model can be expressed as

min
BSV

∥∥b̂SV
∥∥

1 s.t. ‖YSV −ΦBSV‖2
f ≤ β2, (16)

where β is a hyperparameter related to the noise level; and b̂SV =
[
b̂SV1, b̂SV2, · · · b̂SVQ

]
, in

which b̂SVq(q = 1, 2, · · · , Q) is the L2 norm of all elements in row Q of matrix B, that is

b̂SVq =
∥∥∥(BSV)q∗

∥∥∥
2
=

√√√√ 2P

∑
i=1

(bSV)
2
qi. (17)
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However, the L1-SVD method suffers from pseudo-peaks and peak offset under low
interference-to-noise ratio (INR) conditions because the algorithm directly imposes the
L1 norm constraint on the sparse recovery instead of the L0 norm constraint. The L0
norm of the vector only exists as 0 or 1, so the contribution of large coefficients and small
coefficients to the objective function is the same. However, in the L1 norm constraint model,
the contributions of large coefficients and small coefficients to the objective function are
different. The modulus corresponding to a large coefficient is large, and the corresponding
contribution is relatively large, and vice versa. To ensure the convergence of the objective
function, the constraints on large coefficients must be larger, and the constraints on small
coefficients must be smaller. Since small coefficients usually correspond to noise compo-
nents, in noisy scenes, the noise components are difficult to be strictly constrained. As a
result, the performance of the algorithm is reduced.

To solve this problem, a weighted L1 norm constraint SVD method, namely the W-L1-
SVD method, is applied. By weighting the norm constraint model, the large coefficient in
the constraint model is subject to a small weight penalty, and the small coefficient is subject
to a large weight penalty. This adaptive adjustment mechanism enables the weighted L1
norm constraint model to better approximate the L0 norm model. The specific steps are
as follows.

When performing SVD in (13), U is separated into signal subspace (Us) and noise
subspace (Un).

YT = UΛVH = [Us Un]ΛVH (18)

It can be proven that the signal subspace spanned by the noise subspace (Un) and
the array manifold matrix (A) is orthogonal. Considering the relationship between the
overcomplete basis set (Φ) and the array manifold (A), Φ can be written as

Φ = [A C]. (19)

By using the orthogonal properties between signal subspace and noise subspace,

ΦHUn =
[
UH

n A UH
n C
]H
≈
[
0H

n UH
n C
]H

, (20)

the weight vector can be written as

w =
[
W(l2)T

A W(l2)T
C

]T
, (21)

where WA =
[
UH

n A
]H and WC =

[
UH

n C
]H . The updated optimization model can be

expressed as
min
BSV

∥∥diag(w)b̂
∥∥

1 s.t. ‖YSV −ΦBSV‖2
f ≤ β2. (22)

The optimization problem can be solved by cone programming software packages
such as the CVX toolbox [24]. After the sparse vector is obtained, joint range-angle position
estimation of jamming can be performed by searching the corresponding peaks in the
sparse dictionary. In this paper, the number of peaks in the range domain is used to identify
the target and jamming. After obtaining a sparse recovery range-angle two-dimensional
plane, a signal from a single angle with only one peak is considered a target. On the
contrary, a signal from a single angle with multiple peaks is considered jamming.

3.3. Beamforming with Joint Range-Angle Nulling

Range-angle joint beamforming with multiple nulling is performed using the jamming
position estimation results obtained by sparse recovery. The joint beamforming weight is
constructed according to the linear constrained minimum variance (LCMV) criterion.
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When the range-angle position of DRFM repeater jamming is known, the linear
constrained minimum variance (LCMV) criterion makes the output power,

Pout = E
[
|y(t)|2

]
= wHRTw, (23)

reach its minimum value under constraint

wHAC = f, (24)

where AC =
[
XT(θ0, R0), XT(θ1, R1), · · · , XT

(
θJ , RJ

)]
is the linear constraint using the

jamming position estimation results, RT = 1
(1+M)N YTYH

T is the covariance matrix of YT,

and f = [1, 0, · · · , 0]T . In a practical situation, the constraint of target xT(θ0, R0) is not a
priori knowledge, the target position information of the previous PRT is used as the target
position, and an iterative process is proposed in the LCMV beamforming process to obtain
more accurate XT(θ0, R0).

The initial values for iteration are set to the target range and angle at the previous pulse
repetition time (PRT) before the distributed radar receives jamming during the tracking
process. The estimated target peak (R̃0) in the PC result after jamming suppression is used
to modify R0. The angle value is obtained by traversing within a certain range around the
initial angle [−∆θ + θ0, ∆θ + θ0] and selecting the angle value with the smallest target loss.
Through iteration, the target position can be updated until the number of cycle iterations
reaches the limit or the signal loss reaches the minimum.

According to the Lagrange multiplier method, the 2D beamforming weight vector
wLCMV can be calculated as

wLCMV = R−1
T C

(
CHR−1

T C
)−1

f. (25)

After using the modified weighted vector, a series of nulls at the joint range-angle
positions of false targets is formed. As a result, the false targets caused by DRFM repeater
jamming can be suppressed. The LCMV weight vector is applied to the data vector of the
distributed array received echo, and the output result pointing to the target position can
be obtained.

4. Numerical Simulations and Experimental Analysis

In this section, the performance of the proposed method is verified by numerical
simulation and experiments based on a ground-based air detection distributed array radar
system. The results are as follows.

4.1. Numerical Simulation Analysis

In the numerical simulation section, a one-dimensional large-aperture distributed
array radar system that consists of one main array and five auxiliary arrays is arranged.
The positions of unit arrays of the distributed array are designed to form a non-uniform
sparse linear array using the adaptive genetic algorithm proposed in [21] for grating lobe
suppression. The detailed simulation parameters are shown in Table 1. The mainlobe
width of the main radar is 2◦, and the equivalent mainlobe width of the distributed array
is calculated as 0.1◦. The performance of the proposed method is studied and compared
with the JADBF [9], SFTAP [19], and JBSS [12] methods. To fully verify the effectiveness
and universality of the method, the proposed method and other methods are tested in
single-jamming and two-jamming situations.
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Table 1. Simulation parameter settings.

Parameter Name Parameter Value

Distributed array aperture 80 m
Subarray position (* refers to main array) [0, 37.62, 38.87, 50.73 *, 62.54, 80]

Main array aperture 5 m
Auxiliary array aperture 1 m

Carrier frequency 3 GHz
Bandwidth 20 MHz
Pulse width 20 µs
Target angle 0◦

Target range 10 km
Signal-to-noise ratio (SNR) 0 dB

Jamming angle 0.03◦; −0.05◦

Jamming false target range 10.01 km 10.03 km 10.05 km; 10.07 km 10.09 km
Jamming-to-noise ratio (JNR) 30 dB

The sparse recovery estimation results of simulated jamming signals obtained by
W-L1-SVD are shown in Figure 4. As seen from Figure 4, the false target position of
single jamming and two jamming can both be accurately displayed by the W-L1-SVD
method. The range-angle position of jamming peaks can be further extracted by detecting
the two-dimensional peak position of sparse recovery results.
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Figure 4. Jamming peaks estimated by W-L1-SVD: (a) single jamming; (b) two jamming.

After joint range-angle position estimation, range-angle joint beamforming with multi-
ple nulling is performed to form multiple nulls. Figure 5 shows the range-angle joint beam
pattern formed by the proposed range-angle joint beamforming method and the SFTAP
method for comparison. It can be seen from the figure that joint range-angle nulls can be
generated at the estimated jamming position by the proposed 2D-LCMV beamforming
method, while the peak value at the joint range-angle position is not reduced. Moreover,
the mainlobe at target range unit is also not offset, which proves the accuracy of the pro-
posed near-field spherical wave-steering vector model. In comparison, the SFTAP method
cannot accurately form nulls in both single-jamming and two-jamming situations, and the
mainlobe offset is severe because of the mismatch between the steering vectors used in the
SFTAP method and the near-field steering vector model.
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Figure 5. Range-angle joint beam pattern of (a) the proposed method in a single-jamming situation,
(b) the proposed method in a two-jamming situation, (c) SFTAP in a single-jamming situation, and
(d) SFTAP in a two-jamming situation.

To further compare the performance of the proposed method with that of other DRFM
repeater jamming suppression methods, the beam patterns of the proposed method, SFTAP,
JADBF, and JBSS and the ideal quiescent pattern, are shown in Figures 6 and 7, respectively.
In the one-jamming situation, the beam pattern of the proposed method shown in Figure 6a
is sliced from the target signal range unit (10 km) of the 2D beam pattern, and the pattern
shown in Figure 6b is sliced from the first false target jamming range unit (10.01 km)
of the beam pattern. Similarly, the beam patterns in Figure 7a–c are sliced from 10 km,
10.01 km (corresponding to the jamming in 0.03◦), and 10.07 km (corresponding to the
jamming in −0.05◦). As can be found from Figure 6a, the pattern of the proposed method
is more consistent with the quiescent pattern, which means the proposed method may
achieve lower target loss. However, other methods suffer from pattern offset and target
loss. As shown in Figure 6b, the proposed method can form more accurate and deeper
nulls than the compared methods, resulting in a lower jamming residual. Beam patterns
of the JADBF and JBSS are similar in Figure 6a,b, while the proposed method and SFTAP
show significant differences because JADBF and JBSS are spatial-domain methods. The
beam patterns of these two methods do not change with the range. The beam pattern of the
proposed method and that of the SFTAP method may change with the range because these
methods impose constraints on both range and angle. Similar conclusions can be found
in Figure 7 corresponding to two-jamming situations. The proposed method shows better
performance in maintaining the target signal and accurate jamming cancellation compared
with the other methods.
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Figure 7. Beam patterns of the proposed method and comparison methods in a two-jamming
situation: (a) at the target range unit; (b) at the jamming range unit corresponding to 0.03◦; (c) at the
jamming range unit corresponding to −0.05◦.

The pulse compression results of the proposed method, JADBF, SFTAP, and JBSS are
shown in Figure 8. It can be seen that the target PC peak of the proposed method can
be accurately detected. On the other hand, the comparison methods suffer from serious
jamming residuals, and the target PC peak is difficult to accurately detect. It can also be
seen that in the two-jamming situation, the peaks caused by jamming residuals in the
comparison methods are more numerous and higher in amplitude. In particular, the JBSS
method shows much worse performance because of the misjudgment of the target channel
after the separation of the target and jamming channel.

For further comparison of the performance of the proposed method and other methods,
the output signal-interference-to-noise ratio (SINR) versus input signal-to-noise ratio (SNR)
of the proposed method, SFTAP, JADBF, and JBSS are shown in Figure 9. It is found that
the output SINR of the proposed method is better than the output SINR of SFTAP, JADBF,
and JBSS. This is because the proposed method achieves lower target loss and less jamming
residual compared with other methods.
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In practical situations, array calibration error is often non-negligible. Array calibration
error includes the antenna location error and mutual coupling error, resulting in subarray-
level amplitude and phase differences. The calibration error may cause mainlobe offset
and target degradation after utilizing the proposed method. Additional simulation results
validate the effects of calibration error, as shown in Figure 10 below. In this simulation, 10%
array position error is added to the received signal. Comparing Figure 10 with Figure 9a, it
can be observed that both the proposed method and the comparison method experience a
small decrease in output SINR when calibration error occurs.
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4.2. Experimental Analysis

The experimental data of a ground-based distributed array radar system are used to
verify and analyze the proposed algorithm. The experimental scene is shown in Figure 11.
The array arrangement is similar to the distributed array radar used in the simulation part
and is used to detect high-altitude civil aircraft targets at an elevation angle of 20◦. The
azimuth aperture of the distributed array is 100 m, and the position of auxiliary arrays are
also optimized by the algorithm in [21]. The aperture of the distributed array radar used in
the experiment is 100 m. The position of each subarray is [0, 28.57, 34.22, 42.94, 52.55, 100],
and the main array is located at 34.22 m. The mainlobe width of the main array is 1◦, the
mainlobe width of each auxiliary array is 5◦, and the mainlobe width of the whole DAR is
0.11◦. The jamming is transmitted by a large unmanned aerial vehicle (UAV), and the time
delay is added in advance to approximate the real jammer position. In the experimental
environment, a dense false target jamming signal with 20 false peaks comes from 0.112◦,
the target signal comes from 0◦, the target distance is 15.21 km, and input SNR is evaluated
as 20 dB after pulse compression.
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Figure 11. Schematic diagram of the experimental scene.

The jamming position estimation results obtained using the experimental data are
shown in Figure 12, and the range-angle joint beam pattern of the proposed method is
shown in Figure 13. It can be seen from these figures that the proposed method can
accurately estimate the location of jamming false target peaks, and the corresponding nulls
can be formed by the joint beamforming method. The target can also be maintained in the
joint beam pattern.
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The pulse compression results before and after jamming cancellation obtained by
the proposed method and comparison methods are shown in Figure 14. The signal can
be correctly detected, while comparison methods cannot fully suppress the jamming or
have target loss. The output SINRs of the proposed method and comparison methods
based on 20 received pulses are shown in Figure 15, and the average SINR improvement is
calculated and shown in Table 2. It is obvious that the proposed method can obtain better
anti-jamming results than other methods, and the average SINR improvement reaches
more than 3.72 dB. During the experiment, the impact of calibration error was reduced by
two-stage calibration using a signal calibration tower and unmanned aerial vehicles. As a
result, good anti-jamming performance is shown in the experimental results.
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Table 2. Average output SINR of various methods.

Method Proposed JADBF SFTAP JBSS

SINR (dB) 17.17 13.44 8.54 11.87

5. Conclusions

A DRFM repeater jamming suppression beamforming method based on joint range-
angle sparse recovery and joint range-angle beamforming for distributed array radar is
proposed in this paper. In the proposed method, the steering vectors of a distributed
array are reconstructed according to the spherical wave model under near-field conditions.



Remote Sens. 2023, 15, 3449 16 of 17

Then, the L1-SVD sparse recovery method with a two-dimensional sparse dictionary is
proposed to estimate the range-angle position of jamming. Finally, beamforming with
joint range-angle nulling is performed for jamming suppression. The proposed method
can enhance the anti-jamming performance of distributed array radar in the presence of
multiple DRFM repeater jamming.
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