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Abstract

:

Synergies of optical, thermal and laser scanning remotely sensed data provide valuable information to study the structure and functioning of terrestrial ecosystems. One of the few fully operational airborne multi-sensor platforms for ecosystem research in Europe is the Flying Laboratory of Imaging Systems (FLIS), operated by the Global Change Research Institute of the Czech Academy of Sciences. The system consists of three commercial imaging spectroradiometers. One spectroradiometer covers the visible and near-infrared, and the other covers the shortwave infrared part of the electromagnetic spectrum. These two provide full spectral data between 380–2450 nm, mainly for the assessment of biochemical properties of vegetation, soil and water. The third spectroradiometer covers the thermal long-wave infrared part of the electromagnetic spectrum and allows for mapping of surface emissivity and temperature properties. The fourth instrument onboard is the full waveform laser scanning system, which provides data on landscape orography and 3D structure. Here, we describe the FLIS design, data acquisition plan and primary data pre-processing. The synchronous acquisition of multiple data sources provides a complex analytical and data framework for the assessment of vegetation ecosystems (such as plant species composition, plant functional traits, biomass and carbon stocks), as well as for studying the role of greenery or blue-green infrastructure on the thermal behaviour of urban systems. In addition, the FLIS airborne infrastructure supports calibration and validation activities for existing and upcoming satellite missions (e.g., FLEX, PRISMA).
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1. Introduction


The role of remote sensing in ecological research has increased in importance in recent decades as it has become an irreplaceable source of information on ecosystem status and change [1,2,3]. Ecological research tends to become increasingly complex in order to understand the interactions of organisms, including humans, with the environment at different scales [4,5,6]. To answer such complex questions, synergies of multi-source, multi-temporal and multi-scale observations are needed, and remote sensing technology can provide such data [7,8,9,10,11].



On the one hand, there are satellite data with regular acquisitions, typically with global coverage and spatial resolution varying between 10 m and 1 km (e.g., Landsat, Copernicus Sentinels). Regular satellite-based observations have improved our ability to detect global trends and changes in forest cover [12], shifts in vegetation phenology [13], declines in land evapotranspiration [14], etc., but are less suitable for studying local phenomena. Recently, the availability of hyperspectral satellite data has increased thanks to the PRISMA [15] and EnMAP [16] missions, and there are also emerging constellations of small satellites providing data with very high spatial resolution [17]. On the other hand, there is a boom in unmanned aerial systems (UAS) used for ecosystem research [18,19,20,21,22,23]. The UAS systems compete with remote sensing from aircraft platforms, the most traditional form of remote sensing, due to their higher operability and lower acquisition costs. The niche for airborne remote sensing is therefore becoming smaller.



However, airborne remote sensing data provide an intermediate-scale link between large-scale satellite and point-scale field observations [24]. They are essential for the calibration and validation of satellite products [25], the simulation of future satellite data [26], flexible to address specific research needs for testing and developing methods at the local scale [27,28], and provide greater flexibility for integration with field campaigns [29]. In addition, it is a stable platform that can accommodate multiple sensors simultaneously (multi- or hyperspectral scanners, lasers, thermal scanners and radars) and operate them under the same illumination conditions. Multi-sensor airborne data increase our ability to retrieve structural and functional properties of different landscape elements in high spatial detail [9]. Airborne data also play an indispensable role in the study of urban ecosystems [30,31]. High spatial/spectral resolution in reflectance and thermal, together with detailed digital terrain and surface models derived from dense laser point clouds, provide a data portfolio for assessing relationships between 3D urban structures, properties of urban elements and thermal performance. Such detailed information is very important for urban planners and cannot currently be obtained either from satellite (very low spatial resolution in the thermal domain) or UAS (legal obstacles in populated areas).



The concept of an airborne multi-sensor platform is not new. To our knowledge, there are currently two systems in operation in the United States and three in Europe. In the United States, these are the Carnegie Airborne Observatory (CAO) and its next-generation CAO-2 Airborne Taxonomic Mapping System [32,33] that is used within the National Ecological Observatory Network’s Airborne Observation Platform (NEON AOP; [34]) and NASA’s Goddard’s LiDAR, Hyperspectral and Thermal (G-LiHT) airborne imager [35]. In Europe, it is the Swiss Airborne Research Facility ARES [36], the NERC Airborne Research and Survey Facility in the United Kingdom [37] and the Flying Laboratory of Imaging Systems FLIS [38,39] operated by the Global Change Research Institute of the Czech Academy of Sciences (CzechGlobe). The main goal of this contribution is to describe the FLIS research infrastructure and provide details on data pre-processing and fusion.




2. System Design and Instruments


The scientific objective of FLIS is to provide an operational infrastructure for high-quality remote sensing data combining hyperspectral, thermal and laser scanning from a single platform to support complex and long-term ecosystem research at spatial scales corresponding with processes and fluxes of energy and matter within and between ecosystems.



FLIS consists of four main instruments and their associated control and computing systems installed in a photogrammetric aircraft (Figure 1). The aircraft is Cessna 208 B Grand Caravan, which was modified to acquire data through two custom-made hatches. The instruments onboard are three commercial imaging spectroradiometers (or hyperspectral scanners) produced by the Canadian company ITRES Research Limited. These are CASI-1500 (Compact Airborne Spectrographic Imager), which captures data in the visible and near-infrared (VNIR) region between 380 and 1050 nm, and SASI-600 (SWIR Airborne Spectrographic Imager), which captures data in the shortwave infrared (SWIR) region between 950 and 2450 nm. These two sensors are mounted on a gyro-stabilised platform in the front hatch and together provide full spectral data between 380 and 2450 nm. Their main application is the assessment of vegetation biochemical, soil and water chemical properties. The third imaging spectroradiometer, TASI-600 (Thermal Airborne Spectrographic Imager), captures data in the long-wave infrared (LWIR) thermal region between 8000 and 11,500 nm. It allows for the mapping of surface emissivity and temperature properties. The three imaging spectroradiometers (hereafter referred to as CASI, SASI and TASI) are push-broom sensors that scan an area of interest in individual rows using the aircraft’s forward motion. The basic technical specifications of the FLIS hyperspectral scanners are summarised in Table 1.



The fourth instrument onboard is the LMS Q780 full waveform laser scanning system (or LiDAR, abbreviated from Light Detection and Ranging), manufactured by RIEGL Laser Measurement Systems GmbH [40]. It provides data on landscape orography and the 3D structure of vegetation and non-vegetation surfaces. The laser scanner uses a polygon rotating mirror to produce straight parallel scan lines and equally dense laser footprint patterns on the ground. The basic technical specifications of the laser scanner are summarised in Table 2. The laser scanner is mounted with TASI in the rear hatch. Thanks to its wide field of view of 60°, the area of interest is typically covered with double point density, as the flight plan is often optimised for hyperspectral sensors with a narrower field of view of 40°.



The aircraft is equipped with other devices and systems (such as a navigation system, a gyro-stabilised platform, etc.) to improve the quality of the hyperspectral and laser data and to acquire auxiliary data for the final processing. The current altitude and position of the aircraft and sensors are monitored using GNSS/IMU inertial navigation units. The POS AV 410 system monitors CASI and SASI, while the AP60 system monitors TASI and the laser scanner. The data acquired by the hyperspectral sensors are synchronised with the signal from the GNSS/IMU units and recorded in the acquisition computers.



The installation of the instruments in the aircraft (Figure 1) can also be viewed on a 3D image available at [41]. The total payload, including the instruments and their accessories, has a mass of about 360 kg. More technical details about FLIS and example datasets can be found at [38].



In addition to the four primary sensors, the aircraft is certified to carry the HyPlant instrument [42,43], an airborne demonstrator for the upcoming ESA FLuorescene EXplorer satellite mission FLEX. FLEX will map global photosynthetic activity through sun-induced fluorescence measurements from space and is expected to be launched in 2025 [44]. The PTR-TOF 6000 instrument [45] for measurements of volatile organic compounds is also certified for onboard installation.




3. Flight Planning and Data Acquisition


Flight planning is an essential part of successful data acquisition. Creating a single optimal acquisition plan for all sensors is challenging. Each sensor requires specific planning to achieve its optimal performance [46], e.g., (i) flight altitude affects the spatial resolution and laser point density; (ii) VNIR and SWIR data are least affected by Bidirectional Reflectance Distribution Function (BRDF) effects when flying in the solar principle plane direction; (iii) thermal data are optimal to acquire as quickly as possible to avoid significant changes in surface temperature within an area of interest; (iv) laser scanner acquisition direction is optimal to plan according to topography. It is, therefore, necessary to properly evaluate all requirements related to a data acquisition task, sensors’ specifications, and flight cost efficiency.



The area of interest is very often covered by multiple flight lines. A multi-line VNIR/SWIR image mosaic suffers from inconsistent reflectance values at the overlay between the flight lines. This inconsistency is caused by surface reflectance properties that vary with different sun illumination and observation angles, as described by the BRDF. In most cases, users prefer a “seamless” mosaic where the same surface is characterised by the same reflectance. The BRDF effect in the across track direction, caused by the relatively wide field of view of the airborne hyperspectral sensors, can be effectively suppressed on hyperspectral images by appropriate flight geometry without the need for subsequent corrections such as nadir normalisation, across track illumination correction, or the BREFCOR algorithm [47]. To minimise the BRDF effect, the flight plan is realised in the actual solar principal plane direction. To support and demonstrate this, simulations of the anisotropic reflectance behaviour of vegetation were performed for a virtual 3D forest stand (see Appendix A). To minimise the BRDF effect in an area of interest, we generate 12 flight plans with an azimuth in steps of 15°. During data acquisition, an operator selects the flight plan closest to the actual solar principal plane direction (between −7.5° and +7.5°). This enables the acquisition of hyperspectral image data (across-track scanning with a push-broom sensor) perpendicular to the solar principal plane with a maximum deviation of 10°. It is necessary to use a gyro-stabilised platform to correct for the non-zero yaw angle caused by an eventual side wind, which results in deviations from the solar principal plane, to ensure proper performance. This approach is particularly useful for sites that could be imaged within a time range when the sun’s azimuth changes from the selected flight plan azimuth by a maximum of ±10°. Sites with “seamless” mosaics, generated without the need for additional BRDF corrections, can be used, for instance, as calibration surfaces for satellite data or time-series analysis.




4. Data Pre-Processing and Products


The FLIS data pre-processing chain (Figure 2) is divided into three branches: (i) for CASI and SASI sensors, which scan the reflected solar radiation in the VNIR-SWIR domain; (ii) for TASI, which scans the emitted thermal radiation in the LWIR domain; and (iii) for the laser scanner. The pre-processing data chains are described separately, while the boresight alignment is common to all sensors.



4.1. Boresight Alignment


The alignment of the IMU/GNSS coordinate system and the coordinate systems of the sensors (boresight angles) is calculated at least once per season and every time the sensors are installed in the aircraft. The boresight angles are computed from data acquired over a calibration site selected in the Brno district Modřice near the Brno-Tuřany Airport (the FLIS home base). This calibration site was chosen because of the large number of small perpendicular streets with gardens and houses with double-pitched roofs, which provide good ground control points for the hyperspectral sensors and the laser scanner (Figure 3). Around 400 ground control points were measured there by a geodetical GNSS system, and about 70 control planes (pitched roofs) were geodetically measured to help with laser scanner calibration. Two boresight flights are always carried out, one optimised for the hyperspectral sensors and the second optimised for the laser scanner.




4.2. CASI and SASI Data


4.2.1. Radiometric Corrections


All hyperspectral sensors are under the ITRES maintenance programme and are regularly serviced and calibrated. Radiometric and spectral calibrations are performed every year by the sensor producer. Radiometric calibration parameters are determined for each pixel of the sensor matrix in a laboratory (Figure 4). The basic radiometric correction procedure for CASI and SASI data consists of subtracting dark current and converting raw values in digital numbers scanned by the sensor into physically defined radiance units. Radiometric corrections are performed using the RadCorr 12.1.3.0 software [48]. The values of the final image data are given in radiometric units [μW·cm−2·sr−1·nm−1] multiplied by a scaling factor of 1000 to make better use of the unsigned integer range.



Additional corrections can be applied to CASI and SASI hyperspectral data during the radiometric corrections to compensate for various negative artefacts in the data. For CASI data, the accuracy of the applied spectral correction is checked during the radiometric correction using a spectral calibration file produced on the fly by a built-in calibration source. Each CASI flight line is accompanied by a spectral calibration file measured before image data acquisition. The scattered light correction is particularly important for CASI, as it removes light scattered in the optical sensor system and is performed on individual rows using defined detector columns that do not receive the image signal. Frameshift smear correction addresses the added signal during data readout in the CCD detector. Second-order light correction adjusts the effect of the diffraction grating on the broad spectral range of the CASI sensor, which causes artificial amplification of the signal at specific wavelengths. This effect is corrected using a model based on laboratory experiments with the given sensor. Finally, residual correction, which uses homogenised uniformity data measured at the beginning and end of each flight line, can address random effects that influence individual pixels that cannot be removed during standard processing, such as dust particles on the detector.



For SASI data, additional spectral verification and corrections are based on atmospheric features. Correction of bad pixels is particularly important for SASI and TASI, which are equipped with mercury cadmium telluride detectors. This correction involves detecting and replacing the values of defective pixels with the interpolated values from the surrounding area in spatial or spectral dimensions. The total number of bad pixels is less than 1% of the total array for both sensors. The CASI sensor with the CCD detector has remained free from defective pixels, with only a few instances of bad pixels occurring since 2022 (less than 0.05%).




4.2.2. Georeferencing


Georeferencing, which includes geometric correction and orthorectification, is performed in a single step through parametric geocoding using auxiliary data logged by the POS AV 410 GNSS/IMU unit and a digital terrain model in the GeoCor 5.10.17.1 software [48]. The standard approach involves using a digital terrain model. For campaigns that target forest ecosystems, a digital surface model derived from the laser point cloud data is used to improve georeferencing accuracy. For the resampling of data to the coordinate system (ETRS-89, UTM), the nearest neighbour method is used to prevent spatial interpolation resulting in unrealistic spectral signatures [49,50]. If a mosaic is created, the min. nadir method is typically used, placing a pixel closer to the nadir from two overlapping lines into the mosaic. This mosaicking method reliably eliminates marginal pixels that are more affected by the BRDF effect.




4.2.3. Fusion of CASI and SASI Data


To fully utilise the VNIR-SWIR range for some spectral analysis, it is advantageous to aggregate CASI and SASI data into a single hyperspectral data cube. Due to different spatial resolutions, slightly different viewing angles (sensor models), and potential inaccuracies in georeferencing between CASI and SASI, there are discontinuities in a spectral profile at the VNIR-SWIR boundary [51,52]. Spectral discontinuities mainly occur on highly heterogeneous surfaces, such as forests with changes between sunlit and shaded pixels and urban areas with many spectrally different surfaces. For these ecosystems, it is not possible to use a simple pixel aggregate method to merge CASI and SASI hyperspectral cubes, which, on the other hand, works well for spectrally homogeneous surfaces such as meadows and crop fields. Therefore, we developed our own CASI-SASI Fuse (CSF) method optimised for forest areas.



The CSF method compares the overlapping spectral regions of CASI and SASI data. Input data to CSF are georeferenced and radiometrically corrected CASI and SASI hyperspectral cubes. In the first step, CASI data are spectrally resampled to the SASI spectral resolution and positions of the central wavelength using a third-order Butterworth filter. In the second step, the CASI data are resampled to match the SASI spatial resolution using the pixel aggregate method with a kernel size of 2.5 × 2.5 original CASI pixels. Pixel aggregation is calculated for 64 virtual positions, as illustrated in Figure 5. The original SASI pixel radiance is compared with the 49 variants of the averaged CASI radiance at the wavelength of 1004 nm (Figure 6). The virtual position with an average CASI radiance value that best matches the SASI radiance at 1004 nm is selected as the final position. Once the final spatial position of the CASI pixels for aggregation is determined, the original spectral resolution of the CASI data is used to compute the average radiance values, allowing the spatially resampled CASI data to maintain their original spectral resolution.



The CSF method is currently not optimised for urban systems with many small and spectrally different surfaces. For urban studies, the CASI and SASI datasets are analysed separately.
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Figure 5. Schematic representation of the CASI-SASI Fuse (CSF) method. Thick black lines represent SASI pixels, and thin black lines represent CASI pixels. The CSF method creates 49 virtual positions of aggregated CASI pixels in SASI spatial resolution within the blue rectangle (the red kernel moves within the blue rectangle in steps of 0.5 CASI pixels). The final kernel position for CASI resampling is the minimum difference between the average CASI and SASI radiance values at 1004 nm. 






Figure 5. Schematic representation of the CASI-SASI Fuse (CSF) method. Thick black lines represent SASI pixels, and thin black lines represent CASI pixels. The CSF method creates 49 virtual positions of aggregated CASI pixels in SASI spatial resolution within the blue rectangle (the red kernel moves within the blue rectangle in steps of 0.5 CASI pixels). The final kernel position for CASI resampling is the minimum difference between the average CASI and SASI radiance values at 1004 nm.
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Figure 6. Example of the spectral radiance profile of a CASI-SASI fused pixel (red line) over a forested area. The black lines show a radiance variation of nine CASI pixels within one SASI pixel that would be used for a simple spatial pixel aggregation. 






Figure 6. Example of the spectral radiance profile of a CASI-SASI fused pixel (red line) over a forested area. The black lines show a radiance variation of nine CASI pixels within one SASI pixel that would be used for a simple spatial pixel aggregation.
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4.2.4. Atmospheric Correction


Atmospheric corrections are based on a radiative transfer model that allows for the calculation of surface reflectance from at-sensor radiance without prior knowledge of surface reflectance properties. This calculation is divided into two parts: the estimation of atmospheric parameters and the calculation of surface reflectance. Key atmospheric parameters include the type and quantity of aerosols (aerosol optical thickness) and water vapour content, which significantly affect the passage of radiation through the atmosphere and can vary with time. These parameters can be measured using a sunphotometer during a ground support campaign or estimated directly from the image data.



Atmospheric corrections of CASI and SASI data are performed in the ATCOR-4 software package ver. 7.4.0 [47] using the MODTRAN4 radiative transfer model of the atmosphere [53,54]. Both path and adjacency radiances are corrected during the atmospheric corrections, and the resulting reflectance is calculated from the reflected radiance. The corrected data are expressed in reflectance values at the surface level (hemispherical-conical reflectance factor) multiplied by a constant of 100 to make better use of the unsigned integer range (a value of 1000 means a reflectance of 10%). An example of fully corrected CASI and CASI-SASI fused data is shown in Figure 7a,c.



Corrections for the BRDF effect caused by topography are necessary for data acquired over hilly terrain [47]. High-priority flight campaigns are usually accompanied by ground support measurements for verification/calibration purposes, including measurements of aerosol optical thickness, spectral measurements of ground reference targets, etc. [55]. Spectral reflectance field measurements could be used for vicarious calibration [56], which recalibrates the radiometric correction coefficients to the actual flight conditions, thus improving the atmospheric corrections performed within the ATCOR-4 software package.





4.3. TASI Data


4.3.1. Thermal Radiometric Corrections


The TASI sensor has a dual black body calibration system for onboard radiometric calibration. The first black body keeps an ambient temperature, while the second black body is heated to about 20 °C higher than the first black body. The onboard auxiliary radiometric calibration data are used for radiometric corrections performed in the RadCorr software [48]. There are two basic approaches to radiometric calibration. The first uses laboratory-determined calibration parameters when the onboard calibration data are obtained from a single black calibration body during the flight. The second approach, the dual black body method, uses calibration coefficients specific to each flight line using the data from two calibration black bodies scanned during the flight.



In most cases, the dual black body method is used. Data from the heated black body are also used for spectral verification or calibration of acquired TASI data. The accuracy of the spectral shift determined by the heated black body is significantly improved compared to the ambient black body data.



The values of the final image data are given in radiometric units [μW·cm−2·sr−1·nm−1] multiplied by a scaling factor of 1000 to make better use of the unsigned integer range.



In addition to the ITRES-recommended procedure to interpolate bad pixels in TASI, a two-step correction is applied to remove noise. In the first step, stripe noise is corrected in the spectral domain. In the second step, stochastic noise in the data is removed by spatial interpolation [57].




4.3.2. Thermal Atmospheric Corrections


The removal of atmospheric effects from the thermal hyperspectral data is essential for the correct retrieval of surface temperature and spectral emissivity. Radiometric calibrations deliver image data containing radiation from the surface attenuated by the atmosphere plus radiation from the atmosphere along the line of sight. Thus, the measured radiance at the sensor level (L) is expressed by the following radiative transfer equation:


   L = τ ε   B   ( T ) + τ ( 1 − ε )    L  ↓ atm   +  L  ↑ atm     



(1)




where   τ   is the atmospheric transmittance, ε is the surface’s emissivity, B(T) is the radiance of the surface at temperature T according to Planck’s law, L↓atm is the down-welling atmospheric radiance reflected by the surface (1 − ε), and L↑atm is the atmospheric up-welling radiance. All elements in the equation are wavelength dependent.



In our pre-processing chain, the quantities L↓atm, L↑atm and τ are modelled using the MODTRAN 5.3 radiative transfer model, which is parameterised using data from the ERA5 atmospheric near-real-time reanalysis provided by ECMWF [58]. ERA5 provides hourly estimates of a large number of atmospheric, land and oceanic climate variables on a 0.25° grid [59]. ERA5 data are spatially and temporally interpolated for each TASI flight line. Compensating for atmospheric transmittance and up-welling atmospheric radiance leads to land-leaving radiance:


LLL = ε B(T) + (1 − ε) L↓atm



(2)







LLL is the sum of the radiance emitted by the surface and the reflected radiance. Taking into account the down-welling atmospheric radiation L↓atm is not possible without knowing the surface’s emissivity. Eliminating the influence of down-welling atmospheric radiance is part of the calculation of temperature T (kinetic) and emissivity ε of the surface, which is performed by the Temperature and Emissivity Separation algorithm (TES).



TES was developed by Gillespie et al. (1998) [60] and evaluated in several studies [61,62,63,64], and it is used to resolve the indeterminacy of surface temperature and emissivity [65]. It relies on the assumption that any natural surface emissivity spectrum includes a value close to unity within the LWIR spectral range [66]. TES consists of three modules: the Normalization Emissivity Module [60], the Ratio Component and the Maximum-Minimum Difference Module [67]. In our TASI pre-processing chain, the Normalization Emissivity Module has been improved by smoothing spectral radiance signatures [68]. The Maximum-Minimum Difference module estimates real emissivity and temperature based on a semi-empirical relationship between emissivity contrast and minimum spectral emissivity for common materials [69]. It is meaningful to set its parameters according to the target area [70], so it can be tuned for agriculture, urban or forest areas of interest. To improve the TES’s accuracy, the noisiest bands can be excluded so that the final product has 22 bands. Typically, spectral bands 1–5 are removed due to noise induced by water vapour and bands 28–32 due to lower radiometric sensitivity.



The resulting images after the TASI atmospheric corrections are as follows:




	
Land surface temperature (kinetic temperature) [K] (Figure 7b);



	
Land surface emissivity [-];



	
Land leaving radiance [W m−2 sr−1 m−1];



	
Broadband brightness temperature for emissivity = 1 [K].










4.4. Laser Scanning Data


The pre-processing of the laser scanning data consists of several steps, which are executed using software tools provided by the laser scanner manufacturer, RIEGL Laser Measurement System GmbH. In the first step, the flight trajectory recorded by AP60 IMU/GNSS unit at a frequency of 200 Hz is calculated. Up until the 2020 flight season (included), data from the POS AV 410 INU/GNSS unit were used. This step is executed in the POSPac MMS 8.7 software. In the second step, points are extracted from the acquired full waveform data using RiUNITE 1.0.3. software. RiUNITE also combines data acquired by the scanner and IMU/GNSS unit. The final point cloud is exported into LAZ 1.4 format using the RiPROCESS 1.9.2 software. Data are exported in the ETRS-89 (UTM) coordinate system. The point cloud also includes Riegl extra bytes, which provide important information from full waveform analysis, such as amplitude and pulse width for each point. The final products derived from the point cloud data are the digital terrain model, digital surface model and normalised digital surface model (Figure 7d), which are calculated using the LasTools 20221102 software package.





5. Conclusions


We have established a fully operational airborne research infrastructure for multi-sensor observations to support complex ecological research. Our Flying Laboratory of Imaging Systems (FLIS) allows the simultaneous acquisition of VNIR-SWIR hyperspectral (CASI-1500 and SASI-600), LWIR thermal (TASI-600) and laser scanning (Riegl LMS Q780) data. The aircraft is also certified for HyPlant—the airborne demonstrator of the future FLEX satellite—and PTR-TOF 6000 for volatile organic compound measurements. FLIS data pre-processing is largely based on software tools provided by sensor manufacturers. Improvements and developments have been made in the pre-processing of TASI hyperspectral data and the fusion of CASI and SASI hyperspectral data cubes, mainly over heterogeneous forested areas. The pre-processing chain is currently well established, and further improvements will focus mainly on the better geometric fusion of sensor data and the timely delivery of final products to users.



FLIS operates in the European research space and is part of the EUFAR (European Facility for Airborne Research) association. Currently, the FLIS data are not openly distributed, but most of the acquisitions in the Czech Republic can be viewed at [71] and can be shared upon request for research purposes. The FLIS research infrastructure can be accessed either via EUFAR [72] or via open access to CzechGlobe’s research facilities [73].



The niche for aircraft-based remote sensing is getting narrower due to the recent expansion of unmanned aerial systems and the increasing availability of various satellite data. However, high-fidelity multi-sensor data from airborne platforms are still valuable. Airborne research platforms such as FLIS help to explore data synergies, develop new methods for ecosystem research, provide an intermediate link in an up-scaling scheme between field and satellite data and, finally, support calibration/validation activities of satellite missions. Airborne platforms are still the only platforms that simultaneously operate optical, thermal, radar, laser and other sensors under the same illumination conditions and provide data at a very high spatial resolution, which will not be achieved from space in the near future.
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Appendix A


The anisotropic reflectance behaviour of vegetation was simulated for a virtual 3D spruce forest stand using the Discreet Anisotropic Radiative Transfer (DART) model version v1096 [74,75]. These simulations support and demonstrate how to minimise the BRDF effect when the flight plan is implemented in the actual solar principal plane. The virtual forest scene consists of 25 trees, each 15 m tall (Figure A1), with a tree LAI of 12 m2·m−2, reconstructed from terrestrial laser scanning data as described by Janoutová et al. (2021) [76]. The optical properties of the individual objects in the scene were set according to the field measurements described in Homolová et al. (2017) [77]. The size of the simulated scene was 10 × 10 m with a spatial resolution of 0.5 m; the sun’s zenith angle was 45° and the sun’s azimuth was 150°. Figure A2 shows the anisotropic behaviour of forest reflectance as a function of viewing geometry. Significant differences in reflectance as the viewing geometry changes can be seen in the solar principal plane. In contrast, minimal changes in reflectance occur in the direction perpendicular to the solar principal plane. The above-mentioned results can be advantageously applied to hyperspectral push-broom scanners that scan data in single lines. The only significant change in view angle is in the direction of the across-track. The most balanced reflectance values are therefore obtained when the flight plan is adjusted to the current position of the sun and the azimuth of the flight lines is very close to the current sun azimuth (i.e., the scan lines are perpendicular to the solar principal plane). Figure A3 shows how much a flight plan direction can deviate from the actual solar principal plane (sun azimuth). The lower graphs in Figure A3 show the minimal change in reflectance within the field of view of the FLIS hyperspectral sensors (from −20° to +20°) for planes oriented in a direction perpendicular to the solar principal plane or planes deviating up to 10°.
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Figure A1. (a) 3D representation of the single spruce tree (side and nadir views); (b) schematic representation of the virtual forest scene used for radiative transfer simulations in the Discrete Anisotropic Radiative Transfer (DART) model. 
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Figure A2. Simulation of the angular behaviour of the reflectance of a simulated Norway spruce forest at (a) 550 nm, (b) 665 nm, (c) 780 nm and (d) 1650 nm for the hemisphere. The white asterisk indicates the position of the sun at 45° zenith and 150° azimuth (0° zenith corresponds to the centre, 0° azimuth corresponds to the north). Simulations were performed using the Discrete Anisotropic Radiative Transfer (DART) model. 
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Figure A3. Simulated spectral reflectance Bidirectional Reflectance Factor (BRF), as in Figure A2, but plotted for individual planes. The upper graphs show reflectance for the full range of viewing zenith angles across the hemisphere (from −90° to +90°). The lower graphs show reflectance within the field of view of the Flying Laboratory of Imaging Systems (FLIS) hyperspectral sensors (from −20° to +20°). The colours show the variation of the plane orientation relative to the sun azimuth angle in 5° steps (dark red—solar principal plane, dark green—plane perpendicular to solar principal plane). 
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Figure 1. (a) Cessna 208 B Grand Caravan airborne carrier and (b) the instruments onboard (from right to left: LSM Q780 laser scanner, TASI-600, CASI-1500 and SASI-600 on a gyro-stabilised platform, a rack with acquisition computers). 
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Figure 2. Flow chart of the Flying Laboratory of Imaging Systems (FLIS) data pre-processing chains for CASI, SASI, and TASI imaging spectroscopy data and for laser scanning (LiDAR) data. Abbreviations: GNSS—Global Navigation Satellite System; IMU—Inertial Measurement Unit; DTM—Digital Terrain Model; DSM—Digital Surface Model; nDSM—normalised DSM; Surf. refl.—Surface reflectance; ε—Emissivity; BBT—Broadband Brightness Temperature; LST—Land Surface Temperature. 
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Figure 3. Overview of the boresight calibration site in Brno district Modřice (49.1289N, 16.6094E) with about 400 ground control points (GCP) and a calibration flight plan for hyperspectral sensors. 
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Figure 4. Laboratory determination of radiometric calibration coefficients for the SASI-600 sensor using the LabSphere CSTM-LR-20-M-C integrating sphere at the CzechGlobe calibration premises. 
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Figure 7. Example of the Flying Laboratory of Imaging Systems (FLIS) final products: (a) VNIR hyperspectral data obtained from CASI (displayed as the true-colour composite, pixel size of 0.5 m); (b) land surface temperature obtained from TASI (pixel size of 1.25 m); (c) VNIR-SWIR hyperspectral data obtained by the fusion of CASI and SASI data (displayed as the false-colour composite R—725 nm, G—652 nm, B—552 nm, pixel size of 1.25 m); and (d) normalised digital surface model obtained from the laser scanner (pixel size of 0.5 m). 
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Table 1. Basic technical specifications of the FLIS hyperspectral instruments.
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	CASI-1500
	SASI-600
	TASI-600





	Spectral domain
	VNIR
	SWIR
	LWIR



	Spectral range [nm]
	380–1050
	950–2450
	8000–11,500



	Max. spectral resolution [nm]
	2.7
	15
	110



	Max. number of spectral bands
	288
	100
	32



	Across-track spatial pixels
	1500
	600
	600



	Field of view [°]
	40
	40
	40



	Instantaneous field of view [mrad]
	0.49
	1.2
	1.2



	Typical spatial resolution 1 [m]
	0.5–2.0
	1.25–5.0
	1.25–5.0







1 The minimum spatial resolution corresponds to the flight altitude of about 1000 m above ground level (AGL), while the maximum corresponds to 4000 m AGL.
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Table 2. Basic technical specifications of the FLIS airborne laser scanner LMS Q780.
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	LMS Q780





	Laser pulse repetition rate [kHz]
	Up to 400



	Maximum measuring range [m]
	Up to 5800 1



	Wavelength [nm]
	1064



	Laser beam divergence [mrad]
	≤0.25



	Field of view [°]
	60



	Typical point density [pts/m2]
	0.5–4 2







1 For targets with 60% reflectivity, for targets with 20% reflectivity the maximum range is 4100 m. The maximum range is also dependent on atmospheric conditions. 2 The minimum point density of 0.5 pts/m2 corresponds to the flight altitude of 4000 m AGL, and the maximum of 4 pts/m2 to 1000 AGL. Due to flight line overlap, point densities are usually between 1 and 8 pts/m2.
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