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Abstract

:

Using a dynamical systems approach, we examine the persistence and predictability of geomagnetic perturbations across a range of different latitudes and levels of geomagnetic activity. We look at the horizontal components of the magnetic field measured on the ground between 13 and 24 March 2015, at approximately 40 observatories in the Northern Hemisphere. We introduced two dynamical indicators: the extremal index  θ , which quantifies the persistence of the system in a particular state and the instantaneous dimension d, which measures the active number of degrees of freedom of the system. The analysis revealed that during disturbed periods, the instantaneous dimension of the horizontal strength of the magnetic field, which depends on latitude, increases, indicating that the geomagnetic response is externally driven. Furthermore, during quiet times, the instantaneous dimension values fluctuate around the state-space dimension, indicating a more stochastic and thus less predictable nature system.
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1. Introduction


For centuries, navigators have recognized the directional influence of Earth’s magnetic field on a compass needle. Although this understanding continues to be important in certain settings, the field of geomagnetism has progressed far beyond its historical nautical roots. The geomagnetic field is now being used to study both the Earth’s interior and its surrounding space environment. Indeed, the variations in the Earth’s magnetic field and their spatiotemporal changes offer crucial insights into the planet’s internal dynamics, lithospheric structures, tectonic movements and the state of space weather conditions resulting from Sun–Earth interactions [1]. Furthermore, geomagnetic data support a variety of practical applications, including geophysical mapping, mineral exploration, assessing space weather conditions and mapping of geoelectric hazard [2]. To facilitate these endeavors, a network of ground-based magnetic observatories has been established across the globe to provide accurate and long-term records of magnetic-field direction and intensity at fixed locations. Currently, more than one hundred magnetic observatories produce and regularly report digital data with an acquisition cadence of at least one minute. Additionally, there are ground-based fluxgate networks called variometer networks that only measure the magnetic field’s time variation in relation to a predetermined baseline. If one is only interested in identifying the magnetic field’s temporal variations rather than its absolute value, these variometer networks, which serve as a complement to magnetic observatories, can be of excellent help.



Data collected from magnetometers on the ground have played a crucial role in advancing our understanding of space weather events due to Sun–Earth interactions. These measurements have led to significant discoveries and have been used to define the different phases of magnetic storms such as the commencement, initial, main and recovery phases and to describe the time evolution of the magnetospheric substorms at high latitudes. Indeed, magnetic storms and magnetospheric substorms are among the most intricate phenomena in space weather as they interconnect the Sun, interplanetary space, the Earth’s magnetosphere and atmosphere and sometimes even the Earth’s surface in a globally unique way [3]. The interaction between these regions is continuously driven by energy from the Sun [4]. In the near-Earth space environment, the ring current is a crucial component of geomagnetic storms. It refers to an electric current that flows westward around the Earth characterized by a toroidal shape around the Earth, situated at the equatorial plane and at altitudes ranging from approximately 10,000 to 60,000 km. It is generated through the injection of ions from both the solar wind and the Earth’s ionosphere into the inner magnetosphere [5]. The ring current’s intensity enhancements cause a reduction in the magnetic field’s horizontal component near the Earth at low latitude. The decrease in the magnetic field is recorded via ground magnetograms, which are used to create the Dst index, which is the primary measure of geomagnetic storm intensity. Indeed, based on Sydney Chapman’s hypothesis that the global decrease in the geomagnetic horizontal component is only caused by an external westward electric current system around the Earth or the ring current, the Dst index was developed as a ring current measure [6]. The general consensus today is that additional magnetospheric currents, such as the cross tail current, substorm current wedge, magnetopause current and Birkeland field-aligned currents, fluctuate during geomagnetic storms and affect the Earth’s magnetic field and, in turn, the Dst index [7,8,9]. During a geomagnetic storm, a series of interrelated magnetospheric and ionospheric processes occur, known as magnetospheric substorms [10]. These processes include severe changes in the magnetospheric tail region, partial ring currents around the Earth and strong currents that cause particle precipitation into the high-latitude auroral region. The resulting auroras heat up the upper atmosphere and enhance ionospheric conductivity, leading to intense “electrojet” currents. Magnetic observatories around the world continuously monitor these processes, providing data that are used to create global indices of activity such as the auroral electrojet AE indices [11]. Therefore, magnetic observatory data play a crucial role in monitoring global magnetic storm and substorm activity but they also provide essential data for studying some of the processes occurring in the Earth’s ionosphere and magnetosphere, validating global magnetic models and supporting large satellite missions. In recent years, it has also been realized that a significant increase in solar activity can have detrimental effects on our critical technological infrastructure such as power grids, railways, aviation, telecommunications and satellite navigation [12]. Geomagnetic storms and substorms can exacerbate the situation. Modern technology’s sensitivity to severe space weather events amplifies our susceptibility to negative impacts as society becomes increasingly reliant on technology. To improve our ability to predict space weather and reduce the impacts, it is crucial to have a better and more profound comprehension of the geomagnetic field [13]. This includes understanding its variations on different spatial and temporal scales and its relationship to the dynamics of the magnetosphere and solar–terrestrial interactions [4,14,15,16,17,18].



In this context, it is important to be able to better characterize the Earth’s magnetic field and its variations on a short time scale, that is, within the range of time scales in which the Earth’s magnetic field is sensitive to changes in the intensity of ionospheric to magnetospheric currents [19,20]. It is important, for example, to investigate whether magnetic field measurements describe a system that always has the same number of degrees of freedom over time or whether this number tends to change during geomagnetically disturbed periods [16]. When the number of degrees of freedom of a system increases, this means that many independent variables must be specified to fully describe the state of the system. In other words, the system has many modes in which it can have energy or motion and these modes must be specified to fully describe the system. This may imply greater complexity in the analysis of the system and in its mathematical description [18,21]. Additionally, systems with many degrees of freedom can be more sensitive to external fluctuations and variations, which can make them more difficult to control or predict their behavior [13]. This aspect is thus critical for all studies in which magnetic field measurements are used to forecast ground disturbances caused by space weather events. To tackle this problem, we use a recently developed methodology, based on combining concepts from dynamical systems and extreme value theory, to examine the active number of degrees of freedom (i.e., the number of independent components) and the predictability of geomagnetic perturbations at various latitudes and levels of geomagnetic activity. This approach can open novel perspectives in investigating the variability of the Earth’s magnetic field due to external source mechanisms and the response of the different current systems located at different latitudes.




2. Data


We look at the variations in the geomagnetic field observed on the ground between 13 and 24 March 2015. The chosen period is particularly intriguing because it is characterized by varying levels of geomagnetic activity. Periods of quiet can be observed, interspersed with periods of more intense geomagnetic activity, characterized by the occurrence of a geomagnetic storm at mid latitudes and different magnetic substorms at higher latitudes. The temporal trend of some geomagnetic indices, such as, for example, the SYM-H and ASY-H indices [22], which describe the geomagnetic activity in mid latitudes and the AE indices [23], which, on the other hand, describe the geomagnetic disturbance fields in high latitudes well, clearly illustrate the various geomagnetic activity occurrences that characterized the chosen period.



Figure 1 depicts the scenario well. It shows the trend of four different geomagnetic indices over the selected time interval: AL, AU, SYM-H and ASY-H, respectively. These indices, which are available from the World Data Center for Geomagnetism (WDCG), Kyoto University, Japan (http://swdcwww.kugi.kyoto-u.ac.jp/index.html, accessed on 30 March 2023) have one-minute time resolution and describe various physical processes or current systems that tend to activate and/or intensify in response to solar activity. The horizontal components of the magnetic field at six mid-latitude stations are used to calculate the SYM-H and ASY-H indices, which mainly account for the disturbances to the geomagnetic field caused by the development of the magnetospheric ring current. SYM-H is similar to Dst. They are calculated in similar but not identical ways. SYM-H has the distinct advantage of having a 1 min time resolution as opposed to Dst’s 1 h time resolution [24,25]. However, while the SYM-H index describes geomagnetic disturbances at mid latitudes longitudinally symmetric to the dipole axis, the ASY-H index describes the disturbance on the horizontal component after the symmetrical part is subtracted from the disturbance field. The AU and AL indices, which are derived from horizontal variation of the geomagnetic field observed at selected (10–13) stations along the auroral zone in the Northern Hemisphere, are defined as the upper (AU) and lower envelopes (AL) of the superposed plots of all the data from these stations as functions of universal time (UT). They are used as a proxy for auroral activity because they are an indirect measure of the intensity of the auroral electrojets moving eastward and westward, respectively. The values assumed by these indices between 13 and 24 March 2015 reveal the existence of days with low geomagnetic activity (from 13 to 16 March 2015), based on the low values of the SYM-H index (above −10 nT), days with high geomagnetic disturbance (from 17 to 20 March 2015),which includes the well-known magnetic storm of 17 March 2015, also known as the St. Patrick’s Day storm, and days with moderate geomagnetic activity (from 21 to 24 March 2015), characterized by the combined observations of SYM-H < −10 nT and AU, |AL|   >   200 nT.



In this work, we look at the geographic North (X) and geographic East (Y) components of the Earth’s magnetic field in the geodetic reference frame, as measured via magnetometers at permanent observatories and magnetometer stations located in the Northern Hemisphere. When using magnetic data recorded on the ground, it is known that the distribution of the selected stations is uneven. In fact, there are large geographic gaps in the network of magnetic stations, most of which are found in oceanic areas. To avoid emphasizing the uneven distribution of the magnetic stations across the Northern Hemisphere, we only choose a portion of the available stations that are located in Europe and North America. Figure 2 shows the geographical distribution of the selected stations while a list of them is shown in Table 1. Each measurement site is identified by its International Association of Geomagnetism and Aeronomy (IAGA) code and includes information such as geographical and geomagnetic coordinates, magnetic local time and the database from which data were downloaded. In detail, we considered the quasi-dipole (QD) coordinate system, which is based on magnetic apex coordinates [26].



Magnetic data with a time resolution of one minute can be downloaded at http://supermag.jhuapl.edu (accessed on 30 March 2023) for data recorded at magnetometer stations that are part of the SuperMAG global network [27] and at http://www.INTERMAGNET.org/ (accessed on 30 March 2023) for data from permanent observatories that are part of the INTERMAGNET global network of observatories. Given that INTERMAGNET data are provided in the local Cartesian coordinate system (X, Y, Z), where X is the north component, Y is the east component and Z is the vertical component, and SuperMAG [27] data are provided in the cylindrical coordinate system (H, D, Z), where H is the horizontal component, D is the magnetic declination angle and Z is the vertical component (X, Y, Z), the two magnetic datasets are standardized, expressing all the data in the reference system (X, Y, Z). To remove any spikes and find any missing data, each individual set of data was checked carefully and only interruptions of less than five minutes were replaced with linearly interpolated data.



Figure 3 and Figure 4 display an example of our dataset in which the geographic north (X) and geographic east (Y) components of the Earth’s magnetic field are presented for five different geomagnetic observatories, denoted by the corresponding IAGA identification code and located at mid to high latitudes. Some recognizable classic signatures can be seen in the temporal trends of the X and Y components, such as those connected to the occurrence of a magnetic storm and the diurnal variation during quiet periods at lower latitude observatories like KIV and UPS or to the succession of substorms in the case of recordings at the highest latitude observatories (ABK, HRN and THL).




3. Methods


We use a dynamical systems approach to characterize the persistence and the predictability of geospace perturbations at different latitudes by using the X and Y components of the Earth’s magnetic field. The idea is that the 2D vector   s ( t ) =   [  X  ( t ) ,  Y  ( t ) ]   is representative of the states visited by the system, i.e., it provides an instantaneous view of the geomagnetic conditions. Clearly, this is only a “reduced” state-space that would be fully characterized only if retaining information on a large number of variables and observables, representative of the different dynamical components of the geospace environment (as, for example, the solar wind parameters). With our 2D representation, we are able to describe the geomagnetic dynamics as a sort of isolated system and to investigate if any external feedback emerges by looking at its “reduced” state-space. For this reason, we also excluded the vertical component (Z) from our analysis since it is mainly representative of the external feedback activated from interplanetary variability. However, the dynamical indicators we use in our analysis are free from any constraints on the number of selected variables and are able to represent the action of external/unknown forcing/variables unless they are not explicitly considered. In the following, we refer to the region where   s ( t )   resides as the state-space and to the trajectory   s ( t )   as the portrait in the state-space telling us how the different states evolve with time.



The mathematical basis of our approach is founded in linking the extreme value theory with the concept of recurrences introduced by Poincaré in his recurrence theorem [28]. Let  ζ  be a state of interest of the system, i.e.,   ζ = s (  t ∗  )  , that corresponds to a specific geomagnetic configuration observed at the time   t ∗   for a specific geomagnetic observatory. Let us introduce the Euclidean distance   δ ( t )   as


  δ  ( t )  = ‖ ζ − x ( t ) ‖  



(1)




where   ‖ ⋯ ‖   stands for the norm in the   L 2   Hilbert space. Let  ϵ  be a threshold related to the q-th quantile of the cumulative distribution function of   x ( t )   via the relation


  q =  e  − ϵ   .  



(2)







By defining


  g ( t ) = − log ( δ )  



(3)




as the logarithmic return, the probability of logarithmic returning in a circle of radius  ϵ  centered on the state of interest  ζ  according to the Freitas–Freitas–Todd theorem [29] modified by Lucarini et al. [30] is a Generalized Pareto-like Distribution GPD   μ , σ , q   of the form


  GPD  μ , σ , q  = P  g ( t ) > q , ζ  ≃ exp    x ( t ) − μ  σ   .  



(4)




where the condition   g ( t ) > q   is derived from the threshold condition   δ < ϵ   [31]. The GPD free parameters  μ  and  σ  depend on the selected state  ζ  and can be related to the first (i.e., the mean) and the second (i.e., the variance) moments of  P , respectively, via the relations


     E [ x ]    =    μ + σ ,     



(5)






     E  [  x 2  ]  −   E [ x ]  2     =     σ 2  .     



(6)







By requiring that the invariant measure of the system locally scales with a well-defined exponent, named local or instantaneous dimension d, a direct relation can be obtained between  σ  and d as


  d =  1 σ  .  



(7)







When all available states are explored (i.e., all possible geomagnetic configurations  ζ  corresponding to each time instant t), an instantaneous picture of the system’s states is obtained, providing information on the active number of degrees of freedom at each t. When averaged over time   〈 d 〉   the classical concept of the system dimension is recovered [32,33,34]. Since the GPD parameter   σ > 0  , then   d ∈ [ 0 , + ∞ ]  .



Another dynamical indicator introduced in the field of extreme value theory and dynamical systems is the so-called extremal index  θ , providing us information on the inverse of the residence time of the system in a specific state  ζ . Thus,  θ  is a measure of the clustering of extreme/rare events (as geomagnetic storms) in the phase-space and it allows us to discriminate between purely Poisson processes for the statistics of extreme events (when they do not cluster) and a compound Poisson process (in the presence of clustering of rare events) [35], acquiring an appealing physical meaning. For independent and identically distributed extremes   θ = 1  , while for “correlated” extremes   0 < θ < 1  . Within the different methods proposed to evaluate the extremal index (e.g., [35]) in the field of dynamical systems it can be evaluated by using the Süveges maximum likelihood estimator [35,36]


  θ =    ∑  i = 1  N  ρ  S i  + N − 1 +  N c  −      ∑  i = 1   N − 1   ρ  S i  + N − 1 +  N c   2  − 8  N c   ∑  i = 1   N − 1   ρ  S i    1 / 2     2  ∑  i = 1   N − 1   ρ  S i     



(8)




where N is the number of observations exceeding the threshold,  ρ  is the distribution function of the threshold,   S i   is the exceedance distance and    N c  =  ∑  i = 1   N − 1   I   (  S i  ≠ 0 )    where I is the indicator function for the selected   S i  . We refer the reader to [36] for further details on the numerical evaluation of the extremal index. Since in the field of dynamical systems  θ  is a measure of the inverse of the mean residence time within the hyper-sphere of radius  ϵ , it can be introduced in Equation (4) as


  GPD  μ , σ , q , θ  ≃ exp  − θ    x ( t ) − μ  σ   .  



(9)







Since   θ ∈ [ 0 , 1 ]  , the more  θ  increases the less persistent the state  ζ  is [31,35]. As for d, since we can explore all states  ζ  (i.e., all time instants), an instantaneous view of the residence time of the system into the different states is obtained. The instantaneous dimension d and the extremal index  θ  allow one to provide novel insights and an innovative view of extreme phenomena into different fields as transient events in the atmospheric circulation [37,38,39,40], in the ocean dynamics [41], transient disturbances of the geomagnetic field due to geomagnetic storms and magnetospheric substorms [16], localized energy transfers in hydrodynamic [42] and magnetohydrodynamic [43] turbulence and earthquake dynamics [44,45].




4. Results and Discussions


Figure 5 and Figure 6 show the temporal behavior of the instantaneous dimension d and the inverse persistence  θ  at five different observatories located at mid to high latitudes chosen as examples, the same observatories whose X and Y components are shown in Figure 3 and Figure 4.



The main feature of the behavior of the instantaneous dimensions is that larger dimensions are observed during the disturbed- and moderate-activity periods in comparison with the quiet period, regardless of magnetic latitude. This clearly reflects the externally driven nature of the geomagnetic response during active periods, increasing the active number of degrees of freedom when an interplanetary perturbation hits the Earth’s magnetopause and propagates within the magnetosphere’s inner regions [46,47]. Conversely, during quiet periods the instantaneous dimensions d fluctuate around the state-space dimension    d s  = 2   (we remark we used a 2D representation of the system by means of X and Y components) at all latitudes. This means that the system (i.e., the horizontal dynamics of the geomagnetic field) visits all parts of the state-space, thus suggesting that it cannot be reduced into smaller components and its fluctuations behave randomly. Finally, at mid latitudes, a reduction in the instantaneous dimension d is observed at the beginning of the recovery phase (end of 17 March 2015), reaching values lower than the state-space dimension   d s  , which is perfectly in agreement with the time at which the z component of the interplanetary magnetic field   B z   turns off from negative values, indicating that the Earth’s magnetosphere was restored to a closed configuration. Following that, the instantaneous dimensions d tend to return to their quiet-time values (i.e.,   d ≃  d s  = 2  ), although some larger values are observed that are representative of the different processes occurring during the recovery phase of a geomagnetic storm and involving different spatio-temporal scales as well as a wide range of physical mechanisms.



By specifically focusing on the disturbed period (from 17 to 20 March) our analysis reveals different interesting features. First of all, the timing of the largest value of the instantaneous dimension is delayed as the latitude decreases, in agreement with the faster response of the high-latitude dynamics with respect to the mid-latitude one [10,14,48]. This could also indicate a possible high-to-low-latitude coupling due to the different response time of the geospace current systems as highlighted in previous works [16,49]. Secondly, by looking at the peak values of d as a function of the latitude, we highlight that larger dimensions are found in the magnetic latitude band [60 ° , 70 ° ]N with respect to both the highest and lowest latitudes, exactly matching the expected boundary of the auroral oval. This underlines that a large number of processes and phenomena take place at the boundaries of the auroral oval during the main phase of a geomagnetic storm.



By focusing instead on the period characterized by moderate geomagnetic activity (from 21 to 25 March), the most interesting feature is the sudden increases in the instantaneous dimensions observed at latitudes around 60 ° –70 ° N (see, e.g., the behavior at UPS, ABK, HRN), closely matching the sudden depressions and increases observed in the auroral indices AL and AU, respectively (see Figure 1). The close correspondence highlights again the role of the instantaneous dimension d in deciphering the timing and the spatial location of externally induced fluctuations, suggesting that the dynamics near the boundary of the auroral oval cannot be described as a low-dimensional system. We will return to this point in Section 5.



The dynamical behavior of the extremal index  θ  also displays an interesting and intriguing behavior, both comparing disturbed and quiet periods as well as across magnetic latitudes. The first feature that emerges is a clear 1-day variability at latitudes around 60 ° –70 ° N, as shown in Figure 6 for ABK and HRN. This can be attributed to the daily variability observed in the solar quiet (Sq) current system whose center is located at mid latitude but whose maximum variability is observed around the boundary of the auroral oval [50]. This 1-day variability is destroyed when the geomagnetic storm occurs [51], reflecting the large-amplitude short-term variability caused by the triggering activity of the solar wind external forcing [14]. Lower extremal index  θ  values are observed at low latitudes and in the polar cap region (e.g., THL), implying that more stable conditions are observed related to the center of the northern lobe of the Sq (at lower latitudes) and the presence of Sun-aligned arcs in the polar cap region [52]. Another interesting feature is that at the end of the main phase of the geomagnetic storm (i.e., when the minimum SYM-H value is reached) all latitudes have extremely low values of  θ  (i.e.,   θ ≤ 0.1  ), indicating the overall response of the geomagnetic field variations to the strong driver induced by the solar wind. This is consistent with the delayed response time of geomagnetic activity at different latitudes when the internal response time of the magnetosphere–ionosphere system is considered [14,16,49]. Finally, larger amplitude fluctuations around the mean are observed for geomagnetic stations located at the boundary of the auroral oval as a result of the short-term high-amplitude variability of the geomagnetic field observed at these latitudes. These more unstable dynamics (i.e., larger  θ  values with larger fluctuations) are caused by contributions from various current systems with boundaries close to the auroral oval. Finally, unlike the instantaneous dimensions, d, the extremal index,  θ , cannot be used as a proxy for distinguishing the different levels of geomagnetic active periods, assuming similar values during both the disturbed and moderate periods of activity.



To better highlight latitude-dependent features during different periods of geomagnetic activity, we report the average dimensions   〈 d 〉   and extremal index   〈 θ 〉   as a function of the Quasi-Dipole (QD) magnetic latitude for the three different activity periods (quiet, disturbed and moderate) in Figure 7.



The average instantaneous dimensions are nearly independent of geomagnetic latitude, assuming a nearly constant value, but they are sensitive to the level of geomagnetic activity. Indeed, the larger the average dimensions, the more disturbed the geomagnetic activity, rising from   〈 d 〉 ≃ 2   during the quiet period up to   〈 d 〉 ≃ 2.3   during the disturbed period. The average extremal index,   〈 θ 〉  , on the other hand, is almost independent of geomagnetic activity (though smaller values are observed during periods of increased activity), while it is dependent on geomagnetic latitude. Indeed, lower values are found at lower latitudes (i.e.,   〈 θ 〉 ≃   0.1–0.2), while higher values (i.e.,   〈 θ 〉 ≃ 0.3  ) are observed across the auroral oval’s boundary, 60 ° –70 ° N, with the latter slightly decreasing during the geomagnetic storm as a result of more persistent conditions caused by the external forcing from the solar wind acting as a driver of geomagnetic fluctuations [14]. However, during the disturbed period, a slight dependence on magnetic latitude of the average dimensions   〈 d 〉   is observed, which can be attributed to the greater number of processes and phenomena occurring at high latitudes compared to those occurring at mid latitudes. Thus, the pair   ( d , θ )   seems to be a promising tool for investigating the geomagnetic activity, both during quiet and disturbed periods and for discerning the role of high- vs. mid-latitude processes in terms of active degrees of freedom and persistent properties.



As a final step, to further characterize the behavior across a disturbed period we show in Figure 8 the daily polar view maps of the instantaneous dimensions d and the inverse persistence  θ  in the Northern Hemisphere. We began by assuming that, given that any magnetic station co-rotates with the Earth, each of them moves along an ideal circumference around the pole in one day. Using magnetic stations located at various latitudes and data collected during a day, we have a good latitudinal coverage that allows us to obtain a good daily representation of instantaneous dimensions and inverse persistence. Indeed, for each day, we reduce all of the data evaluated at each chosen magnetic station to a regular grid (1.5 ° –1.5 ° ) and use the weighted Gaussian interpolation scheme. This reduces the possibility of artifacts caused by a non-uniform spatial distribution of data. This method clearly smooths the available information, which is determined by the width of the weighting function, which has been set to 2.5 ° . Figure 8 displays an example of the obtained results focused on 7 days around the St. Patrick’s Day storm. Data are displayed in magnetic coordinates using a polar representation and more precisely in QD-latitude and magnetic local time (MLT) reference systems. This magnetic reference system was chosen because QD coordinates are particularly well-suited for describing horizontally stratified phenomena in the ionosphere [53] and the addition of MLT allows for data organization with respect to the Sun position. To aid interpretation of the results, Figure 8 also depicts the temporal trends of geomagnetic indices that accurately describe geomagnetic activity at various latitudes.



Analyzing the daily variation of the instantaneous dimension, its strong dependence on geomagnetic activity immediately becomes evident. On the two days of 17 and 18 March, which were characterized by the initial phases of a magnetic storm and a series of substorms as clearly indicated by the values of all geomagnetic indices shown in Figure 8, the instantaneous dimension d assumed higher values than both the preceding and following days. Almost everywhere, the value of the instantaneous dimension is around 2.4, which, considering the chosen color scale, gives both daily maps a characteristic intense blue color that is completely different from the daily maps of the preceding and following days. In those maps, the blue color is mainly confined to high latitudes, while shades of yellow and green dominate, corresponding to instantaneous dimension values between 1.9 and 2.2. If we consider that between 17 and 18 March, the formation of an intense ring current affecting the horizontal component of the magnetic field at mid latitudes was observed, along with intense auroral currents affecting the horizontal component of the magnetic field at high latitudes, this immediately explains the sudden increase in the value of the instantaneous dimension and, above all, the fact that this increase occurred on a large spatial scale, effectively involving all latitudes and local magnetic times analyzed. The intensification of these current systems, therefore, makes the system more complex to describe, requiring a greater number of degrees of freedom. As confirmation that the increase in the value of the instantaneous dimension depends mainly on the influence that current systems flowing in the ionosphere and magnetosphere have on the magnetic field, we overlaid the structure of plasma convection cells obtainable through the CS10 model [54] onto our daily maps. This is a statistical model obtained using data measured via SuperDARN (Super Dual Auroral Radar Network), a network of 35 high-frequency radars located on the ground that calculates the distribution of high-latitude plasma convection patterns organized by solar wind, interplanetary magnetic field and dipole tilt angle conditions. Thanks to the use of this model, it was possible to reconstruct the average structure of high-latitude plasma convection cells using the daily average values of solar wind and interplanetary magnetic field parameters specific to the various analyzed days. The plasma convection cells are structured along magnetic field lines and their orientation is determined by the electric field direction. Understanding the position of ionospheric current systems during the analyzed week is facilitated by the convection cells, which are driven by the auroral electrojet currents. During the main phase of the storm, the convection cells reach their maximum spatial extent. Between 16 and 17 March, corresponding to the succession of substorms at high latitudes, the convection cells expanded beyond 60 °  magnetic latitude, then gradually contracted, extending to about 70 °  magnetic latitude in the following days. The daily maximum values of the instantaneous dimension appear to be influenced by the evolution of the plasma convection cells, indicating a possible correlation with the presence and intensity of auroral electrojet currents.



Regarding the daily trend of the inverse persistence  θ , it is possible to observe that, regardless of the analyzed day, there are always three distinct zones: one for latitudes greater than 80 ° , one with latitude values between 60 °  and 80 °  and one with latitude values less than 60 ° . The intermediate zone is the one where the  θ  index takes higher values compared to the other two zones. This structure is clear on days of low or moderate activity, while it is less distinct on the two days of higher geomagnetic activity. On 16 and 17 March, the intermediate zone appears to narrow, leaving room for an expansion of the other two zones, resulting in a general decrease in the  θ  index value. Not only is the intermediate zone characterized by higher average values of the  θ  index, but the values assumed by the  θ  index in the other two zones tend to be lower than on other days. As a result, the intensification of ionospheric and magnetospheric currents, which have a strong effect on the magnetic field at different latitudes, ultimately leads to a decrease in the  θ  index on a global scale. This indicates that the system has a tendency to become more globally stable and persistent under the influence of fully developed ionospheric and magnetospheric dynamics.




5. Conclusions


In this study we reported the characterization of the horizontal dynamics of the geomagnetic field during disturbed, moderate and quiet periods of geomagnetic activity by using recent advancements in the field of dynamical systems and extreme value theory. In particular, we used two dynamical indicators: the instantaneous dimension d, measuring the active number of degrees of freedom of the system and the extremal index  θ , quantifying the persistence of the system in a particular state. Our analysis revealed that during disturbed periods, the instantaneous dimensions increase, indicating the externally driven nature of the geomagnetic response. Conversely, during quiet periods, the instantaneous dimensions fluctuate around the state-space dimension, suggesting an ergodic (more stochastic, less predictable) nature of the system.



The main results of the paper can be summarized as follows.




	
The dynamics of the auroral oval are that it is not a low-dimensional one, thus suggesting that this specific region cannot be described by a reduced number of degrees of freedom (i.e., variables). This result can only be highlighted by looking at ground-based geomagnetic observatories (instead of geomagnetic indices) to explore the associated latitudinal band and can be highlighted only by using a methodology that is free from any constriction on the number of observables used for the analysis. Indeed, previous results [55,56], although robust, were based on selecting a specific (embedding) dimension m and those metrics cannot be characterized by values larger than m, thus forbidding access to information on the possible unknown variables that are not included in the analysis.



	
The dynamics of the auroral oval are, instead, less persistent than higher/lower latitudes. This is one of the main novelties of our analysis. On average, our results are in agreement with Vassiliadis et al. [55] and Consolini [56], who reported an increase in the predictability power (at large scales, say >200 min) of the system during a disturbed period with respect to a quiet one, as a result of the strong driver imposed by the solar wind to the geomagnetic response, at both high and mid latitudes. Furthermore, Consolini [56], by using the Kolmogorov entropy which is related to the maximum temporal horizon for which a reliable prediction of a system can be done, also reported a dramatic decrease down to 2 min of the short-term variability (<200 min) of the magnetosphere–ionosphere system during a geomagnetic storm. Here, by using the inverse persistence  θ  we show how the predictability is a matter of latitudes and not only of scales [14,56], while the average dimensions are nearly independent of geomagnetic latitude. Indeed, the lowest values are found at lower latitudes, while the highest ones are observed across the auroral oval’s boundary (60 ° –70 ° N), with the latter slightly decreasing during the geomagnetic storm as a result of more persistent conditions caused by the external forcing from the solar wind acting as a driver of geomagnetic fluctuations [14].



	
By analyzing the daily polar-map behavior during a disturbed period, we show that higher values of the dimension are observed on days characterized by the initial phase of a magnetic storm and when a series of substorms is present. This increase in the value of the instantaneous dimension is due to the formation of an intense ring current and auroral currents affecting the magnetic field at low and high latitudes. We also show that the maximum values of the instantaneous dimension appear to be influenced by the evolution of the plasma convection cells, indicating a possible correlation with the presence and intensity of auroral electrojet currents. Regarding the daily trend of the inverse persistence  θ , there are always three distinct zones: one for latitudes greater than 80 ° , one with latitude values between 60 °  and 80 °  and one with latitude values less than 60 ° . The intermediate zone, i.e., the auroral oval boundary, is the one where the  θ  index takes higher values compared to the other two zones. This structure is clear on days of low or moderate activity.








Our results clearly framed out the magnetosphere–ionosphere system as a latitudinal-dependent ergodic low-dimensional system during quiet periods and a latitudinal-dependent deterministically driven high-dimensional system during a geomagnetic storm. This means that it cannot be reduced into smaller components and that its predictability is a matter of temporal (as in [14,56]) and spatial (i.e., latitudinal) scales. This study contributes to advancing our understanding of the complex dynamics of the Earth’s magnetosphere–ionosphere system and its response to external drivers, suggesting that the pair   ( d , θ )   seems to be a promising tool for investigating the geomagnetic activity, both during quiet and disturbed periods and for discerning the role of high- vs. mid-latitude processes in terms of active degrees of freedom and persistent properties.
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Figure 1. Temporal trend of AL, AU, SYM-H and ASY-H from 13 March to 24 March 2015. The green vertical dotted lines identify three periods with varying levels of geomagnetic activity: quiet, disturbed and moderate. 
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Figure 2. The geographical distribution of the selected geomagnetic stations and observatories. 
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Figure 3. The X component of the geomagnetic field measured at five different observatories between 13 and 24 March 2015, located at different magnetic latitudes (increasing from bottom to top). The green dotted lines demarcate time intervals distinguished by different levels of geomagnetic activity. 
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Figure 4. The Y component of the geomagnetic field measured at five different observatories between 13 and 24 March 2015, located at different magnetic latitudes (increasing from bottom to top). The green dotted lines demarcate time intervals distinguished by different levels of geomagnetic activity. 
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Figure 5. The instantaneous dimensions d evaluated at five different observatories between 13 and 24 March 2015. The green dotted lines demarcate time intervals distinguished by different levels of geomagnetic activity. 
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Figure 6. The inverse persistence  θ  evaluated at five different observatories between 13 and 24 March 2015. The green dotted lines demarcate time intervals distinguished by different levels of geomagnetic activity. 
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Figure 7. The average dimension   〈 d 〉   (left panels) and the average inverse persistence   〈 θ 〉   (right panels) as a function of the geomagnetic latitude  λ  during the quiet (top), the disturbed (middle) and the moderate (bottom) periods of geomagnetic activity. 
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Figure 8. SYM-H and ASY-H indices are shown on the left. In the middle: Daily polar view maps of the Northern Hemisphere’s instantaneous dimensions d and inverse persistence  θ . The information is presented in magnetic latitude (50 °  to 90 ° ) and magnetic local time (MLT) coordinate systems, with concentric circles representing magnetic latitude contours separated by 10 °  intervals. The SuperDARN polar potential maps obtained using the statistical convection model CS10 are superimposed on magnetic field maps. The maps cover the week of 16 March to 22 March 2015. The AU and AL indices are shown on the right. 
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Table 1. The list of geomagnetic observatories used in this work. Columns refer to the IAGA identification code (ID), Geographic Latitude and Longitude, Quasi-Dipole (QD) Magnetic Latitude and Longitude, Magnetic Local Time (MLT) and the database source (I: INTERMAGNET, S: SuperMAG).
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Geographic Coordinates

	
QD Magnetic Coordinates

	

	






	
ID

	
Latitude (°N)

	
Longitude (°E)

	
Latitude (°N)

	
Longitude (°E)

	
MLT

	
Source




	
ABK

	
68.36

	
18.82

	
65.55

	
100.43

	
1.49

	
I




	
ARS

	
56.43

	
58.57

	
53.15

	
132.50

	
3.62

	
I




	
BEL

	
51.84

	
20.79

	
47.73

	
96.01

	
1.19

	
I




	
BLC

	
64.32

	
263.99

	
72.70

	
−28.02

	
16.92

	
I




	
BOX

	
58.07

	
38.23

	
54.64

	
113.22

	
2.34

	
I




	
BRD

	
49.87

	
260.03

	
58.73

	
−31.47

	
16.69

	
I




	
FCC

	
58.76

	
265.91

	
67.66

	
−23.97

	
17.19

	
I




	
FRD

	
38.20

	
282.63

	
47.58

	
0.56

	
18.83

	
I




	
HLP

	
54.61

	
18.82

	
50.80

	
94.87

	
1.12

	
I




	
HRN

	
77.00

	
15.37

	
74.48

	
106.20

	
1.87

	
I




	
IQA

	
63.75

	
291.48

	
71.10

	
15.65

	
19.84

	
I




	
IRT

	
52.27

	
104.45

	
48.53

	
179.10

	
6.73

	
I




	
KIV

	
50.72

	
30.30

	
46.73

	
104.48

	
1.76

	
I




	
LYC

	
64.60

	
23.75

	
61.50

	
102.51

	
1.63

	
I




	
MGD

	
60.05

	
150.73

	
54.56

	
−138.48

	
9.56

	
I




	
NUR

	
60.51

	
24.66

	
57.18

	
101.68

	
1.57

	
I




	
OTT

	
45.40

	
284.45

	
54.32

	
3.59

	
19.03

	
I




	
PET

	
52.97

	
158.25

	
46.93

	
−131.25

	
10.04

	
I




	
RES

	
74.69

	
265.11

	
82.08

	
−31.15

	
16.72

	
I




	
SBL

	
43.93

	
299.99

	
49.42

	
23.24

	
20.34

	
I




	
SPG

	
60.54

	
29.72

	
57.18

	
106.15

	
1.87

	
I




	
SOD

	
67.37

	
26.63

	
64.30

	
106.32

	
1.88

	
I




	
STJ

	
47.60

	
307.32

	
51.36

	
31.73

	
20.91

	
I




	
THL

	
77.47

	
290.77

	
83.78

	
26.17

	
20.54

	
I




	
UPS

	
59.90

	
17.35

	
56.62

	
95.16

	
1.14

	
I




	
AMD

	
69.50

	
61.40

	
66.02

	
137.82

	
3.98

	
S




	
BJN

	
74.50

	
19.20

	
71.80

	
105.85

	
1.85

	
S




	
C01

	
42.42

	
276.10

	
52.22

	
−8.37

	
18.23

	
S




	
HOP

	
76.51

	
25.01

	
73.54

	
112.62

	
2.30

	
S




	
NAL

	
78.92

	
11.95

	
76.54

	
107.11

	
1.93

	
S




	
NOR

	
71.09

	
25.79

	
68.11

	
107.97

	
1.99

	
S




	
PBK

	
70.10

	
170.90

	
66.04

	
−126.90

	
10.33

	
S




	
RPB

	
66.50

	
273.80

	
74.95

	
−12.00

	
17.99

	
S




	
SOL

	
61.08

	
4.84

	
58.33

	
85.18

	
0.47

	
S




	
T15

	
46.24

	
275.66

	
55.92

	
−8.90

	
18.20

	
S




	
T29

	
58.30

	
291.80

	
65.80

	
14.96

	
19.79

	
S




	
T44

	
58.47

	
281.95

	
67.15

	
0.83

	
18.85

	
S




	
T47

	
62.20

	
284.35

	
70.44

	
4.83

	
19.11

	
S




	
T52

	
53.79

	
282.38

	
62.66

	
1.17

	
18.87

	
S
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