
Citation: Kim, J.; Lin, S.-Y.; Xiao, H.

Remote Sensing and Data Analyses

on Planetary Topography. Remote

Sens. 2023, 15, 2954. https://doi.org/

10.3390/rs15122954

Academic Editor: Giancarlo Bellucci

Received: 29 March 2023

Revised: 25 May 2023

Accepted: 31 May 2023

Published: 6 June 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Review

Remote Sensing and Data Analyses on Planetary Topography
Jungrack Kim 1,* , Shih-Yuan Lin 2 and Haifeng Xiao 3

1 Department of Geoinformatics, University of Seoul, Seoulsiripdaero 163, Dongdaemum-gu,
Seoul 02504, Republic of Korea

2 Department of Land Economics, National Chengchi University, No. 64, Sec. 2, Zhinan Rd., Wenshan Dist.,
Taipei City 116, Taiwan; syl@mail2.nccu.tw

3 Institute of Geodesy and Geoinformation Science, Technische Universität Berlin,
Kaiserin-Augusta-Allee 104-106, 10553 Berlin, Germany; haifeng.xiao@campus.tu-berlin.de

* Correspondence: kjrr001@gmail.com; Tel.: +82-02-649-2880

Abstract: Planetary mapping product established by topographic remote sensing is one of the most
significant achievements of contemporary technology. Modern planetary remote sensing technology
now measures the topography of familiar solid planets/satellites such as Mars and the Moon with sub-
meter precision, and its applications extend to the Kuiper Belt of the Solar System. However, due to a
lack of fundamental knowledge of planetary remote sensing technology, the general public and even
the scientific community often misunderstand these astounding accomplishments. Because of this
technical gap, the information that reaches the public is sometimes misleading and makes it difficult
for the scientific community to effectively respond to and address this misinformation. Furthermore,
the potential for incorrect interpretation of the scientific analysis might increase as planetary research
itself increasingly relies on publicly accessible tools and data without a sufficient understanding of
the underlying technology. This review intends to provide the research community and personnel
involved in planetary geologic and geomorphic studies with the technical foundation of planetary
topographic remote sensing. To achieve this, we reviewed the scientific results established over
centuries for the topography of each planet/satellite in the Solar System and concisely presented
their technical bases. To bridge the interdisciplinary gap in planetary science research, a special
emphasis was placed on providing photogrammetric techniques, a key component of remote sensing
of planetary topographic remote sensing.

Keywords: planetary topography; stereo; LIDAR; SAR; co-registration; geodetic control; DEM

1. Introduction

It is believed that planetary mapping began with the first observation of the Moon
using a telescope. That implies that the history of remote sensing applications on planetary
topography is even longer than terrestrial remote sensing. From 1600 to 1800, many
observers tried to depict the planetary surface by sketching maps based on the telescope
image. The first one produced for positional measurements with a coordinate system was
Tobius Mayer’s Moon sketch in 1775 [1].

In the 20th century, Kuiper et al. (1960, cited in Greeley et al. [2]) compiled telescopic
images with several different illumination conditions and produced a lunar atlas. It is
considered to be the first extraterrestrial cartographic map. In the 1960s, the U.S. Air
Force Chart and Information Center (ACIS) and the National Aeronautics and Space
Administration (NASA) started to introduce modern mapping technologies like image
processing and stereo photogrammetry for planetary mapping [3]. Additionally, the Lunar
and Planetary Laboratory established by the University of Arizona applied geodetic control
to planetary map construction in 1960. Then the turning point came with the acquisition
of planetary images by the spacecraft camera. The true milestone of remote sensing on
the planetary surface was set by Luna 3 of the Soviet Union, which delivered the backside
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photo of the Moon that was never revealed to a human being. Twenty-nine images were
transmitted to the terrestrial ground station [4].

From the late 1960s, the resolution of planetary images increased to several hundred
meters from a few kilometers. Electronically transferred imaging on the Moon, Mars, and
Venus stimulated the development of the digital image processing method. Thus, the
contemporary electro-optical (EO) technical bases are somehow rooted in planetary remote
sensing. On the technical side, the significant milestone in planetary remote sensing was
the Apollo series, equipped with modern mapping technology like stereoscopic cameras
on Apollo 11 and 12, stereo panoramic cameras, and laser altimeters for 3D control point
assignment in Apollo 15, 16, and 17 [5]. It was the first geodetic control over extraterrestrial
remote sensing based on spacecraft imagery. The scope of planetary remote sensing has
been continuously extended. From 1973, the other planets, Mercury, Venus, and Mars,
were observed by several successful missions. In 1978, Pioneer Venus performed radar
altimetry observations and synthetic aperture radar (SAR) measurements of the Venusian
surface. Based on such data, a 1:50,000,000 map, the first topographic product by direct
measurement of an active sensor, was produced [6,7]. The outer planets, Jovian, Saturnian,
and Uranian systems, were observed by Voyager 1 and 2, and their airbrush maps were
constructed by a digital mosaic technique at several hundred-meter resolution.

The Clementine and Mars Global Surveyor (MGS) in the 1990s were the first spacecraft
equipped with high-resolution laser altimeters (1 m in vertically and 400 m in planimetri-
cally), which directly measured global 3-D topographical data over the lunar and Martian
surfaces [8,9]. In a densely atmospheric planet such as Venus, the medium resolution
(≈14 km) of a radar altimeter was employed for the construction of the digital eleva-
tion model (DEM) by the Magellan mission in 1992 [10]. In the 21st century, planetary
mapping missions with higher resolution and wider range were implemented, includ-
ing Cassini [11,12], Mars Express [13], and even the Pluto and Kuiper belt missions
by New Horizons [14]. Now, the missions by new peers such as Chandrayaan [15,16],
Chang’e [17–19], Tianwen series [20], and Emirates Mars mission [21] have been newly
joined for the construction of topographic data. Since then, with properly rectified images
and other sources of topographic data applied by improved photogrammetric techniques,
the outcomes of planetary topographic remote sensing have been available for scientific
research as well as public interactions.

Despite such remarkable achievements in remote sensing techniques for planetary
surface reconstruction, there is still a lack of understanding of discipline-specific remote
sensing processes. Although the technical basis of planetary remote sensing is similar to
mainstream remote sensing techniques, inaccurate or ambiguous information is dissemi-
nated to the public and the remote sensing research community through scientific news
and even some academic publications. As a result, even today, these misconceptions affect
education, research, and project planning related to the field.

This review aims to address the existing knowledge gap and promote a comprehen-
sive understanding of planetary topographic remote sensing. It emphasizes the need to
overcome misconceptions and inaccurate information that has been disseminated to the
public and the remote sensing research community. The objective of providing a funda-
mental comprehension of this field is to establish a solid foundation for open and unbiased
academic discourse in education, research, and project planning.

As follows, all major achievements of planetary topographic remote sensing are
briefly reviewed in Section 2. The essential technical bases for such achievements are
then discussed in Section 3. The applications and compilation of planetary topographic
remote sensing data are discussed in Section 4. The proposition for future progress was
summarized in Section 5 and the conclusions that follows.
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2. Review of Planetary Topography Mapping
2.1. Moon

The first spacecraft image was taken by Russia’s Luna 3 in 1959. In the 1960s, most of
the spacecraft in the U.S. Ranger project were successfully launched, and ACIS released
maps of the Moon at various scales based on Ranger images. To support further studies
of the Moon, automated mapping, stereo panoramic cameras, and laser altimeters for
3D control point assignment were developed and carried out on the Apollo 15, 16, and
17 missions [22].

The next highlight of lunar surface mapping was achieved through the Clementine
project, launched in 1994 [23]. On this mission, a series of camera systems, including
two Star Tracker (ST) cameras, an ultraviolet-visible (UVVIS) camera, a near-infrared
(NIR) camera, a long-wave infrared (LWIR) camera and a high-resolution (HIRES) camera,
recording multiple spectral reflections in various spatial resolution (ranging from 30 to
1150 m per pixel at an altitude of 425 km) were carried. In addition, a laser image detection
and ranging (LIDAR) system capable of measuring the distance from the spacecraft to the
lunar surface was installed onboard to produce 3D topographic products [24]. Combing the
data collected from UVVIS, NIR, LWIR, HIRES, and LIDAR, the lunar surface was covered
completely during the two-month systematic mapping phase of the mission [25]. The
most commonly used product is the lunar mosaic basemap generated by the United States
Geological Survey (USGS) [8]. Of these, a total of approximately 43,000 UVVIS images were
radiometrically calibrated, photometrically corrected, geodetically controlled [26], and
projected onto a spherical model of the Moon to create a global mosaic at a 100 m resolution.
In order to improve accuracy, subsequent upgrades to the basemap were made based on
improvements in the lunar geodetic control network and the availability of detailed 3D
shape models (refer to Section 3.4).

In the 21st century, the first notable lunar mapping mission was the Small Mission
for Advanced Technology Research One (SMART-1), launched in 2003, the first European-
sanctioned lunar mission [27]. In SMART-1, three remote sensing instruments are used
for various mapping purposes: (1) The global X-ray mapping spectrometer (D-CIXS) with
solar X-ray monitor (XSM) was developed to map potential lunar resources, such as Mg,
Si, Ca, Fe, and Al; (2) Based on the hyperspectral specification, the near-infrared mapping
spectrometer SIR aimed to map the mineral composition of the entire lunar surface with a
maximum spatial resolution of 300 m [28]; (3) The Advanced Moon Imaging Experiment
(AMIE) was used to acquire high-spatial resolution (up to 30 m) color images over selected
local areas [29]. High-resolution AMIE images could be used to investigate geomorphologic
features. Although a planimetric offset in the order of km was observed when compared
with the Clementine basemap [30], the AMIE images were applied to support a scientific
interpretation of the lunar south pole [31,32].

Following SMART-1, the space agencies of some Asian countries successively launched
three lunar exploration missions in 2007 and 2008, the Selenological and Engineering Ex-
plorer (SELENE) [33], Chang’e 1 [19] and Chandrayaan-1 SAR [34] respectively developed
by the Japan Aerospace Exploration Agency (JAXA), the China National Space Adminis-
tration (CNSA), and the Indian Space Research Organisation (ISRO). The remote sensing
instruments carried onboard were similar to the payloads of the Clementine and SMART-1
missions. They could be categorized into resource mapping or topographic analysis sensors
based on the applications. As the latter equipment is the focus of this paper, we list the
sensors and related specifications in Table 1 [16,33,35]. From the perspective of hardware
design, the stereo camera system and laser altimeter have obviously become the standard
equipment package for the implementation of lunar topographic exploration. The spa-
tial resolution of the camera system could achieve 10 m per pixel, whereas the elevation
resolution of the laser ranger normally ranged between 5 and 10 m.
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Table 1. Specifications of topographic mapping equipment installed on SELENE, Chang’e 1,
Chandrayaan-1, and Lunar Reconnaissance Orbiter (LRO).

Mission Launch Year Sensor Configuration Resolution

SELENE 2007

Terrain camera (TC) [36] Two cameras (stereo) 10 m (Spatial)

Laser altimeter (LALT) [37] Nd:YAG laser shot with
pulse interval of 1 Hz 5 m (Elevation)

Chang’e 1 2007

Terrain camera (TC) [19] Three-line array CCD
stereo camera 120 m (Spatial)

Laser altimeter (LAM) [38] Nd:YAG laser shot with
1 s interval 60 m (Elevation)

Chandrayaan-1 2008

Terrain mapping camera
(TMC) [39] Three cameras (stereo) 10 m (Spatial)

Lunar laser ranging
instrument (LLRI) [40]

Pulsed Nd:YAG laser with
10 measurements per second 10 m (Elevation)

LRO 2009

Lunar Reconnaissance
Orbiter camera

(LROC) [41]

Two narrow angle
cameras (NACs) 0.5 m (Spatial)

One wide angle
camera (WAC) 100 m (Spatial)

Lunar orbiter laser
altimeter (LOLA) [42]

Nd:YAG laser transmitter
with 28 Hz 1 m (Elevation)

A high-resolution lunar topographic model was created using data from the laser
altimeter (LALT), with a global map having a spatial resolution finer than 0.5 degree [37].
Later, a terrain model with a spatial resolution of 0.25◦ and an absolute vertical accuracy of
about 31 m was generated based on over three million range measurements derived from
the Chang’e-1 laser altimeter [43]. In addition to the improved accuracy, another feature of
this model was the coverage over polar regions through intensive laser measurements. The
SELENE laser altimeter observations were also processed to produce local DEMs to estimate
the sunlit conditions [44] and hydrogen deposits [45] in polar regions. Furthermore, lunar
north and south pole coverage by the lunar laser ranging instrument (LLRI) onboard
Chandrayaan-1 was reported by Bhaskar et al. [46].

Shortly after the launch of India’s Chandrayaan-1, the Lunar Reconnaissance Orbiter
(LRO) was successfully sent to the Moon [47]. As listed in Table 1, it is highlighted that the
spatial resolution of the camera system carried onboard significantly improved to 0.5 m per
pixel. Such advanced images demonstrating clear surface features have been successfully
applied in high-resolution DEM production [48], landing site and traverse design [49], and
feature exploration in and around lunar craters [50,51]. As for the LOLA experiment, it was
reported that a global DEM with a resolution of 0.0625◦ (2 km) [52] was produced based
on over 6.8 billion laser measurements [53]. After an adjustment conducted by Mazarico
et al. [54], a 1/256◦ resolution global lunar DEM with an average accuracy better than 20 m
in horizontal position and 1 m in vertical direction, is accessible in the NASA Planetary
Data System (PDS) [42] (see Figure 1).
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Figure 1. Topography of the Moon from LRO LOLA data. It is noted that this topographic map was
produced based on the laser altimetry measurements and resampled with 118 m resolution. Details
are in [42] (Data is available at https://astrogeology.usgs.gov/search/details/Moon/LRO/LOLA/
Lunar_LRO_LOLA_Global_LDEM_118m_Mar2014/cub, accessed on 1 January 2023).

Relying on the successful development experience and scientific achievements ob-
tained in these missions, CNSA launched Chang’e-2, 3, 4, and 5 in 2010, 2013, 2018, and
2020, respectively [17,18,55,56]. ISRO launched Chandrayaan-2 (2019) [15] to continue their
exploration of the Moon. Looking back at past developments, first, it is worth noting that
offsets between the various lunar DEMs were noted as many terrain products were already
available. Since using multiple topographic products simultaneously would lead to misin-
terpretation, solutions such as surface matching technology were implemented to reduce
the ~170 m vertical offset between Chang’e-1 laser altimeter (LAM) and SELENE LALT to
~20 m, while eliminating about 70 m of offset between LRO LOLA and SELENE LALT [57].
Second, an integration of multiple topographic data sets was also developed to extract
information. For example, by integrating the imagery and laser altimeter data derived
from the Chang’e-1 mission, an updated local DEM was further generated over areas of the
Apollo 15 and 16 landing sites [58]. Barker et al. [59] employed the LOLA and SELENE
Terrain camera (TC) data to improve the performance of lunar DEM. Kokhanov et al. [60]
mapped potential lunar landing zones using LRO orthorectified narrow Angle camera
(NAC) images and SELENE DEM. The ShadowCam [61] aboard the Korean Pathfinder
Lunar Orbiter (KPLO), which entered polar orbit in 2023, is the first optical sensor capable
of observing the permanent shadowed regions (PRRs) of the Moon’s poles to search for
signs of frozen water.

2.2. Mars

Following Huygens’ first sketches of Martian surface features in 1636 and 1640, Schi-
aparelli produced the first comprehensive map with orientation and georeferencing in
1877 using the Mercator projection [62]. In 1950, the IAU (International Astronomical
Union) compiled L.C. Slipher and other telescope observation data at Lowell Observatory,
and published the first general map of Mars in 1960 [63]. The actual topographic image
products were not recorded until the first successful Martian spacecraft mission, Mariner 4,
in 1965 [64]. The images captured by the Mariner series have a resolution of 3 km in the
best case. New techniques in digital image processing have made it possible to publish

https://astrogeology.usgs.gov/search/details/Moon/LRO/LOLA/Lunar_LRO_LOLA_Global_LDEM_118m_Mar2014/cub
https://astrogeology.usgs.gov/search/details/Moon/LRO/LOLA/Lunar_LRO_LOLA_Global_LDEM_118m_Mar2014/cub
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improved images that reveal previously unseen details of surface features [65]. During
their flyby missions in 1969, Mariners 6 and 7 captured wide-angle images of the entire
surface and close-up images of 20% of the Martian surface [66].

In 1971, Mariner 9 achieved the first milestone in mapping the surface of Mars. For
the first time, these data became the basis for mapping entire planets from space. This
was conducted by the USGS in Flagstaff, the main U.S. planetary mapping agency, which
released 1:250,000 and 1:500,000 maps [67]. In 1976, the successful missions of the Viking
1 and Viking 2 orbiters became the primary data source for Mars mapping, providing
55,000 images with resolutions ranging from 7 m to 1000 m [68,69]. One of the most
important results was that the Viking Landers provided decent geodetic landmarks on
Mars, as their position on the Martian surface could be determined by radio ranging with
an accuracy of a few hundred meters. Various attempts to identify them in Viking orbiter
images or images from other missions have been made [70] and processed to establish
the primary control point on the Martian surface with reliable accuracy. From 1976 to
1980, two Viking orbiters equipped with two identical Vidicon cameras, which were called
the Vision Imaging System, VIS, orbited Mars [71]. Each system consisted of a telescope,
a slow scan vidicon, a filter wheel, and electronic equipment. Mars Mosaicked Digital
Image Models (MDIMs) were produced from original Viking orbiter images at 1/16, 1/64,
and 1/256 degree resolutions through radiometric, geometric, photometric, and controlled
mosaic [72,73].

The Mars Orbiter Laser Altimeter (MOLA) was the first laser altimeter system for
global Mars topographical mapping. The coverage ranges from the northern polar ice
cap to the equator in Science Phase 1 and the entire Martian surface in the mapping
phase [74]. As listed in Table 2, the major components of MOLA are a diode-pumped
Nd:YAG laser transmitter, a 0.5 m diameter telescope, and a silicon avalanche photodiode
detector [75]. During all observation phases, MOLA derived topographical measurements
of Mars through the continuous collection of laser reflection. The laser footprint size is
approximately 120 m, and the footprint spacing is 300 m along track. The measurement
reached 1.5 m vertical resolution without orbit and pointing error corrections [76]. MOLA
gathered enough data spots to allow the establishment of a global DEM with 1/256 by
1/256 degree grid (231.6 m at the equator), which is referenced to Mars’ center-of-mass with
an absolute accuracy of approximately 30 m and included surface reflectivity (as shown in
Figure 2) [77].

Table 2. MOLA Instrument Specifications (https://attic.gsfc.nasa.gov/mola/, accessed on 28
March 2023).

Laser Type Q-Switched, Diode-Pumped Nd:YAG

Wavelength 1.064 micrometre

Laser energy 40–30 mJ pulse−1

Laser power consumption 13.7 W

Pulse width ~8.5 ns

Pulse repetition rate 10 s−1

Beam cross-section 25 × 25 mm2

Beam divergence 0.25 mrad

±Footprint size (at 400 km) 120 m

Footprint spacing (a velocity = 3 km/s)
(center-to-center, along-track) 300 m

https://attic.gsfc.nasa.gov/mola/
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Figure 2. The global topography of Mars from MOLA enhanced with stereo DEM (Data is available
at https://astrogeology.usgs.gov/search/map/Mars/Topography/HRSC_MOLA_Blend/Mars_
HRSC_MOLA_BlendDEM_Global_200mp, accessed on 1 January 2023).

MOLA and Mars orbiter camera (MOC) equipped with MGS has made a major
leap forward in mapping Mars. MOC was based on the “pushbroom” technique that
acquires data one row at a time along the spacecraft orbits [78]. Thus, the coverage
of the wide-angle (WA) camera included the full Martian surface and was able to be
controlled by MOLA tracks. The narrow-angle (NA) channels of MOC acquired high-
resolution images and revealed detailed geological features of the Martian surface [9].
Moreover, the employment of photogrammetric routines enabled the detailed 3D mapping
of interesting geological processes [79–81]. Note that this is actually the first case of high-
resolution 3D mapping of the surface of a planet other than the Moon. Studies of impact
structure and sedimentary processes, polar processes and deposits, volcanism, and other
geologic/geomorphic processes benefit from such high-resolution data. The standard
error of the control network used for geocoding was known to be only on the order of
5 km. However, it was used as a base map for topographical mapping and MDIM 2.1
was released, which was orthorectified using the MOLA DEM and with better control
accuracy [82].

The MARS Express, the first planetary mission of the European Space Agency (ESA),
was launched in June 2003 and entered an elliptical orbit on 25 December 2003 [13]. The
high resolution stereo camera (HRSC), which is the main optical instrument of MARS
Express, began its operational phase in early 2004 and is expected to have a mission lifetime
of at least one Martian year, but it is still performing its mission [83]. Its major goal is to
cover global Mars in high-resolution stereo color images based on high-precision geodetic
control [84]. The instrument is a pushbroom scanner that can capture high-resolution
imaging data of a specific area with a near-simultaneous acquisition, featuring along-track
triple stereo, four colors, and five distinct phase angles. The secondary optical instrument,
the super-resolution camera (SRC), is a framing device to yield narrow-angle images with
a resolution of a few meters, but it was unusable in most cases due to camera calibration
issues. During its nominal mission lifetime of 2 years, HRSC is projected to cover 50%
of the Martian surface at a resolution of 15 m in its images [83]. In its first 1000 orbits,
HRSC acquired about 10% of the Martian surface. Nadir images with better than 250
m/pixel resolution covering regional areas [85] are highly useful for studying time-varying
features like clouds, polar cap edges, and wind streaks, as well as for obtaining stereoscopic

https://astrogeology.usgs.gov/search/map/Mars/Topography/HRSC_MOLA_Blend/Mars_HRSC_MOLA_BlendDEM_Global_200mp
https://astrogeology.usgs.gov/search/map/Mars/Topography/HRSC_MOLA_Blend/Mars_HRSC_MOLA_BlendDEM_Global_200mp
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coverage of areas of geological interest [86]. Additionally, the HRSC’s imaging capabilities
allow for capturing limb images with an along-track resolution better than 1.5 km. The
wide-angle cameras have color filters, which enable capturing color images of the surface
and atmosphere. These images are useful in distinguishing between clouds and the ground
and clouds of different compositions.

The High Resolution Imaging Science Experiment (HiRISE) and context camera (CTX),
which are installed on the Mars Reconnaissance Orbiter (MRO), were designed to carry out
tasks similar to those of the WA and NA of the MOC, with CTX covering a wider area and
HiRISE’s detailed focus sub-meter resolution [87,88]. Compared to the 1–2 m resolution
imaging provided by MOC NA images, the 40 cm GSD of HiRISE, together with stereo
capability, opened up new horizons in planetary surface mapping. Instead of the 10-CCD
structure design of HiRISE, stereo CTX with 6 m spatial resolution and stable imaging based
on single-CCD geometry [88] was also highly effective for the mapping of the Martian
surface [87,89]. Over the past decade, these two sensors have produced very valuable
image products covering 1% and 99.1% of the surface of Mars, respectively (https://mars.
nasa.gov/resources/8334/mars-global-coverage-by-context-camera-on-mro/, accessed
on 28 March 2023). It should be noted that the real value of HiRISE and CTX imaging
lies in their high-resolution stereo capabilities based on a high signal-to-noise ratio and
stable gimbal control, which enable the construction of sub-meter and decadal-meter DEMs
over major geological interests [90]. The mission of the colour and stereo surface imaging
system (CaSSIS) on the ExoMars Trace Gas Orbiter was designed to perform a similar
mission to the CTX, but with greater stereo capabilities, and was deployed in Mars orbit
in 2018 [91]. The Indian Mars orbiter, Mangalyaan, which reached Mars orbit in 2014,
provided a few images taken by the Mars colour camera (MCC) [92]. In both cases, the
images and scientific results published so far remain limited. The Chinese Mars mission,
Tianwen-1, completed the topographic mapping of the “Lover” landing site, which is not
yet open to the public [20,93].

2.3. Venus/Mercury—Inner Planets

Although the orbital remote sensing of inner planets encounters difficulties due to
navigation issues, the mapping of Mercury and Venus was still accomplished by several
successful mapping projects.

In the case of Venus, the biggest challenge for topographic mapping is its dense
atmosphere, which screens out the in-orbital optical imaging. Radar imaging and altimetry
became the sole method used to construct the topography of Venus. In 1978, Pioneer
Venus performed the first topographic mapping by radar altimetry and SAR [6,94]. Based
on Pioneer Venus altimeter observations, a topographic map with a resolution of 20 km,
the first topographic product by direct measuring of an active sensor over the planet’s
surface, was constructed [6,7,95,96]. In addition, the imaging Radar of Pioneer Venus
identified the detailed geological features on the Venusian surface, such as two continental
scale highlands and one of the biggest volcanoes in the Solar System [96–98]. Note that
the existence of such planet-scale geological features on Venus was recognized by the
Arecibo Radio Telescope [99]. A follow-up Venus mission, Magellan in 1992 [10], was
equipped with an improved radar altimeter and imaging mode [100], and produced the
medium resolution (≈14 km) DEM for the whole Venus surface [7,101]. It revealed the
details of Venusian tectonics [102], volcanoes [103], crater structures [104], channels, and
valleys [105]. Employing the imaging mode of Magellan radar, the stereo topographic
analyses on Venus’s surface have been conducted [106]. Up to now, the coverage by stereo
interpretation using the Magellan radar image cover only a tiny fraction of the Venusian
surface [107,108]. Therefore, altimetry DEM is the only data set for the study of Venus
topography, together with a radar mosaic image in medium resolution.

The topographic mapping of Mercury performed better than the mapping of Venus, as
the optical image and laser altimeter could cover the planet’s surface due to the absence of a
dense atmosphere. However, until now, only two spacecrafts have ever reached the planet,

https://mars.nasa.gov/resources/8334/mars-global-coverage-by-context-camera-on-mro/
https://mars.nasa.gov/resources/8334/mars-global-coverage-by-context-camera-on-mro/
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that is, three flybys of the Mariner 10 and orbital observations of the Mercury Surface,
Space Environment, Geochemistry and Ranging (MESSENGER). The first arrival of the
imaging sensor equipped in Mariner 10 is dated to relatively early 1973 [109], and only a
tiny fraction of images could be employed for the systematic stereo analysis [110]. Thus, a
small portion of the surface was mapped before the arrival of MESSENGER. An interesting
study of Mariner images was the application to surface photometric function analysis
that became a standard method for interpreting the microscopic properties of planetary
regolith, as shown in [111]. MESSENGER arrived in Mercury’s orbit in 2011 and remained
there until April 2015 [112,113]. It provided a comprehensive laser altimetry topography of
the northern hemisphere with 500 m resolution [114] and full optical stereo coverage, as
shown in [115–117]. Becker et al. [118] utilized narrow angle camera (NAC) and wide angle
camera (WAC) images from MESSENGER to generate a global set of DEMs with a grid
size of 665 m/pixel. Preusker et al. [117] combined NAC and WAC images to create stereo
DEMs with a resolution of 222 m/pixel, which encompass four quadrangles of Mercury’s
surface. However, it is important to recognize that the actual horizontal resolution of these
DEMs may reach up to approximately 4 km [119]. These DEMs helped to comprehensively
identify the details of the geological structures on Mercury such as mega-scale basin [115],
tectonic structures [120], and volcanoes [121]. The interesting thing about such mapping
tasks is that they have been conducted with a similar approach to the Martian case. It means
stereo products were geodetically controlled based on the Mercury laser altimeter (MLA)
data [117] that covers from the equator to 86◦N mainly. It is worth noting that MESSENGER
was placed in a near-polar orbit that was highly elliptical, with a periapsis of approximately
200–400 km and an apoapsis ranging between 15,000 and 20,000 km. As a result, the spatial
resolution of the images decreases and the density of laser footprints increases as they
approach the north pole. The laser profiles do not extend south of 20◦S due to a limitation in
maximum ranging distance. The topographic products suffer from a severe inhomogeneity
in terms of quality. Furthermore, the need to always point the heat shield towards the
Sun means the MLA profiles were acquired off-nadir (up to 60◦) in the noon-midnight
orbits, significantly deteriorating their geolocation accuracy. As of the current writing, the
BepiColombo mission’s Mercury Planetary Orbiter (MPO), which is jointly contributed by
ESA and JAXA, is en route to Mercury. It is expected to achieve orbit around the planet
by December 2025 [122]. The planned orbit is a less eccentric one (480 km × 1500 km)
that will yield a uniform and global coverage of Mercury’s surface. The camera [123] and
laser altimeter [124] onboard will update the topography observed by MESSENGER and
assist in geologic, geophysical, geomorphologic, thermal, and spectroscopic applications
employed to understand the evolution of Mercury. Surface mapping coverage over Mercury
is comparable to that over the Moon and Mars [117]. However, MLA’s precision is much
lower than that of MOLA. The RMS height residual at cross-overs can reach hundreds of
meters, which is much higher than the few meters achieved by MOLA.

2.4. Asteroids and Comets

For the last decades, asteroids and comets have been positioned as low priorities
in the planetary topographic mapping project. The Mariner 9 mission’s encounter with
Phobos and Deimos is considered the first mission with an asteroid [125,126], assuming
their origin as captured asteroids. Due to Martian sensors’ enhanced observation density,
such as Viking [127], HRSC [128–130], CTX, and HiRISE [131], Phobos has been the most
precisely mapped Solar System object with controlled topographic products [132,133].
The spacecraft sensor was first used for observing Galileo imaging in 243 Ida with up
to 95% surface coverage and better than 1 km/pixel resolution [134,135] and Gaspra
with 80% surface coverage and up to 54 m/pixel resolution [136,137]. Thus the shapes
of Ida and Gaspra were mapped three-dimensionally [135,138] in the relatively early
stage of outer Solar System exploration. Near Earth Asteroid Rendezvous–Shoemaker
(NEAR Shoemaker) was the first explorer equipped with a laser range meter and optical
sensor [139]. As the most significant object of exploration, the 433 Eros was fully covered
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by a laser range meter with around 1 km/pixel resolution and extracted many geophysical
and topographic evolutions [140]. 253 Mathilde is the other object in NEAR Shoemaker’s
mapping capability [141]. Hayabusa [142–144], Rosetta [145–147], and Chang’e-2 [148],
which are all not oriented to the topography of the asteroid or even the asteroid itself,
gained flyby chances and used their imaging functionality to cover 10 more asteroid
surfaces. Hayabusa’s flyby to 25,143 Itokawa [143] and Hayabusa-2′s flyby to 162,173
Ryugu [149] mainly succeeded in topographic mapping together with their sample return
and lander missions. The best detailed mappings of astride objects were conducted from
the Dawn mission on 4 Vesta [150] and 1 Ceres [151], the two biggest astride dwarf planets.
It should be noted that the images by Dawn mission were applied to the sophisticated block
adjustment procedure and achieved well controlled topographic products such as DEM
and orthoimages [142]. Although OSIRIS-Rex (Origins, Spectral Interpretation, Resource
Identification, Security, Regolith Explorer) is a sample return mission, the mapping of Bennu
was highly successful [152]. Up until now, the topographic mapping of the comet was only
achieved by the Rosetta mission over 67P/Churyumov-Gerasimenko employing LIDAR
and optical images [145,147,153]. Even though future asteroid missions will concentrate
on sample return, core study, and body capture, there will still be ambitious plans with
topographic mappings, such as Lucy [154,155] to Jupiter Trojan mission [154–156].

2.5. Satellites of Giant Planets

The solid satellites of outer giant planets such as Saturn, Jupiter, Uranus, and Neptune
have been of interest in research society as their origins in comparison to the inner world
have keys to understanding the Solar System. However, the geological and geomorphic
aspects of this satellite remained unknown until the Pioneer 10 and 11 spacecrafts flew by
Saturn and Jupiter in 1973 and 1975, respectively, and captured pass-by images of the Satur-
nian and Jovian satellites, particularly those of the Galilean satellites. [157,158]. Therefore,
Voyagers 1 and 2 can be considered the first platforms, which took valuable remote sensing
data on the topography of satellites orbiting giant planets [159–161]. Voyager 1 made the
first Jupiter flyby in 1979 and made rough mapping on Galileo satellites, including Io
volcanoes, using the Imaging Science System [160]. Saturn flyby in 1980 by Voyager 1 failed
to contribute much to satellite mapping of Saturn due to the less contact with the target
objects and the thick atmosphere of Titan, which was of prime interest [162]. Voyager 2 was
more successful due to a closer flyby distance and better contact with the solid satellites of
Uranus and Neptune [163,164]. Voyagers 1 and 2 sometimes encountered objects at a few
10 thousand km distances and formed some stereo observations between 1 and 2 images,
as shown studies on Galileo satellites [165,166]. Thus, geodetic control on the images was
feasible and led to initial mapping products [167].

The Galileo mission aimed to conduct high-resolution mapping of the Galileo satellite
on Jupiter with far higher resolutions than the Voyager mission [168]. However, the partial
failure of the deployment of a high gain antenna reduced the transmitted data set to
10% of the original observations [169]. Especially, Io and Europa mapping outcomes were
mostly lost. Although some surface characteristics of Galileo satellites, such as details
of Io’s volcanoes [170] and the icy crust of Europa [171], were observed with far better
resolution, the potential to conduct systematic mapping of the Jovian system was missed.
The mapping of Jovian satellites was hence postponed until the future arrival of new
Jupiter orbiters.

The Saturnian system particularly has been noticed by its giant satellite Titan, which
has a thick atmosphere. However, it also provided a limited data inventory to achieve suffi-
cient scientific information, even with the achievements of Voyagers 1 and 2. Instead, the
Cassini Mission should be noted as a highly successful case mapping the satellite/planet
screened by the atmosphere [172]. Cassini imaging radar and altimeter dramatically in-
creased discoveries on Titan [12], such as the fluvial methane system [173,174], aeolian
geomorphologies [175], and potential tectonic activities [176]. USGS has achieved full or-
thorectification of Titan images by Cassini imaging radar [177,178]. In addition, endeavors
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to increase the coverage of digital topography employing radargrammetry [179], radar
altimetry [180], and SARtopo [181] have been actively conducted and have produced valu-
able scientific information. Despite the efforts to construct a global topographic map of
Titan, the available spatial resolutions of the map are still low, with a range of—1700 m [182].
Thus, it should be updated by future missions. The optical imaging utilizing the visible
and infrared mapping spectrometer (VIMS) achieved precious mapping products such as
orthoimage coverages and partial DEMs over other Saturn satellites such as Enceladus
and Lapetus [183]. Note that the surface of satellites of Neptune and Uranus satellites had
been only mapped by partial Voyage 2 imaging camera coverages of Voyage 2 imaging
camera. Due to the better flyby distance (>100,000 km) in the case of Neptune’s satellite,
they possess relatively good resolutions. However, the ranges are far from sufficient to
form any mapping products.

2.6. Trans-Neptunian Object (TNO)

Up until now, the only space mission to successfully map the objects in the Kuiper Belt is
New Horizons [184]. Since space telescopic observation extracted some albedo information
in Pluto, the success of the New Horizons mission covering Pluto, Charon [185,186], and
Arrokoth [187] extends our scope in planetary topographic mapping into the minor bodies of
the outer Solar System. Topographic remote sensing of New Horizons only depends on the
long range reconnaissance imager (LORRI) [188]. Despite the great success of topographic
mapping, including stereo analysis, which led to a number of scientific discoveries [189],
the published technical bases of topographic processing of LORRI are limited, especially
regarding geodetic control. By the end of the encounter, 42% of Pluto’s surface has been
mapped by stereo DEMs (90 to 1120 m resolution) and by orthoimage sets covering the major
Pluto surfaces [190]. The Charon mission of New Horizons was also successful and achieved
40% of DEM coverage with 0.1–1.5 km resolution and northern hemisphere orthoimage
coverage with 300 m resolution [189]. At the moment, the problem of the Pluto and Charon
mission is that their geodetic controls only depend on the navigation data due to the absence
of reference height planes or point measurements as in Mars, the Moon, and Venus.

Perhaps another mission to the Kuiper Belt is not likely to happen in the next decade.
Thus, the mapping of Pluto and Charon will be limited to re-analyses of New Horizons data
sets, maybe together with the potential contribution of new generation space telescopes.

3. Technical Point of Review
3.1. Optical Image and Stereo/Mono Analysis

The interpretation of planetary images for topographic data extraction mainly depends
on the photogrammetric analysis, although there are some cases for applying photocli-
nometry, that is, shape from shading [191–193]. If multi-angle coverage of a certain area is
available, the accuracy of photogrammetric analyses will be increased by the stereo analysis.
In both stereo/mono photogrammetric analyses, the essential components are (1) sensor
model for the employed optical sensor; (2) geodetic control information; (3) image matcher
in the case of stereo analysis. In addition, registration points and the base height plane
data are necessary if the manual/automated geodetic correction is applied, as stated in
Section 3.4.

The rigorous camera model is the traditional system for the construction of a pixel’s
physical relationship between the image and real-world coordinates. It is based on ge-
ometrical constraints, or, in other words, on sensor parameters, so that the “modeling”
encompasses an overall workflow to estimate rigorous sensor parameters from the geo-
metric relationship between the image and the planetary topography. The target of sensor
modeling in planetary has been moved into the pushbroom sensor model from the framing
camera; thus, the complexity of sensor modeling has increased. Therefore, the applications
of the pushbroom sensor models are discussed in two approaches, that is, the conventional
pushbroom model and the HRSC case.
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The basic formula for the rigorous camera model is the collinearity equation:

x− x0 = − f m11(X−XL)+m12(Y−YL)+m13(Z−ZL)
m31(X−XL)+m32(Y−YL)+m33(Z−ZL)

y− y0 = − f m21(X−XL)+m22(Y−YL)+m23(Z−ZL)
m31(X−XL)+m32(Y−YL)+m33(Z−ZL)

(1)

where

M =

m11 m12 m13
m21 m22 m23
m31 m32 m33


=

 cosφ cosκ sinω sinφ cosκ + cosω sinκ −cosω sinφ cosκ + sinω sinκ
−cosφ sinκ −sinω sinφ sinκ + cosω cosκ cosω sinφ sinκ + sinω cosκ

sinφ −sinω cosφ cosω cosφ

 (2)

where (x,y) are the focal plane image coordinates, which can be calculated by the object
coordinates (X, Y, Z), the coordinates of perspective center (XL, YL, ZL), calibrated focal
length f, and rotational angles (ω, φ, κ) in X, Y, and Z axes, and (x0,y0) are the coordinates
of principal point.

In the case of a satellite, (2) can be simplified as follows:

x = 0 = − f
m11(X− XL) + m12(Y−YL) + m13(Z− ZL)

m31(X− XL) + m32(Y−YL) + m33(Z− ZL)
(3)

y = − f
m21(X− XL) + m22(Y−YL) + m23(Z− ZL)

m31(X− XL) + m32(Y−YL) + m33(Z− ZL)

This is very similar to the above general case, except that the x coordinate of the image
is replaced by zero. However, a satellite pushbroom camera moves in the direction of the
satellite itself and acquires an image, such that the position and location of the camera
change with time. Gugan and Dowman [194] modeled these parameters as follows:

Xs = XL + a1t + bt2

Ys = YL + a1t + bt2

Zs = ZL + a1t + bt2

κ = κ0 + a1t + bt2

φ = φ0 + a1t + bt2

ω = ω0 + a1t + bt2

(4)

The main problem with this model is that strong correlations exist between the
X direction of motion and the angular change and between the Y direction of motion
and the angular change. Therefore, the numerical modeling using these parameterizations
is not suitable to extract an exact solution [195]. As shown in Orun et al. [195], some
parameters can be modelled with a lower order.

Planetary imagery does not provide navigation information separately in order to
extract parameters but instead employs a standardized spacecraft navigation data set.
These are prepared and provided by the Navigation and Ancillary Information Facility
(NAIF) for NASA missions and are called, Spacecraft, Planet, Instrument C-matrix and
Event Data (SPICE) kernels [196] (see Figure 3 and Table 3). The data set required for
pushbroom camera modeling is mainly in the CK (C-matrix) and IK (instrument) kernels.
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Table 3. SPICE Kernel description [198].

SPICE Kernel Name Information

CK Pointing data for an instrument

EK
Spacecraft and science instrument events including

science plan (ESP), sequence of events (ESQ) and
experimenter’s notebook (ENB)

IK Instrument mounting, field of view,
axis specification

LSK Transformation value between Universal
Time coordinates and Ephemeris

PcK Altitude and body shape information
(size, shape and orientation)

FK Reference frame specifications

SLCK Spacecraft clock coefficients

SPK Spacecraft, orbiter and planet/satellite body trajectory

The data in the geometry files can be effectively used to generate geometric and
viewing information about an image. With the geometry data and software in NAIF
SPICE TOOLKIT (https://naif.jpl.nasa.gov/naif/toolkit.html, accessed on 28 March 2023),
data items, which are useful in the processing and analysis of spacecraft image data, can
be retrieved.

The C-matrix is a 3 × 3 matrix that can be used to convert cartesian coordinates to
coordinates in a “base frame” and the coordinates in an instrument-fixed reference frame.
Specifically, the C-matrix is used to convert a vector v with coordinates (x, y, z) in a base
reference frame to new coordinates (x’, y’, z’) in an instrument-fixed coordinate system. For

https://naif.jpl.nasa.gov/naif/toolkit.html
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the applications of SPICE kernel information in optical photogrammetry, the collinearity
equations can be expressed as follows:X− XL

Y−YL
Z− ZL

 = λRplanet
sensor

 x
y
− f

 (5)

where λ is the scale factor and Rplanet
sensor is the rotation matrix by rotational angles (ω, φ, κ) of

the senor line relative to the planet-body fixed frame [199].
Therefore, the required rotational matrix in (5) can be extracted from the matrix

operations and SPICE kernel information at the time of image acquisition of the sensor
as follows:

Rplanet
sensor = Rplanet

spacecra f tR
spacecra f t
sensor (6)

where, Rplanet
spacecra f t is the rotational matrix from spacecraft to planet and Rspacecra f t

sensor is the
rotational matrix from sensor to spacecraft. Those rotational matrixes are extracted from
SPICE CK, which is for the rotational state (orientation and angular velocity) of spacecraft
structures (like the spacecraft bus, an instrument, or a scan platform) with respect to a
given reference frame and IK, which is for the calculation of spacecraft to sensor rotation
by providing spacecraft and planet’s tags and the ephemeris time (ET) of imaging lines.
Object coordinates and focal lengths can be extracted from SPK and IK kernels. The stated
operations can be conducted using the SPICE toolkit or upper S/W wrapper briefly.

The interior orientation that transfers between pixel coordinate and image coordinate
is another challenge. Essential parameters to perform interior orientation is contained in
the IK kernel. Image-to-pixel coordinate conversion is as follows:(

xd
yd

)
=

(s− boresightsample)

(l − boresightline)
Pixel size (7)

where (xd,yd) is the distorted image coordinate and can be converted to the corrected focal
plane position by the optical parameters of sensor, boresight, and pixel size can be founded
in IK and (s,l) is the sample and line of image. Otherwise, the interior orientations in some
sensors were conducted using affine transformation parameters given in the IK kernel [200].

However, the CK and spacecraft, orbiter and planet/satellite (SPK) kernels constructed
from the actual orientation telemetry of the spacecraft or pre-measurements have intrinsic
errors due to poor radio tracking accuracy, resulting in improperly positioned photogram-
metric products. Thus the bundle block adjustment routines implemented in USGS Inte-
grated Software for Imagers and Spectrometers (ISIS) “jigsaw” [201] or commercial add-on
are employed to update the accuracy of photogrammetric model of image blocks, including
interior orientation parameters. To minimize the errors and distortion of exterior/interior
parameters, pre-flight/in-flight is quite essential, as shown in Speyerer et al. [202] and the
outcomes are updated in corresponding SPICE kernels.

This rigorous sensor representation and sensor modeling using SPICE kernel analysis
was used in a USGS planetary terrain processor based on the SOCET SET photogrammetry
suite (® BAE, hereafter USGS SOCET SET processor), which was built for the photogram-
metric processing of MOC NA images [81]. Pursuing that objective, it was proposed that a
bundle-block adjustment be performed using a commercial photogrammetric tool such as
the USGS SOCET SET processor with control points extracted from MOLA track and MOC
image matching as shown in Kirk et al. [90]. At the moment, the bundle block adjustment
routines of the USGS SOCET SET processor is the only way to achieve block adjustment of
some planetary sensor such as HiRISE. Another case to employ a rigorous sensor model is
the photogrammetric processing of the Ames Stereo Pipeline [203], which was, therefore,
implemented using the ISIS sensor modeling component.

A more technical challenge to using SPICE kernel-based photogrammetric model
is the so-called jitter effects which are induced by the mechanical oscillations on push-
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broom type optical sensor. It often results in minor distortion of high-resolution planetary
images such as MOC-NA, HiRISE, and CTX. Since the effects of jitter caused unpredictable
misalignments of image correlations, it seriously degraded the quality of stereo DEM or
other image processing outputs based on correlation in image pairs, for instance, change
detection using pixel-to-pixel tracking (see Section 4.2). Although it is proven that the
approach based on Fourier analysis can partially correct these effect, it is necessary to
introduce systematic reduction processes of the jitter effect on the SPCIE kernel for future
planetary missions equipped with high-resolution optical sensors [204].

The other approach, which was implemented in German Aerospace Center (German:
Deutsches Zentrum für Luft- und Raumfahrt: DLR) Video Image Communication and
Retrieval (VICAR) system for the HRSC data processing and now has been expanded for
a number of planetary photogrammetric data processing. HSRC is a special along-track
pushbroom model that uses the SPICE kernels and employs pointing parameters derived
from SPICE. However, updating them using bundle adjustment is based on MOLA height
points [205] and indigenous S/W and algorithmic bases.

When the HSRC camera concept was introduced, the main problem with HRSC camera
modeling is the long exposure time along with the Martian orbit and the limited amount
of ground control information. The existing control network for Mars does not provide
sufficient accuracy for the 10–30 m resolution of HRSC images and its instability of pointing
induced by such a long exposure for one image strip. It’s because sometimes an image
covers more than half of the Martian hemisphere. The solution to this problem is to use
MOLA data as control information, as this is already geodetically adjusted [206]. In that
study, the accuracy of the MOLA DEM was cross-verified and accuracy levels of 100 m
horizontal and 10 m vertical were achieved. Ebner et al. [207] described two possible
bundle adjustment approaches; one using DEM information, which was the approach of
Strunz [208] and the other using control points based on MOLA data for HRSC 3 CCD
line imagery. In the first approach, the DEM does not have to be georeferenced in the
image. Spiegel et al. [205] used Strunz’s method for HRSC space intersection points lying
on the interpolated MOLA DEM surface. The second approach described by Ebner and
Ohlhof [209] used point determination without classical ground control points (GCPs).
Their method involves using 3D GCPs from MOLA tracks, without any GCP identified in
image space. Instead, conjugate points are extracted by arranging at least three object points
in the vicinity of each control point. This allows for the establishment of a mathematical
condition that describes the location of the control point within an inclined plane defined by
the three nearby object points. Compared with Spiegel et al. [205], the main difference is the
usage of the original MOLA track points for control information instead of an interpolated
MOLA DEM. However, the HRSC tie points must be identified in order for the HRSC
points to be arranged in the surrounding area of each MOLA track point.

In principle, Spiegel et al.’s [205] approach is more appropriate if there are more MOLA
points than HRSC intersection points. If HRSC tie points are available and the MOLA data
can be utilized, the first approach is employed for their HRSC bundle adjustment. In this
approach, the HRSC intersection points must be located on the MOLA DEM surface points
(Figure 4). The geometric control is then simplified as a least squares adjustment with an
observation equation using a distance between the HRSC intersection point and the MOLA
data, as described by Spiegel et al. [205].
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It is the mathematical model for the observation equation:

ν̂d + d = f
(
X̂H , ŶH , ẐH , XM,YM, ZM

)
(8)

where (X̂H , ŶH , ẐH) are the unknown coordinates of the HRSC intersection points,
(XM,YM, ZM) are the MOLA coordinate, and d is the distance parameter.

This camera modeling method was implemented in the automatic processor for the
HRSC image (DLR VICAR), as shown in Figure 5. Bundle block adjustment using the
method of Ebner et al. [207] was implemented in the routines hwbundle and hwmatch1
for tie point generation. The difference in accuracy achieved by the bundle adjustment
has been assessed by Heipke et al. [210] and is shown in Table 4. Clearly, the use of the
bundle adjustment results in up to a 200% increase in positioning accuracy. Of particular
note is Spiegel’s work [211] using bundle block adjustment to simultaneously optimize
the external and internal parameters of the HRSC image and minimize the residuals of
stereo intersections to MOLA. Given the adaptability of long-time exposing optical sensors
like the HRSC in future planetary terrain mapping, this study demonstrated the most
effective way to optimally control the topographic product with respect to the external
reference plane.

Now, similar approaches in the DLR VICAR system are being employed for the case
of LRO lunar reconnaissance orbiter camera (LROC) WAC 100 m stereo products, the dawn
frame camera for Ceres and Vesta and Mercury Messenger [117,150,151,212].
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Table 4. The accuracy of object point coordinates of the ray intersection [210].

Orbit Number Altitude (km)
σX (m)

(without/with Bundle
Adjustment)

σY (m)
(without/with Bundle

Adjustment)

σZ (m)
(without/with Bundle

Adjustment)
18 275–347 12.1/6.6 10.7/6.0 33.4/18.1
22 311–941 13.0/8.6 17.2/9.1 41.6/21.9
68 269–505 31.2/11.0 29.2/10.4 50.6/17.9

Nowadays, most planetary photogrammetric processors mainly belong to either of the
two approaches. However, the approaches to representing sensor models using polynomial
representation, so-called non-rigorous sensor models, are sometimes implemented [89,214,215]
as those can be better manipulated by in-house stereo routines employing standard industrial
functionality [216,217]. A case of multi-resolution DEMs using a non-rigorous sensor model
approach [214] on the Martian surface is demonstrated in Figure 6.
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The stereo image matcher is an important component of the image processor of a
planetary surface because the quality and density of the height points, that is, intersections,
by stereo analysis depend on the capabilities of the stereo image matcher. Among the
commonly used local and global approaches in image matching, planetary data processors
often use the local approach in the matching algorithms such as Gruen’s Adaptive Least
Squares Correlator (ALSC) [218], a feature-based correlator using the Random sample
consensus (RANSAC) algorithm [219] implemented in DLR-VICAR [84], and additional
components from openCV (https://opencv.org/, accessed on 28 March 2023) employed
in DAWN image processing [220]. Image matchers based on global approaches, such as
semi-global matching algorithms [221] have shown tremendous efficiency in depicting
terrain features [222,223]. However, in order to employ it in a planetary image processor,
two problems must be solved, that is, the precise definition of epi-polar lines [224] and
their application to textureless surfaces. The strategies utilizing base topography for image-
matching have clear advantages in textureless imagery [89,214], which frequently occurs
in flat regions of the planet’s surface, such as the northern hemispheric basin of Mars.
However, the co-registration between the base topography and the corresponding image
should be secured in this case. Additionally, the development of algorithms to detect
matching blunders and to fill voids on textureless planetary surfaces are challenges that
need to be addressed to construct artifact-free stereo DEMs on planetary surfaces.

The mono image analysis to extract elevation using a deep learning approach is
now being introduced, as shown in [225]. Despite the strong attraction for constructing
higher resolution 3D products without stereo coverage, the validity of 3D reconstruction
based on deep learning for planetary research should be carefully investigated before the
use of scientific applications, as the referencing of a height plane highly depends on the
ground-truth employed, such as LiDAR and stereo DEM and no guarantee to inherit their
accuracy into the dimension of far finer resolution. In the case of shape from shading, the
validation of products is also strongly required, even with recent successes in extensive 3D
reconstruction, as shown in Mercury by Tenthoff et al. [226] and Bertone et al. [227]. It’s
because the establishment of a fully working reflectance function on the planetary surface
as well as the solution of geodetic control in a single image source are not yet available.

3.2. LIDAR Altimetry

Laser altimetry involves emitting short Gaussian-shaped laser pulses to the surface
and measuring the time it takes for the pulse to travel to the surface and back to the instru-
ment’s receiver. Typically, there are measured by ultra-stable oscillators (USOs) featuring
high frequency stability. To measure the time-of-flight (ToF) in planetary laser altimetry,
there are three commonly adopted methods: (1) leading edge detection (MOLA, MLA,
LOLA, Chang’e-1 LIDAR, BepiColombo Laser Altimeter (BELA), Ganymede Laser Altime-
ter’ (GALA) etc.); (2) waveform processing and analyzing (BELA, GALA); (3) constant
fraction discrimination (OSIRIS-REx Laser Altimeter (OLA), Hayabusa2 LIDAR) [153,228].
The leading-edge timing method, which is commonly used in major planetary missions,
involves producing a timing stop signal when the return pulse signal exceeds a specific
threshold at a comparator.

The general structure of a space-borne laser altimeter is quite simple. Usually, it
consists of a solid-state pulsed laser source, a telescope that is fixed to the orientation of
the nadir track of the satellite to collect the backscatter from a planetary surface, and a
positioning part, usually GPS (global positioning system) for the Earth. However, in the
case of a planetary laser altimeter, a star tracker replaces GPS; thus, the geodetic control of
a planetary laser altimeter, which is usually attained by the pointing accuracy of a gimbal
would be a more difficult task. Using auxiliary information (spacecraft trajectory and
attitude, laser alignment), each of the measured time-of-flight downlinked to the ground
processor can be geolocated to a set of surface coordinates in the inertial International
Celestial Reference Frame (ICRF). Geolocation of the laser footprints involves converting
the inertial footprint coordinates to the body-fixed reference frame by incorporating a

https://opencv.org/


Remote Sens. 2023, 15, 2954 20 of 58

rotational model of the target body. This process takes into account the motion of the
spacecraft during the laser pulse ToFs and the pointing aberration due to the relative
velocity of the spacecraft with respect to the observer. Precise geolocation requires accurate
modeling of these effects [229,230]. When a laser altimeter operates close to the Sun, for
example, MLA and BELA at Mercury, general relativistic effects such as the Shapiro delay
should also be incorporated to correct the ranging distance.

Time measurement is usually performed to determine topographical height using
the time gap between transmit and detect times. However, the height from such a simple
processing step might suffer from various error sources. Harding et al. [231] described the
effect of local slope and roughness on range error. The centroid of the received pulse must
be selected using the following equation:

Ts =
∫ TG

0

(
1

TG

)
tP(t)dt (9)

where TG is the range gate of time duration, Ts is the function of the resolution of the time
interval units, whereas P represents the signal strength of the sensor (see Figure 7).
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Figure 7. The schematics of centroiding the received pulse as a function of time (t) and signal strength
(P), where P0 is the transmitted power, E0, Er is the transmitted/recevied energy, ∆T0 is a signal
strength of one half of maximum [231].

There are some uncertainties due to several reasons. In this analytical expression,
the centroid time variance, V(Tr) can be divided into five components at the source of the
received pulse [232].

V(Tr) = impulse response + surface roughness + beam curvature + nadir angle and slope + pointing uncertainty (10)

The first four terms in the above equation depend on the slope of the surface and the
off-nadir angle of the laser beam because the time interval for the received pulse is spread
so that the centroid of the pulse might be poorly determined. In particular, the effect of
topographical slope on ranging accuracy can be described in the equation [232] as

∆Z = Z0∆ϕ tan(S + ϕ) (11)

where ∆Z is the range error, ∆φ is the deviation between the actual off-nadir angle of the
laser beam and an assumed angle (φ), and S is the surface slope (Figure 8).



Remote Sens. 2023, 15, 2954 21 of 58

Remote Sens. 2023, 15, x FOR PEER REVIEW 20 of 59 
 

 

There are some uncertainties due to several reasons. In this analytical expression, the 
centroid time variance, V(Tr) can be divided into five components at the source of the 
received pulse [232]. 

V(Tr) = impulse response + surface roughness + beam curvature + nadir angle and 
slope + pointing uncertainty 

(10)

The first four terms in the above equation depend on the slope of the surface and the 
off-nadir angle of the laser beam because the time interval for the received pulse is spread 
so that the centroid of the pulse might be poorly determined. In particular, the effect of 
topographical slope on ranging accuracy can be described in the equation [232] as ∆Z = 𝑍 ∆𝜑tan (𝑆 + 𝜑) (11)

where ΔZ is the range error, Δ𝜙 is the deviation between the actual off-nadir angle of the 
laser beam and an assumed angle (𝜙), and S is the surface slope (Figure 8). 

 
Figure 8. The effect of local slope on laser altimeter geolocation accuracy with footprint size (W), 
range error (ΔZ) by pointing angle and it’s error term (φ, Δφ) and the surface slope (S) [231,233]. 

To avoid such uncertainty, a temporal average of the same location of the laser foot-
prints or a spatial average of adjacent laser footprints needs to be considered. Unfortu-
nately, in the case of planetary laser altimeters, laser equipment doesn’t have such the 
capability to do this. Thus, on MOLA, a very simple algorithm, which is mostly dependent 
on hardware, was used to reduce uncertainty. In the case of MOLA, the start and stop 
pulses were determined based on the backscatter return amplitude as a function of the 
time slit and the backscatter signal that exceeded a certain threshold level. 

To make range measurements with MOLA, it was assumed that the return pulse 
shape is symmetrical, and the centroid time is the average threshold crossing time at the 
leading and trailing edges. For unsaturated pulses, the range walk was estimated as half 
of the measured return pulse width. However, due to the fixed gain amplifier limitation, 
approximately 400 million out of the 600 million range measurements made by MOLA 
were saturated. For these saturated pulses, a scheme involving simulated return pulse 
spreading was adopted [206]. This leading-edge correction scheme stands as a minimum 
estimate, shortening the measured ranges, and biasing the topography upward. In light 
of this issue, subsequent laser altimeters, such as the MLA, LOLA, and BELA, have 
adopted variable gain amplifiers. Meanwhile, in the case of MOLA, the receiver employs 
four parallel low-pass filter (LPF) channels to account for the wide variability in the 
spreading of echo pulses. The impulse full width at half maximum (FWHM) of these chan-
nels are 20 ns, 60 ns, 180 ns, and 540 ns, respectively [75]. These channels correspond to 
target dispersions, that is, footprint-scale height variability, of 3 m, 9 m, 27 m, and 81 m, 
respectively. The filter impulse response pulse shapes are approximated by Gaussian 

Figure 8. The effect of local slope on laser altimeter geolocation accuracy with footprint size (W),
range error (∆Z) by pointing angle and it’s error term (ϕ, ∆ϕ) and the surface slope (S) [231,233].

To avoid such uncertainty, a temporal average of the same location of the laser foot-
prints or a spatial average of adjacent laser footprints needs to be considered. Unfortunately,
in the case of planetary laser altimeters, laser equipment doesn’t have such the capability to
do this. Thus, on MOLA, a very simple algorithm, which is mostly dependent on hardware,
was used to reduce uncertainty. In the case of MOLA, the start and stop pulses were
determined based on the backscatter return amplitude as a function of the time slit and the
backscatter signal that exceeded a certain threshold level.

To make range measurements with MOLA, it was assumed that the return pulse
shape is symmetrical, and the centroid time is the average threshold crossing time at the
leading and trailing edges. For unsaturated pulses, the range walk was estimated as half
of the measured return pulse width. However, due to the fixed gain amplifier limitation,
approximately 400 million out of the 600 million range measurements made by MOLA were
saturated. For these saturated pulses, a scheme involving simulated return pulse spreading
was adopted [206]. This leading-edge correction scheme stands as a minimum estimate,
shortening the measured ranges, and biasing the topography upward. In light of this issue,
subsequent laser altimeters, such as the MLA, LOLA, and BELA, have adopted variable
gain amplifiers. Meanwhile, in the case of MOLA, the receiver employs four parallel
low-pass filter (LPF) channels to account for the wide variability in the spreading of echo
pulses. The impulse full width at half maximum (FWHM) of these channels are 20 ns, 60 ns,
180 ns, and 540 ns, respectively [75]. These channels correspond to target dispersions, that
is, footprint-scale height variability, of 3 m, 9 m, 27 m, and 81 m, respectively. The filter
impulse response pulse shapes are approximated by Gaussian functions. The channel with
the closest matching impulse response pulse width to the echo pulse, which is also Gaussian-
shaped, has the highest signal-to-noise ratio at the filter output. Each channel measures
the return pulse energy, pulse-width at threshold crossings, and noise level through an
energy counter, pulse-width counter, and noise counter, respectively. To accommodate
pulse spreading of varying amounts, each channel has match filters of different durations.
The stop pulse detection is assessed in all four channels, and upon the detection of a stop
pulse event by one or more of the channels, the time interval unit (TIU) travel time is
defined using the triggered channel that has the ”fastest” match filter [234]. This increases
the probability that the returned pulse is detected even over regions with steep and rough
terrain. Likewise, MLA utilizes three channels in the receiver, each consisting of a low-pass
filter, a comparator, and a noise counter. Additionally, to improve the detection sensitivity,
MLA adopted dual threshold discriminators for Channel 1. A reflected pulse triggering
a high threshold is generally a ground return, whereas low threshold ranges are near the
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noise level of the detector. In this way, the range to the target can be calculated by taking
the difference between the times at which the start and stop pulses are recorded by a time
interval unit (TIU), which corresponds to the round-trip travel time of the laser pulse [76].

Another algorithm to improve accuracy for individual laser altimeter footprints uses
a technique called “parameterizing the return signal”. For every pulse sequence within
one altimeter beam shot, single or multiple Gaussian distributions can be fitted. In the case
of a single Gaussian distribution, the appropriate range was measured from the centroid
of the transmit pulse to the centroid of the backscatter return. For multiple Gaussian
distributions, the centroid of the last Gaussian is the centroid of the received pulse. A more
detailed processing chain for laser altimeters may be described when using waveform
analysis [235]. Indeed, the upcoming BELA and GALA are capable of recording the full
waveform of the returned pulses. Waveform analysis should be exploited to further refine
their geolocation accuracy or possibly to identify surface features within the illuminated
footprints, depressions, and rocks in the BELA case [236].

The information gained by planetary laser altimetry is not limited to 3D topographic
reconstruction. Additional surface properties can be revealed by analyzing the laser return
pulses. As aforementioned, pulse broadening and stretching are primarily caused by sur-
face roughness and slope at the baseline of the laser footprint. By compensating for the
effects of surface slope, it is feasible to derive the surface roughness at the footprint scale by
utilizing energy measurements of the return pulses [89,237,238]. These small-scale rough-
ness measurements can complement larger-scale ones derived from coarser topographic
models to indicate the morphology and evolution of planetary surfaces. Meanwhile, utiliz-
ing the laser link equation that relates the emitted pulse energy, it is possible to normalize
observations to a constant mean solar flux, assuming Lambertian scattering. This yields
a spectral radiance (I/F) value that indicates the brightness of a surface compared to a
perfectly diffusely reflecting surface. To obtain the surface Lambert albedo, these measure-
ments are divided by the cosine of the solar incidence angle. This parameter has important
implications for various applications, such as space weathering [239], the detection of water
ice in the permanently shadowed polar regions [240,241], and photometric modeling, etc.

3.3. SAR and Radar Altimetry

Microwave sensors, particularly SAR and radar altimeters, are almost the only avail-
able method of collecting topographic data for planets/satellites with thick atmospheres,
such as Venus and Titan. Overall, using radar remote sensing techniques to extract plan-
etary terrain data is (1) a radargrammetry similar to optical stereo. (2) radar altimeter
that directly measures altitude; (3) interferometric SAR (InSAR) technology that has yet
to be conducted on planetary topography. Very occasionally, attempts have been made to
extract planetary terrain data sets using radarclinometry [242], but so far no meaningful
scientific results have been obtained. Therefore, we only focused on investigating the use
of radargrammetry and altimeters to apply radar observation to planetary surfaces.

Sensors used for radargrammetry and altimeters on NASA missions over the past
decade, such as Pioneer-Venus [6,97]/Magellan radars [7,10] on the Venusian surface and
the Cassini radar sensor [12,172] on the Titan surface are based on the same instrumental
origin. A mechanism that integrates imaging SAR, altimetry, and radiometer was first
implemented in the Pioneer-Venus Radar sensor, where electromagnetic waves are trans-
mitted and received through a split timing window [6]. This means that sub-components of
the same sensor handled imaging and altimeter functions with a timing window. Because
the entire mechanism of the planetary radar sensor could be simplified, an almost similar
mechanism was used again for the Magellan Venus radar and the Cassini radar. Compared
to these advantages, the resolution of imaging radars is quite limited compared to modern
terrestrial SARs. It has no interferometric SAR functionality, as sensors do not incorporate
phase angle recording.
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The imaging SAR sensor model is basically constructed by applying the Range-
Doppler equation as follows:

fdc = sin τ·
2
∣∣Vs −Vp

∣∣
λ

(12)

R = |S− P|

where fdc is the Doppler central frequency, λ is the wavelength, Vs and Vp are the velocity
vector of sensor and target. The variables S and P represent the position vectors of the
sensor and ground point, respectively. The range timing value between the sensor and
ground point is denoted by R, whereas τ is the squint angle of the surface of a Doppler
cone relative to the normal plane perpendicular to the velocity vector (Vs). Therefore, the
accuracies of those observations, such as velocity and position vectors, largely depend on
the SPICE SPK kernel’s accuracy.

In some cases, sensor modeling of the planetary radargrammetry was attempted by the
sensor modeling techniques on a commercial off-the-shelf (COTS) photogrammetric tool,
as shown in Kirk et al. [179], and a meaningful Titan DEM was derived [181]. As another
exception, there is a case in which the sensor model by the Range-Doppler equation is
reconstructed into a non-rigorous sensor model approach to constitute a better manageable
sensor module for radargrammetry and derive a DEM [243]. In the case of Venus Magellan’s
radar image, some studies using limited Range-Doppler equations are combined with non-
rigorous [244] and rigorous [106,245,246] sensor models and altimetry data.

What is noteworthy in interpreting these planetary radar stereoscopic analyses is the
calibration of the sensor model and geodetic control employing radar altimeter data. There
must be more than a few couples of overlaps of radar images on the planet’s surface to
attempt bundle block adjustment or relative control. In the absence of control information,
the altitude value by radar altimeter measurement is the only data that can maintain the
geodetic precision of radar images. The problem is that the resolution of altitude values
by radar altimeter measurement is severely limited by their footprint of size up to several
10s of kilometers. If the DEM is constructed with only the radar altimeter measurement
values, the topography will be severely flattened compared to the actual one, as seen in
Venus full-resolution radar mosaics (FMAPs). It should be noted that the Mars global DEM
constructed by MOLA with a footprint size of 150 m also exhibits a flattening effect [214].
Therefore, SAR image control by radar altimeter measurement should be limited for data
obtained from highly flat terrain. Techniques for analyzing the radar altimeter borrow
the waveform re-tracking technique established in the case of ESA European Remote
Sensing Satellites (ERS) and Environmental Satellite (ENVISAT)’s radar altimeters for earth
observation [247]. One advantage of radar altimeter measurements has been demonstrated
in the case of Titan surface observations where reinterpretation of the electromagnetic
waveform has succeeded in partially reconstructing the bathymetry of methane lakes [174].
It is worth mentioning that, recently, in the case of Titan, a DEM composed of techniques
other than radargrammetry, so-called SARtopo, has been constructed and derived scientific
results [177].

The data from these radar sensors is not provided in the form of images but released
as a projected product on the planetary surface called BIDR (basic image data record). The
position of an image point in BIRD can be calculated with the projection formula of the
Range-Doppler equation. The short burst data records (SBDR) files provide information on
the spacecraft’s velocity and position, which can be used to calculate range and Doppler
shift values in ground coordinates.

In Figure 9, various planetary terrain products using radar surveying and an altimeter
are shown. In the case of the Titan image, the elongated tracks of the imaging mode cause
many problems in the Range-Doppler sensor model, as shown in Figure 9a. Therefore, the
Range-Doppler equation projected the product onto a Titan ellipse, and USGS SOCET SET
processor’s ad hoc sensor model was used for the creation of the stereo geometry [108].
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In addition to the previously described geodetic control difficulties, the image quality
of the outdated 40-year-old technology used in BIRD radar products was extremely poor.
Therefore, radargrammetric processing, particularly image matching procedures, for most
planetary SAR images, resulted in limited quality and coverage, as shown in Figure 9b. The
SARtopo [177] technique was proposed as a compensation method that could completely
cover the Titan surface and generate the global Titan terrain (see Figure 9c). An example of
a non-rigid sensor model expressed as a polynomial and used for radargrammetry is shown
in Figure 9d [243]. There were some developments to improve the precision of elevation
data on Titan, for instance, by using delay-Doppler signals of the radar altimeter [248].

In the case of the Venus Magellan stereo interpretation using the Range-Doppler
equation directly, it successfully constructed a precise DEM of Venus by composing the
electromagnetic wave delay effect of CO2 into the sensor model and obtained various
scientific results, as demonstrated in Figure 10 [249]. Now, on the H/W side, some advanced
techniques to reduce power consumption and weight, especially for antenna size, have
been implemented in MiniSAR and MiniRF in lunar exploration [108,250]. Currently, radar
observations of the planet’s surface in direct imaging form are possible with the image
products of the Indian lunar probe Chandrayaan 1 and the MiniSAR aboard the LRO.
For radargrammetry analysis of MiniSAR images, Kirk et al. [250] performed MiniSAR
stereoscopic image analysis by borrowing an aerial imaging model of the BAE SOCET SET
photogrammetric suite, which is thought to solve the difficulty of precise Range-Doppler
modeling for the long scan range of MiniSAR. The quality of the MiniSAR image and
resulting terrain product controlled by the laser altimeter data is significantly better than
that of the BIRD format product (see Figure 11). Therefore, these approaches point out the
technical direction of future planetary SAR sensors and data processors.
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(red) control networks (image taken from [178]). Refer to Lopes et al. [251] for more details. (b) Color-coded topographic map overlaid on a mosaic of SAR and
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https://astrogeology.usgs.gov/maps/titan-Cassini-global-topographic-data-record, accessed on 1 January 2013). (d) The outcome of the analysis of the T16-T19
pair using the Cassini SAR stereo radar image [243].
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Figure 10. (a) Radar altimetric DEMs overlayed on Magellan SAR mosaic (https:
//astrogeology.usgs.gov/search/map/Venus/Magellan/RadarProperties/Venus_Magellan_
Topography_Global_4641m_v02, accessed on 1 January 2013) [95]. (b) Stereo DEM (675 m) on
Joliot-Curie (06S066) FMAP quadrangle. (c) Stereo DEM (3◦S–0◦, 73◦E–73.5◦E) (orthoimage, global
gridded altimetry (GTDR) DEM, and other three stereo DEMs (the details described in [107]).
(b,c) were taken from Kirk et al. [107]. Refer to Herrick et al. [249] for another stereo DEM in Tellus
Regio, a Venusian highland.
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Figure 11. A case of MiniSAR stereo analysis for DEM and Orthorectified Clementine UVVIS base
mosaic image creations on part of Jackson crater. Stereo-derived elevations aligned to the LOLA
altimetry track [250]. Images were taken from [250].

3.4. Geodetic Point of View

A control point network with individual latitude, longitude, and even elevation must
be geographically referenced with respect to a planetary reference surface and the best
available gravity model before precise topographic mapping can be performed. We have
a well-established reference surface, pre-defined survey points, and even a GPS/DGPS
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network that can be used for geodetic control of terrestrial remote sensing products when
it comes to the earth’s surface. However, the situation of planetary mapping is entirely
different and methods that do not involve direct measurements on the ground are required.
Technically, a standard photogrammetric method that uses hundreds of images and the
best information of spacecraft position and camera pointing can also be used to map
planetary surfaces. These control points could be manually or automatically chosen in
each target image referencing a height plane. However, it is well known that some of the
obsolete navigation tracking data, usually from a SPICE kernel, is not accurate enough
for some space missions. As seen in Mariner 9 and Viking image controls [70,253], further
processing of the original mission data is necessary to update the original parameters,
such as gravity and ellipse models, for photogrammetric techniques. When the obsolete
navigation tracking data is used without the refinements, the errors in the control point
network are likely to spread through the target image and make the topographic products
less accurate in terms of their geodetic accuracy.

We hereby introduced the efforts on the Martian surface to attain geodetic control.
Martian surface mapping work had been performed using a control network constructed
by the USGS [254,255]. However, this control network has accuracy problems in both
horizontal and vertical positions for the above reasons. Zeitler and Oberst [256] recom-
puted the Viking Mars control network by bundle block adjustment, with 3739 globally
distributed points and found 4–5 km offsets in the previously reported value. However,
verification using a MOLA DEM showed that even the newly constructed control network
by Zeitler and Oberst is not consistent with MOLA [257]. Upon them, USGS published
MDIM 2.1 [73], which is based on a newly defined control point network using MOLA
positioning information (see Figure 12a). In MDIM 2.1 product, VO images were controlled
and orthorectified using MOLA topographical information.

The NASA Mars Geodesy and Cartography Working Group recommended the plan-
etary constants adopted by MDIM 2.1 [72]. Considering that the accuracy of MOLA
measurements was reported with 10 m vertical and 100 m horizontal accuracy [206], it
seems that the control points, which are used for MDIM 2.1, can be trusted. There were
90,204 measurements of 37,645 control points in the current Mars control network solution,
and out of those, 1216 control points have been linked to MOLA tiles. It appears now that
the control network status of Mars has sufficient accuracy from most viewpoints, even for a
quite high-resolution mapping work like the thermal emission imaging system (THEMIS)
mosaic [258,259]. However, there are still two technical problems that need to be fixed with
the current geodetic control strategy that uses MOLA and image-pointing information. The
first problem is the accuracy in navigation and instrumental pointing information imported
from SPICE kernels. Since these data files include the information describing the primary
viewing geometry elements, the positioning information and the target planet, and the
relative geometry of the target planet and spacecraft for the space mission, the pointing of
the image as well as altimeter are associated with the SPICE kernel’s accuracy. There are
certain arguments for SPICE kernels’ accuracy, especially regarding the pointing accuracy
of the laser altimetry due to its’ single-axis gimbal structure. Furthermore, the footprint
size of laser altimeter (mostly >100 m in the case of MOLA and Mercury laser altimeter)
brought a huge problem controlling far higher resolution imaging products, as confirmed
by Kim et al. [214]. It is worth noting that the re-control of laser altimeter tracks, as shown
in the crossover analysis of MOLA [206] and involved co-registration techniques, are also
influenced due to such background. Presumably, Mercury, Moon, and Ceres mappings
based on a similar geodetic control strategy have potential issues also. The control networks
established on Jovian and Saturnian Satellites showed that their densities and positioning
accuracies (Figure 12b–d) are far inferior to Martian ones (Figure 12a). Some propositions
and observations regarding these issues are discussed in the next section.
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Mars/Viking/MDIM21/Mars_Viking_MDIM21_Mosaic_global_232m (accessed on 28 March 2023). (b) Io control networks on the Galileo SSI and Voyager
image mosaics (available at https://astrogeology.usgs.gov/search/details/Io/ControlNetworks/Io_data, accessed on 28 March 2023) [261] (c) Europa control
network (https://astrogeology.usgs.gov/search/details/Europa/ControlNetworks/Europa_data, accessed on 28 March 2023) [261]. (d) Enceladus control network
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Europa 3D control network converge to a single value due to the accuracy of the bundle block adjustment model on the extremely flat terrain of Europa.
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4. Compile/Applications
4.1. Co-Registration

The difficulty and importance of topographic data co-registration are often underesti-
mated. For the purpose of data integration, accurate co-registration between datasets is a
crucial issue, especially for remote sensing of planetary topography. We summarized cases
where co-registration is required into three categories:

(1) Co-registration between different data frames generated by the same sensor
(e.g., stereo DEM extraction, orthogonal image alignment of an along-track sensor,
and laser profile cross-over analysis/self-registration);

(2) Co-registration between data frames of hybrid sensors with the same operating
mechanism (e.g., co-registration between orthoimages and DEMs from different
optical sensors);

(3) Co-registration of data sets from sensors that operate in different mechanisms, such
as between optical images and altimetry profiles.

The tasks belonging to category (1) include an ongoing HRSC global DEM mosaick-
ing [263], a global Mercury DEM extraction from Messenger MDIM [118], and the estab-
lishment of global Ceres and Vesta DEMs from dawn high altitude mapping orbit (HAMO)
framing camera 2 (FC2) images [220,264]. Such co-registration is typically done with pho-
togrammetric bundle block adjustment routines, e.g., control routines from ISIS-3 or DLR-
VICAR using the sensor models described in Section 3.1, and geodetic controls from an existing
control network, sometimes altimetric data (see Section 3.3). In this manner, the co-registration
accuracy depends on the accuracy of each data frame’s bundle block adjustment. A DLR task
on HRSC images and DEM mosaics achieved high-precision control (mean crossing error
<9 m, standard deviation of MOLA < 38.0 m height) using a MOLA-based interior and exterior
sensor model and bundle block adjustment [263]. Thus, the controlled HRSC DEM can be
directly applied to multiple high-precision scientific modeling.

An additional example of category (1) can be illustrated in terms of laser altimetry
records. The accuracy of the geolocation of laser shots may be negatively impacted by
unaccounted orbit and attitude errors, as well as imprecise rotational parameters of target
bodies. Since there is a lack of ground truth for validation and calibration, the most
commonly used methods for post-correction are cross-over analysis that parameterizes
uncertainties using slowly-varying functions [206,265], and co-registration with optical
stereoscopic DEMs [59,119,266]. Meanwhile, a method called self-registration has been
developed for correcting laser profiles after collection. This technique has shown promise in
improving the consistency of laser profiles and has already been successfully demonstrated
on the Moon [267], Mars [268], and Mercury [269]. The self-registration approach is
performed based on the co-registration of the altimetric profiles. This can be especially
advantageous when the spatial availability and quality of DEMs from stereo optical images
are insufficient. The self-registration approach involves iteratively co-registering subsets of
laser profiles to an intermediate DEM, constructed from the remaining profiles, in order
to remove offsets between the profiles. This process is repeated until the profiles are
sufficiently co-registered. A consistent DEM is obtained by gridding the point cloud from
the self-registered laser profiles.

Compared to the commonly used global cross-over adjustment, the self-registration
technique avoids interpolation errors caused by the large separation of consecutive laser
footprints. Meanwhile, the self-registration method eliminates the need for locating cross-
overs, which can be a time-consuming process. In addition, height misfits at cross-overs
can easily become contaminated if the intersection angles between laser tracks are unfa-
vorable. In contrast, the self-registration method aligns all footprints of a profile segment
with the footprints of all other profiles in its vicinity, using all footprints instead of just
the four bracketing footprints used to determine cross-overs and associated height mis-
fits. This approach is effective in polar regions where laser tracks converge, but it may
not be successful in equatorial and tropical latitudes where profiles are sparse in the
cross-track direction.
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Regarding category (2), co-registration between data frames of hybrid sensors can em-
ploy either: (1) an approach that precisely controls each sensor’s data set by referring to the
same control information and forms a mosaic based on the absolute precision of each data
set; (2) a hierarchical control based on a coarse-to-fine strategy, for example, as proposed
by Kim and Muller [214], where the first control is for HRSC products referencing MOLA,
the second control is for CTX products referencing HRSC orthoimages and DEMs, and the
final control is for HiRISE products that reference DEMs and orthoimages of CTX. The first
case is a simple approach, but very difficult to achieve the required precision when each
image resolution is different. For instance, in the case of MOLA (150 m in footprint size),
HRSC (15 m), CTX (6 m), and HiRISE (0.4 m) co-registration, considering the difference
in resolution, the bundle block adjustment procedure for individual images referencing
MOLA tracks is difficult, which is why a hierarchical control strategy is recommended.

Herein, we performed a co-registration of MOLA, HRSC, CTX, and HiRISE DEMs
covering the Eberswalde Crater on Mars using the approach by Kim and Muller [214].
The full Martian surface is covered by MOLA DEM (up to now with the improved grid
size of 200 m). Co-registration of four DEMs was achieved based on hierarchical image
data, including stereo imagery acquired by HRSC, CTX, and HiRISE. These images have
spatial resolutions of 12.5 m, 6 m, and 0.25 m, respectively, and are potential sources for
DEM production. From the profiles across the three co-registered DEMs (Figure 13), it is
found that no discontinuities or anomalous extrusion occurred in the edge between any
two adjacent DEMs. In adddition, it should be noted that the stereo DEMs are co-aligned to
the MOLA track profiles (Figure 13b) with small offsets. As the co-registered DEMs were
geodetically controlled using either single or multiple topographic products, the resultant
maps or modeling results could be reliable outcomes for further analysis and interpretation.

Lin et al. [270] have successfully used a method known as surface matching to handle
Mars DEM in order to achieve satisfactory registration control without a complicated geode-
tic processor. In order to achieve satisfactory registration control without a complicated
geodetic processor, a technique called surface matching has been successfully employed by
Lin et al. [270] to handle Mars DEM. Wu et al. [57] dealt with the lunar DEMs co-registration
issue based on the same method. Surface matching was developed to align surface mod-
els that were generated based on different coordinate systems. Once the surface model
within the required reference framework was established, other surface models, located
in arbitrary coordinate systems but covering the same area as the reference model, could
be registered to the reference model through a coordinate transformation. Moreover, in
order to carefully handle the disparity existing between the two three-dimensional surface
models, a 3D conformal transformation in which seven parameters defining the three
rotation angles, three translations, and a scale factor were considered by Wolf et al. [271]
was normally applied to relate the two sets of 3D surface models. Such a technique has
been used in the co-registration of multiple topographic datasets [272–274].

To understand the issues of correct registration between the 3D information and the
optical image (i.e., category 3), we have herein demonstrated a co-registration process
using MOLA and MOC images. It is well known that positioning errors are present in both
MOC and MOLA. The first solution for the boresight offset of MOC-MOLA was suggested
by Kirk et al. [79], who analyzed the boresight offset angle between each MOC band and
MOLA data. As listed in Table 5, the calculated bore-sight angle can be employed to match
contemporaneous MOC and MOLA data using ISIS functionality [275]. Additionally, this
is now implemented in the MOC SPICE IK kernel and provided with USGS ISIS version 3.0
MGS data.
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Figure 13. (a) Co-registered DEMs over Eberswalde Crater, Mars. (b) Track profiles crossing HRSC-
CTX-HiRISE DEMs created by multiple resolution approach [214]. RMSE of MOLA-HRSC, MOLA-
CTX, and MOLA-HiRISE DEMs are 39.415, 44.052, and 17.404 m respectively. 
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CTX-HiRISE DEMs created by multiple resolution approach [214]. RMSE of MOLA-HRSC, MOLA-
CTX, and MOLA-HiRISE DEMs are 39.415, 44.052, and 17.404 m respectively.

Table 5. Euler angles for MOC WA, NA and MOLA [79].

Instrument Roll (Degree) Pitch (Degree) Yaw (Degree)

MOLA −0.00290 −0.00860 0.05900

MOC-NA 0.11463 −0.07162 0.18000

MOC-WA R 1.04764 −0.45229 −0.78644

MOC-WA B 1.01022 −0.35472 −0.30189

To check the disparity with this boresight offset between MOC and MOLA, MOLA
tracks can be projected onto the MOC image. Here, there is a positional shift of at least
several kilometers (Figure 14a). It leads to the conclusion that the boresight angle between
MOC and MOLA does not sufficiently address the co-registration problem unless both data
are in the same spatial and time coverage.
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An automated registration process is used to align the MOLA and MOC images based
on the impact craters that have been found. This is the simple application process of point
matching, and the result is shown in Figure 14. The back-projection of these registered
MOLA height points into an ISIS level 1 image is even possible and can be performed using
simple ISIS processing steps (ISIS MOC level 2). However, at the moment, the practical
application of such automatic co-registration here is not realistic because (i) the crater
detection ratio on the optical image is not yet sufficient for fully automatic registration, (ii)
detected crater rims and centers are not accurate enough to guarantee sufficient positioning
accuracy, and (iii) in some images, the number of craters is very low.

A proposed solution to such problems is an advanced registration algorithm. This
would be created by shape analysis of the edge lines of detected craters on the optical images
and the discontinuity points of MOLA track profiles. GCPs may then be automatically
produced through back-projection to ISIS level 1 images for bundle block adjustments.
However, such a bundle-block adjustment routine due to the problems stated is not yet
available. Instead, manual co-registration using interpolated MOLA DEMs and optical
images is mostly employed for the bundle block adjustment of the USGS SOCET SET
processor [276]. The further cases to achieve accurate co-registration between planetary
laser altimeter and high-resolution optical image can be found in Di et al. [277] and Wu
et al. [57].
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4.2. Scientific Applications

The use of planetary topography data sets made by orbital sensors has changed the ap-
proach of planetary surface research on a big scale. Traditional planetary geology research
was carried out through the visual interpretation of optical images. The introduction of
global and high-resolution digital topography on planetary surfaces has led to method-
ological improvements such as quantitative analysis, numerical modeling, and even recent
machine learning applications. It should be noted that between visual interpretation and
quantitative analysis, there was a phase of using geologic mapping based on stratigraphic
interpretation; this approach was adopted by E. Shoemaker and his colleagues in the early
stages of lunar surface geologic mapping [278,279]. Based on the geologic ages and morpho-
logic characteristics established from in-orbital imagery, the USGS led a series of successful
geologic mappings of several planetary surfaces [280–282], establishing stratigraphic units
along with mapping conventions [283] that are actively used in modern planetary stud-
ies. The introduction of precise orthoimages and DEMs that enable 3D stratigraphic
analysis has contributed significantly to the accuracy and detailed contextualization of
mapping results.

A significant beneficiary of the introduction of planetary topographic products is the
study of planetary hydrology and fluvial geomorphology. As reviewed by Baker et al. [284],
Mars [285,286] and Venus [287] have many topographical features associated with river
flows and archaic lakes, which may have been carved by liquid water. Similarly, fluvial
morphology can also be found on Titan through methane [173], as well as on the Moon [288],
Io [289], Mercury [290,291], and Venus [105,292] through lava flows.

From the visual interpretation of ortho-rectified image products, the methodology
has evolved to GIS settings [293–295], cross-sectional/volumetric analysis of channels
and valleys [296–298], hydrologic channel routing [299,300], interpretations on alluvial
fans and deltas [301,302], and hydrodynamic simulations [303,304]. Volcanic and tectonic
analyses of planetary surfaces have traced similar patterns to terrestrial ones and have
now introduced techniques based on the integrated use of high-resolution DEMs and
numerical/analytical techniques, such as morphological measurements [305,306], finite
element methods [307–309], viscous/thermodynamic simulations [310,311], and discrete
element methods [312,313], which were applied to multiple tectonic/volcanic features on
planetary surfaces, such as faults, grabens, wrinkle ridges, calderas, cryovolcanoes, lava
tubes, lithospheric interactions, and volcanic slopes. Studies of glaciers and periglacial
features inhabiting Mars [314–317] and Pluto [318] together with potential rock glaciers on
Ceres [319] have also evolved from morphological interpretations of images [320–322] to
numerical modeling using high-resolution DEMs [323,324]. The glacier ice flows on Mars
are noteworthy as a type of fluvial flow and glacial feature [325,326].

In particular, the introduction of orbiting ground penetrating radars, such as the
Mars Shallow Radar sounder (SHARAD) or the Mars Advanced Radar for Subsurface
and Ionosphere Sounding (MARSIS), first needs to produce a radar clutter map to define
discontinuities due to the presence of ice layers [327,328]. This process requires corre-
sponding DEM data, and then discontinuities can be defined in comparison to radar clutter
maps manually or even by machine learning methods [329]. It is worth noting that the
discontinuity distributions found by SHARAD or MARSIS analysis have been successfully
used to discover existing cryosphere in the Martian subsurface [330,331].

The study of aeolian features on the planetary surface has been greatly improved by
the introduction of high-resolution terrain products [332–334]. A recent change detection
algorithm using a pixel tracking algorithm has been introduced to measure the expected
migrations of Martian dune fields [335,336]. However, given the maximum accuracy of
co-registration of current topographic products [337,338] and the required precision of
pixel-to-pixel tracking [339], it is not an appropriate approach due to geodetic control issues
with planetary topography products. This registration precision problem remained the
same for all other studies using pixel tracking on planetary surfaces. Therefore, applying



Remote Sens. 2023, 15, 2954 35 of 58

change detection techniques to planetary features without considering the precision of
co-registration of the before-and-after images and DEM pairs would be risky.

Simulation approaches using high-resolution terrain products or virtual topography
have produced better-proven scientific results on the dunes of Mars [340,341], Titan [342],
and Comet [343]. However, morphological studies and modeling using computational
fluid dynamics (CFD) or other flux models for dunes and ripples on planetary surfaces
were occasionally required to be built on submeter-resolution DEMs and orthoimages as
shown in Runyon et al. [344] and Hood et al. [341]. Some researchers use DEM products
for other large-scale aeolian landforms, such as yardangs on Mars [345–347] and transverse
dunes on Titan [174,348]. The detailed mechanisms underlying the origin of these objects
are still not well understood, partially due to the unavailability of appropriate topographic
data sets. The precisely geodetic-controlled topographic products have provided the
essential base data for cataloging the dune fields on the Martian surface [349]. The other
planetary geomorphic features, such as the lobate debris apron (LDA) [350], glacier-like
forms [321], impact craters [351,352], valleys [294], and coronae [353] have had the same
benefit from well-controlled global topographic products. One thing to point out about
fluvial/aeolian research is that, as Ingenuity [354] has demonstrated, drone images of the
Martian surface can offer valuable insights into the examination of wind and river processes.
These aerial observations can produce microscopic surface roughness information [355,356],
that is, Manning coefficient in the fluvial analysis [357] and aerodynamic local roughness in
aeolian processes, major governing factors in numerical modeling, and can replace rough
estimates by interpolating current altimetric tracks [358] and rock abundance estimation
from spectrometric data [359].

It is noted that reconstructions of paleoclimate and paleoclimate processes on planetary
surfaces are highly dependent on chronological mapping using impact crater
counting [360–363], utilizing the principle size-frequency distribution of impact craters, the
so-called “production function” [364]. Accurately ortho-rectified image products, there-
fore, constitute the basis for chronological mapping, ultimately leading to the study of
paleoclimatic and paleo-geologic reconstructions on the planetary surface [298,365–368].
Chronological mapping now references a 3D product, in some cases, to introduce the
erosion rate of the impact rim and cavity, so-called “crater obliteration rates” or “crater
erosion mode” [369–371]. The trend naturally leads to research on automated impact crater
detection using machine learning methods [372,373]. Impact crater detection is performed
on orthoimages and DEM products [374–377], and the results are combined with size
frequency functions to estimate the surface age of corresponding planets [378,379].

In addition, the topographic product, including the distribution of impact craters,
was used to evaluate the risks of landing sites combined with other contexts [380–383].
Landing site risk assessment/selection and rover routing/localization [259,384–386] are
applications beneficial from planetary topographic data as proper observations/monitoring
of landers/rovers become more critical in planetary exploration. For the purpose of landing
site assessment, it is important to consider factors such as impact craters, slope, roughness,
and other surface conditions. Nowadays, the size and distribution of rocks observable from
DEMs are also included in landing site assessments [380,387,388]. A comparative investiga-
tion between planetary and terrestrial terrains is another improvement in planetary surface
studies through the introduction of high-resolution terrain products [389–391]. Successful
modeling of terrestrial surface processes is being achieved using proper resolution topo-
graphic products in the public domain, commercial data, or in situ data sets [390,392–395].
The Shuttle Radar Topography Mission (SRTM, 30 m resolution) DEM on the terrestrial
surface and HRSC (50 m resolution) DEM have comparable resolution and coverage, mean-
ing that theories known from terrestrial geological studies can be transferred to planetary
analog terrains employing comparative models.

The interpretation of planetary mineral chemistry traced by multi/hyperspectral imag-
ing such as the THEMIS of the Mars Odyssey Mission, the compact reconnaissance imaging
spectrometer for Mars (CRISM) of MRO and the multi-band imager (MI) of Kaguyas re-
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quires high-resolution topography for the interpretation [396–399] and the radiometric
corrections [399–402]; thus the quality of outputs from those multi and hyperspectral im-
agers somehow depends on the resolution and registration accuracy of the base DEM.
Another application of planetary topographic products, which is often employed for study-
ing regolith characteristics of the planetary surface [403–405], is photometric modeling,
such as the Hapke model [111,406,407]. Sometimes, the topographic products and photo-
metric models were used for the photometric correction of the global images [408]. In fact, it
should be noted that data fusion to extend the methodology of the planetary surface study
is highly sensitive to the accuracy of co-registration between data tracks or different data
sets. In Figure 15, the dependence of simulation results on registration accuracy between
different data tracks is illustrated. A simulated water flow by LISFLOOD-FP [409] across
different HRSC tracks can produce a reasonable outcome due to the suppression of jumps
in elevation values between data frames by proper co-registration of the DLR-VCAR bundle
block routine.
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Figure 15. The LISFLOOD–FP hydrodynamic simulation on the HRSC image mosaic after bun-
dle block adjustment (Athabasca Valles, Mars) (a) Assigned the location of Athabasca Valles and
the domain of simulation (blue box). (b) Final LISFLOOD–FP hydrodynamic simulation in the
d + 150 time domain.

Topographic heights on planetary objects can vary on various time scales due to
volcanism and viscous deformation [326,410], exchange of volatiles between atmosphere
and surface [411–414], body tidal and loading deformation [415–418], impacts, mass wast-
ing [419,420], etc. Quantifying these deformations reveals critical insights into the evolution
of celestial bodies which helps us understand how the Solar System has formed. Seasons
exist on Mars due to its axial tilt of ~25◦. During Martian fall and winter, the atmospheric
CO2 can deposit as snowfall or condense onto the surface as frost, forming the seasonal
polar caps. Then, when the temperature rises during the Martian spring, these seasonal
deposits sublimate back into the atmosphere. Xiao et al. [414,421] utilized co-registration
techniques in addition to a post-correction procedure to reprocess MOLA profiles and
investigate spatio-temporal variations in the thickness of the Martian seasonal ice caps,
revealing important insights into Martian volatile cycles. Notably, they discovered that
the maximum thickness of the seasonal ice caps could reach up to approximately 4 m in
the largest continuous dune field on Mars at Olympia Undae. Moreover, studies have also
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revealed that there are off-season fluctuations in depth, with a decrease of up to 3 m during
the northern winter and an increase of up to 2 m during the northern spring at Olympia
Undae. (Figure 16). Verification of these phenomena will be necessary through the use
of independent measurements or data from future laser altimeters that are specifically
designed for studying the Martian poles. Measurement of the tidal deformation of the
planets and Moons to external gravitational attraction is an important geodetic way to
peer into their inner structure and rheology [422]. The tidal love number h2 that describes
the vertical tidal deformation has been successfully measured at the Moon [415,417] and
Mercury [416] by utilizing the high absolute geolocation accuracy of the laser altimetry
shots. The approach adopted by Mazarico et al. [415] and Bertone et al. [416] is based on
cross-overs and can be prone to interpolation errors at rough terrain (refer to Section 4.1).
Thor et al. [417] adopted an alternative method, which involves the simultaneous inversion
of tidal deformations and global topography. However, this approach does not consider the
lateral shifts of the laser profiles, its sensitivity to systematic attitude errors, Cauchy-type
noise, and the fact that the resolution of the cubic B-splines used to model the topography
is not sufficient to capture small-scale surface roughness. Thus, it is expected that the
general co-registration approach devised by Xiao et al. [414] for height change detection can
further boost the extraction of the tidal deformation signal. In fact, relevant experiments are
already underway [423]. Two upcoming laser altimeters, including the BepiColombo laser
altimeter (BELA) currently en route to Mercury [424] and the planned Ganymede laser
altimeter (GALA) to the moon of Jupiter [425], are both strongly dedicated to measuring
the tidal deformation and interior structure of the target bodies. These missions are capable
of determining, with high fidelity, the size of Mercury’s inner core and the thickness of the
subsurface ocean within Ganymede, respectively.
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Figure 16. (a) Topography of the Martian north pole represented by the reference DEM from repro-
cessed and then self-registered MOLA altimetric profiles [421]. The missing coverage poleward of
87◦N is due to a lack of nadir-pointed profiles as a result of the orbital inclination of the spacecraft.
The map projection is North Polar Stereographic, with coverage poleward of 75◦N and a spatial reso-
lution of 1 km/pixel. The Olympia Undae dune fields, Residual North Polar Cap (green polygons),
Chasma Boreale, and the layered deposits mainly made up of water ice and dust are marked. Spiral
troughs are carved by katabatic winds associated with Mars’ rotation and Coriolis forces in (c) The
maximum thickness of the seasonal deposits within Olympia Undae, which mainly covers 78◦N to
84◦N and 90◦E to 270◦E. Magnitudes of off-season decreases in thickness the northern winter (refer
(b)) and off-season increases in the northern spring presented in (d) within Olympia Undae.
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4.3. Visualization, Public Interaction, and Data Distributions

One usage of planetary terrain datasets is for public interaction. DEMs and orthoim-
ages, along with additional deliverables such as surface feature databases, analysis results
and GIS datasets, form the basis for public interaction. As already demonstrated in several
cases based on planetary terrain products, 3D presentations and virtual reality of planetary
surfaces serve as powerful tools for public interaction. Therefore, every planetary mission
conducted by a major space agency has a program using these topographic data [426,427],
which provides content for public interaction as well as high-quality educational opportu-
nities conducive to scientific research.

Integrating planetary terrain products into a well-established visualization platform
is essential to making these interactions efficient. The 2D/3D mapping and presentation
capabilities of public domain Free Open Source Software (FOSS) are the most accessible
platforms. It should be especially noted that simple means are already established for
integrating planetary map projections into GIS s/w for this purpose. Any platform based
on scientific visualization tools such as ParaView [428] or industry standards such as virtual
reality modeling language (VRML) can also be used for visualization purposes of planetary
topographic datasets. However, these tools are not designed for the demonstration of
large-scale terrain products, requiring an approach that effectively converts vast amounts
of topographic data into 3D standards and the technical solution of uploading that data to
visualization platforms in a timely manner, as stated in Kim et al. [429].

Meanwhile, there is an approach to independently set up a web-based interface that
specifies 3D visualization of planetary terrain, as implemented in NASA’s Solar System
Treks (https://trek.nasa.gov/#, accessed on 28 March 2023). Even in this case, real-time
rendering of the dataset requires fast processing capability. The work done by DLR for the
recent public interaction of the Mars Express project demonstrates the use of commercial
rendering tools and HRSC terrain products to create scientific visualizations from moving
planetary surfaces (available at https://www.youtube.com/@DLRde, accessed on 28 March
2023). The end goal of the future is to demonstrate online cloud data of planetary terrain
as real-time 3D visualizations or virtual reality interfaces and ultimately use them for
teaching, research and simulations. However, in addition to the technical factors that can
be addressed by the development of external/industrial peers, the following key issues
must be addressed within the capacity of the planetary research community:

(1) More planetary missions to maintain sufficient data sets and ultimately aim to cover
extensive planetary surfaces;

(2) Sufficient co-registration accuracy to create seamless datasets with hybrid data sources;
(3) A data distribution and exchange mechanism that ensures multi-peer data access.

Visualization of planetary topography products is, therefore, another application in
which co-registration DEMs are highly desirable. It is easy to understand that technical
issues in the data set used, for example, the inclination of a single DEM or the high
discontinuities between adjacent DEMs, negatively affect the presentation. Successful co-
registration of DEMs is demonstrated in Eberswalde Crater on Mars, as shown in Figure 17,
where a triangular irregular network (TIN) [271] representing multi-resolution DEMs of
Eberswalde Crater is built and presented. This TIN-based approach can integrate diverse
datasets and generate one complete topography product, saving the time of individually
manipulating DEMs and providing a simple solution for visualizing multi-resolution DEMs
within a platform.

https://trek.nasa.gov/#
https://www.youtube.com/@DLRde
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From the color of TIN along the boundaries, it is clear to observe that the co-registered DEM maintains
consistency with the degree of variation in surface heights derived from HRSC.

As seen in NASA’s PDS [430] and ESA’s Planetary Science Archive (PSA) [426], we
have already implemented a planetary data distribution system with capabilities to handle
original datasets as well as datasets created for public, academic and scientific use. The
Astropedia Annex, recently installed on PDS, deploys multiple planetary map products
that include thematic, regional, and terrain content. As such, it specializes in higher-level
planetary terrain deliverables [431]. Additionally, some research institutes supported by
international/national organizations are launching web-based planetary data distribution
systems such as i-MARS [432], which are now built on Web-GISs. It is expected that soon
3D or virtual reality interfaces and/or some interpretation capabilities will be incorporated
into data distribution systems for advanced scientific use, as seen in the JMARS tool
(https://jmars.asu.edu/, accessed on 28 March 2023), which is currently in the mature
phase. One of the challenges to a more seamless data distribution system is adopting
common standards for image and DEM data. Current distribution systems using various
standards such as PDS, VICAR, and ISIS [433,434] formats and employing non-public map
projection systems must be standardized in the form of a single common standard such as
GeoTIFF. Therefore, recent developments in the Open Geospatial Information Consortium
(OGC) to define multiple planetary projection systems [435], and additional efforts to
implement them in FOSS, such as GDAL (https://gdal.org/, accessed on 28 March 2023)
and the pyproj (https://pypi.org/project/pyproj/, accessed on 28 March 2023) packages,
have become essential components of using and deploying planetary topographic products.
It is essential to reach an agreement on the standardization of map projection systems
and transform existing data accordingly, or at least explicitly mark them in metadata.
The inconsistent use of map projection systems in this field is also causing considerable
problems for professionals working in the field of research.

5. Future Perspective and Suggestions

One of the severe problems with remote sensing of planetary topography is the lack
of data sources. All challenges in this field are directly or indirectly related to insufficient
datasets in imagery/elevation measurements, or background control information. These
issues are fundamentally due to the limited number of missions equipped with suitable
imaging sensors or altimeters. Unfortunately, the lack of planetary topographic datasets
will not be improved according to the scheduled planetary missions, which are now more
focused on in situ sensing by landers and rovers. The number of ESA/NASA/JAXA
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planned planetary-orbiting missions equipped with imaging and altimetry sensors will not
be enough to cover even the major inner planetary surfaces. Planetary terrain mapping in
the coming decades will thus demand the maximum use of technological and algorithmic
bases to extract as much information as possible from limited opportunities.

On the plus side, there are some potential missions that could expand opportunities
for planetary surface studies, such as (1) the installation of improved active sensors, such
as ESA EnVision [436] and NASA Venus emissivity, radio science, InSAR, topography,
and spectroscopy (VERITAS) [437], which will be the first and second InSAR missions on
planetary surfaces; and (2) some more improved Solar System missions, such as Europa
Clipper [438], BepiColombo (BELA onboard) already en route [122,124] and JUpiter ICy
Moons Explorer (JUICE) [439,440], all of which are equipped with topographic sensors;
(3) mission concepts using UAV sensors in planetary atmospheres, such as Dragonfly [441];
(4) new counterparts’ missions and sensors, such as the Chinese Mars mission [442,443], the
UAE Mars orbiter [21], Indian planetary missions [444], and even private sector missions,
which are frequently outfitted with appropriate imaging sensors or altimetry equipment.
The diversity of missions and sensors planned and promoted on Mars [445–447] and
even on outer Solar System bodies like Triton [448] and Enceladus [449] will give more
opportunities to achieve comprehensive mapping of corresponding planets and satellites,
only if such missions are permitted. In the future, it is anticipated that non-NASA/ESA
missions will play an important role in topographic mapping of the inner Solar System, as
already evidenced by the lunar missions undertaken by the Chinese Chang’e series and
Indian Chandrayaan missions.

Consequently, planetary topographic datasets and their production lines should be
optimized to adapt to these changing conditions. Regardless of the future availability of
sensors and datasets, the following initiatives are suggested for future research in remote
sensing of planetary topography.

To begin with, it is critical to maintain consistent standards across all new mission
tasks, including the creation of navigation databases for sensor models such as the SPICE
standards and connecting interfaces like ISIS and VICAR APIs. Even for non-NASA/ESA
missions, imaging and navigation datasets must continue to adhere to these requirements
and be accessible to the public. This is especially important because academic researchers
have relied heavily on publicly accessible data pools over the past decade to solve major
technical challenges in planetary topographic mapping. It is essential for both scientific
use and technical efforts from third-party. Delaying the release of mission datasets, as seen
on some NASA and ESA missions, has proven ineffective. Therefore, future planetary
topography sensing missions should avoid repeating such mistakes. In addition, it should
be noted that efforts to combine existing mission data with new observations (e.g., hybrid
stereo analysis) can be an effective means of overcoming data gaps caused by mission and
sensor scarcity, so long as the new observation is made public in accordance with the open
data policy.

Keeping close communication between the developer/processor and the interpreter of
planetary topographic data sets is very demanding. Planetary scientists’ misunderstanding
of the technical component can cause misleading scientific outcomes. For instance, using
base DEM with the inappropriate resolution for the orthoimage generation compared
to the original image scale causes huge errors in co-registration and creates fictitiously
change. The employment of uncontrolled SPICE kernel for co-registration is also seriously
problematic. Interdisciplinary communication prevents such risks in planetary research
activities involving topographic products.

COTS s/w packages for planetary data processing chains and sensor modeling should
be encouraged. As stated, the number of prospective planetary missions that can produce
topographic datasets will be limited. It means the pattern of expansion of available datasets
leading to application development followed by technological innovation, as observed in
the commercial remote sensing market, is unlikely to occur in planetary terrain mapping.
Therefore, solving technical hurdles in the field of planetary terrain mapping will rely on
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academic research rather than expecting a technical solution by the commercial sector. In
order to increase the required technical bases for planetary topographic remote sensing, it
is considerably more useful to actively introduce technical solutions which have previously
been created for commercial remote sensing data processors and sensors. A good example
is the USGS SOCET SET processor developed by the USGS Astrogeology team for planetary
topography datasets [90] based on BAE SOCET SET photogrammetric suite. Image match-
ing strategies coupled with generalized sensor models are still being refined for commercial
satellite data, and these technical foundations should be actively applied to the processing
of planetary topography data to alleviate the enormous development burden that exceeds
the capacity of the planetary science community. In this context, interfacing components
between COTS and traditional planetary topographic processors such as ISIS, SPICE, etc.
should be given higher priority in the planetary data processor development. By adopt-
ing these strategies, the scientific community engaged in planetary topography research
will be able to keep up with technological innovations currently taking place in spatial
data infrastructure.

Clearly, the ability to improve the geodetic accuracy of planetary datasets is always
in need of enhancement. With high-resolution planetary imaging, such as future InSAR
missions, where very high positioning accuracy is essential [450], there is a strong demand
for increased geodetic control of the planetary mission. The current systems relying solely
on the accuracy of space navigation systems or large-footprint laser/radar altimeters cannot
guarantee the geodetic control accuracy required for InSAR and sub-meter optical imaging
for future missions. More advanced sensors such as single photon counting laser altimeters,
should be considered [451]. Ultimately, deploying a GPS network using micro-satellites in
planetary orbits may be an option for this purpose.

6. Conclusions

The history of planetary topographic remote sensing consists of iterative routines of
technical challenges and their solutions developed from limited resources over the last
decades. Despite significant advancements in mapping the solid surfaces of celestial bodies
within the Solar System over the past 70 years, there are still limitations in coverage and tech-
nical aspects. These limitations are primarily attributed to the lack of available data sources
and dedicated planetary missions. However, we also believe that inadequate communica-
tion between technical developers, processors, and the end users in the planetary research
community, namely geologists and geomorphologists, contributes to significant challenges.
Furthermore, there have been instances of limited data transparency in recent planetary
missions, resulting in delayed or unavailable publications regarding data and technical
specifications. This lack of transparency hampers the ability of external peers to contribute
technical solutions and scientific applications. While interdisciplinary research has gained
momentum in addressing specific planetary research topics, the technical advancements
in processing planetary topographic datasets and the importance of disseminating the
developed technology within the research community have been overlooked.

In light of the context presented, this paper aims to provide a comprehensive overview
of the technical aspects and foundational knowledge related to planetary topographic re-
mote sensing. We emphasize the importance of fostering effective communication between
scientific interpreters, end-users of the generated data sets, and data processors/developers.
The processing toolkit designed for planetary topographic mapping has significantly con-
tributed to the scientific community, leading to remarkable scientific outcomes. However,
it is essential to acknowledge that without a proper understanding of the technological
background, simply relying on processing toolkits for data analysis has the potential to
introduce fundamental errors into planetary science research. The content of this paper will
be particularly valuable in equipping end-users with the necessary technical foundation
and proposing potential research directions in the field of planetary studies.
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