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Abstract: As the risk posed by climate change becomes increasingly evident, countries across the
world are constantly seeking alternative energy sources. Wind energy has substantial potential
for future energy portfolios without having negative impacts on the environment. In developing
nationwide and worldwide energy plans, understanding the spatio-temporal pattern of wind is
crucial. We analyze wind vectors in the region of East Asia from the fifth-generation ECMWF
atmospheric reanalysis. To model the wind vectors, we consider Tukey g-and-h transformation-
based non-Gaussian processes, along with multivariate covariance functions. The proposed model
can address non-Gaussian features and nonstationary dependence structures of wind vectors. In
addition, a two-step inference scheme coupled with the composite likelihood method is applied
to handle the computational issues posed by a large dataset. In the first step, we fit the temporal
dependence structures of data with a location-specific non-Gaussian time series model. This allows
us to remove substantial amounts of nonstationary variations in both space and time, and thus,
relatively simple covariance models can handle large and complicated data in the second step. We
show that the proposed method with a covariance structure reflecting the nonstationarity due to the
latitude difference and the land–ocean difference leads to better predictions for wind speed as well as
wind potential, which is crucial for planning wind power generation.

Keywords: cross-covariance models; spatial–temporal modeling; Tukey g-and-h transformation;
wind energy; wind vectors

1. Introduction

As many countries are becoming increasingly interested in seeking alternative energy
sources, the popularity of wind power or wind energy is becoming more prominent [1,2].
Because wind is a clean and renewable energy source with no critically negative impacts on
the environment, it has the apparent potential to contribute to the future energy portfolio.
Moreover, unlike coal, natural gas, or oil, the wind does not result in greenhouse gas
emissions when it generates electricity and can mitigate the influence of anthropogenic
greenhouse gases on global warming [3]. As a result, it is one of the fastest-growing sources
of electricity production globally [4].

To better understand the behavior of wind data and its energy evaluation, climate
reanalysis provides a valuable tool that is a numerical illustration of the recent climate using
models coupled with observations [5]. Climate reanalysis can be used for various climate
studies and numerical weather predictions, and thus, it can help to understand the pace
of climate change, such as global warming. Furthermore, the reanalysis data cover large
portions of the Earth and its atmosphere, so they can help provide climate and weather
assessment in countries where available regional studies are sparse. The simulation-based
climate model output and reanalysis data often involve large datasets, and there have been
various works on statistically analyzing the wind patterns from climate simulations and
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real-world observations in the literature. For example, Jeong et al. [6,7] studied global
wind speed data from publicly available simulations, and they proposed a method to
create surrogates of the original wind datasets. Tagle et al. [8] considered a smaller region
from the same simulations to reduce the amount of computation and analyzed the daily
wind speeds based on a non-Gaussian model (with a multivariate skew-t distribution). In
their regional simulation, Chen et al. [9] analyzed future estimates of wind potential in
Saudi Arabia and concluded the energy potential over western regions will persist until the
middle of the 21st century. Wind energy resources from weather simulations of the region,
coupled with a high-resolution, were assessed using the skew-t distribution [10]. These
authors found that more abundant wind resources exist over many areas in Saudi Arabia
than the estimates proposed in the previous studies based on coarser resolution datasets.
Another important thread of wind-related research is on finding optimal locations of wind
farms and the extrapolation of wind speed at a certain height (relating to the hub height of
the wind turbine). Several works have been conducted on this problem, e.g., optimal wind
farm location [11] and speed exploration [12], and we refer to [13] for a comprehensive
review on the literature over the most recent 40 years (1978–2018). As described in the
“Renewable Energy 2030 Plan”, the Korean government is interested in finding optimal
regions for wind farms to expand their current wind power capacity [14], and hence, a
similar analysis will be useful for future planning.

For wind data, statistical modeling approaches based on stochastic processes and
covariance functions are popular. As examples of the statistical modeling of wind fields,
Cripps et al. [15] proposed a statistical model to analyze and forecast surface-level wind.
A Bayesian hierarchical model was introduced to handle spatio-temporal processes, and
they demonstrated the effectiveness of forecasting one day in advance for wind fields
near Sydney Harbour. Ailliot et al. [16] studied the space–time variations of wind fields
using the Markov-switching autoregressive model. Nonstationarity in wind dynamics was
also considered via the regime-switching approach for forecasting [17]. Recently, a neural-
network-based model was proposed to handle nonlinear dynamics of hourly wind [18].
This work helped close the gap between machine learning techniques and spatio-temporal
statistics. Some other wind energy applications based on statistical models can be found
in [19], such as wind turbine performance analysis and production efficiency analysis.
Flexible covariance functions have been used in several applications to learn the statistical
characteristics of many geophysical data. For a recent review of covariance functions
and their applications, we refer to [20]. Airflow in the atmosphere consists of speed and
direction and can be represented mathematically by wind vector components. Modeling
wind vector components is often more appealing in practice than focusing on either speed
or direction. Among other notable works, Fan et al. [21] proposed valid cross-covariance
structures for zonal and meridional wind components by considering the tangent vector
fields on a sphere and effectively demonstrated their approaches for the Indian Ocean
wind vectors covering from January 2000 to December 2008. Modeling the wind vector is
difficult because it requires complicated cross-covariance functions and is related to large
datasets compared to the univariate variable, such as wind speed. More details of this
issue and possible solutions are discussed in [22]. In this study, we considered a statistical
modeling framework and inference scheme to explore wind vectors in East Asia. Our
transformation-based models can capture non-Gaussian features of the wind vectors, and
the space–time cross-covariance functions can accurately describe the dependence structure
of datasets in both space and time.

We organize the rest of the article as follows. Section 2 describes the ERA5 dataset.
The modeling framework for bivariate wind vectors and inference schemes is explained in
Section 3. Section 4 illustrates the models we consider in the study, the model fitting, and
the prediction results. The paper ends with Section 5, which presents concluding remarks
and a discussion.
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2. Data

We worked on wind vectors from the European Centre for Medium-Range Weather
Forecasts (ECMWF) Renalysis v5 (ERA5), which is the fifth generation ECMWF atmospheric
reanalysis of the global climate for the last 4 to 7 decades. According to [5], the reanalysis
uses model data coupled with real observations from across the world to form a globally
complete and consistent dataset under the laws of physics. The spatial resolution of the
dataset is 0.25◦ × 0.25◦ (longitude × latitude), and the temporal coverage is from 1979
to the present (hourly). We considered daily average near-surface wind components at
1000 hPa from 1 January to 31 December 2021. Two wind components, U and V (ms−1), are
the eastward (the horizontal speed of the air moving toward the east) and the northward
components of the wind, respectively. We can obtain the wind speed (ms−1) and direction
(in radians) of the horizontal wind using the following equations:

u = −speed× sin(direction) and v = −speed× cos(direction),

where speed =
√

u2 + v2.
Since our focus was on wind vectors near East Asia, we used 200 longitudinal points

(between 100◦E and 150◦E) and 200 latitudinal points (between 10◦N and 60◦N). Therefore,
the full data comprise 14.6 million points (200× 200× 365) for each wind component.
An example is given in Figure 1, where we present the two wind components as well as
the wind speed on 1 January 2021. Here, we observe different spatial behaviors of those
variables over land and ocean; for example, the wind speed is higher over the ocean than
over the land.

Figure 1. Wind components, (a) U and (b) V. (c) Wind speed on 1 January 2021.

We also examined the temporal characteristics of the daily wind components in the
data. For each site, the empirical skewness and kurtosis values of the U component over
time are reported in Figure 2. Here, we clearly observe some features of skewness and
heavier tails (more prevalent than lighter tails) compared to the Gaussian distribution
(i.e., the skewness and kurtosis are 0 and 3, respectively) in many spatial locations, and
we expected a better characterization of the temporal behavior of the wind component if
we considered higher moments, such as the third and fourth moments. In this case, the
non-Gaussian assumption might be useful for modeling, and thus, we decided to consider
a transformed Gaussian process as in [23].

Overall, the wind vectors analyzed here cover a spatial domain over land and ocean,
and they also evolve daily. Therefore, multivariate models that can describe both spatial
and temporal behaviors of the two wind components need to be considered. As multivari-
ate spatio-temporal modeling is becoming the norm in the geostatistics community, we
considered a space–time cross-covariance function in our modeling framework. Moreover,
we employed the trans-Gaussian approach in order to relax the non-Gaussian features of
the dataset, in particular, in time.
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Figure 2. (a) Skewness and (b) kurtosis of U over time.

3. Method
3.1. Model

For a general setting, we consider a stochastic process Y(x) = {Y1(x), . . . , Yp(x)}> as
a collection of random variables W ∈ Rp at each spatial–temporal location x = (s, t) ∈
Rd × R, d ≥ 1. Under the Gaussian assumption, the statistical behavior of Y(x) is well
described by its first two moments, the mean vector E{Y(x)} and the cross-covariance
matrix C(x1, x2) = {Cij(x1, x2)}

p
i=1, where Cij is a covariance between Zi(x) and Zj(x) for

i, j = 1, . . . , p. Due to this property, it is essential to take into account the valid (posi-
tive definite) space–time cross-covariance structure between variables in addition to the
autocovariance structure for each of the variables [24].

On the other hand, real data, such as wind speed over time [7], often exhibit an
asymmetric and light- or heavy-tailed distribution, and therefore, the first two moments are
not enough to characterize the temporal behavior of the wind over time. A simple remedy
is to apply a component-wise transformation ψ : Rp → Rp to an underlying multivariate
Gaussian process Z(x):

Y(x) = ψ{Z(x)},

where Yi(x) = ψi{Zi(x)} and ψi: R → R, i = 1, . . . , p. Note that ψ1, . . . , ψp are typically
obtained from the same parametric family of monotonic transformations, but their parame-
ters are set to be different to allow for different shapes of marginal densities. The Tukey
g-and-h transformation [25] and the sinh and arcsinh transformation [26] provide simple
but flexible ways to construct non-Gaussian models. In this study, we adopt the Tukey
g-and-h transformation, denoted as ψg,h(z) henceforth, which has the following form, with
two parameters, g and h:

ψg,h(z) =

{
g−1{exp(gz)− 1} exp(hz2/2) if g 6= 0,
z exp(hz2/2) if g = 0.

Here, the parameter g governs the skewness, and h ≥ 0 controls the tail behavior. Along
with a location parameter ξ and a scale parameter ω > 0, ξ + ωψg,h(z) provides a general
marginal distribution. This transformation can be easily applied to a Gaussian process and
results in flexible marginal distributions, allowing for an adjusted skewness and heavy
tails. Yan and Genton [27] proposed non-Gaussian autoregressive process of order p using
the Tukey g-and-h transformation, called TGH-AR(p), for time series data, and [7] suc-
cessfully implemented it to model the temporal dependence structure of wind speed data.
Yan et al. [23] discussed a general framework for modeling non-Gaussian multivariate
stochastic processes via these transformations.

Genton and Kleiber [28] and Porcu et al. [22] provided detailed information on valid
models for cross-covariance functions and space–time covariance functions. The Matérn
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covariance function [29] and its variations, such as the multivariate version of the Matérn
covariance function [30], are popular in geostatistical modeling. In this study, we work
with the parametric class of the space–time cross-covariance function proposed by [31].
The multivariate Gneiting–Matérn space–time model is

Cij(∆s, ∆t) =
ρijσiσj

α|∆t|2a + 1
M
(

∆s

(α|∆t|2a + 1)b/2 ; rij, νij

)
, (∆s, ∆t) ∈ R2 ×R, (1)

where ∆s = s1 − s2 and ∆t = t1 − t2 are space and time lags, respectively; α > 0 and
0 < a ≤ 1 are the temporal range and smoothness, respectively; 0 ≤ b ≤ 1 is the spatio-
temporal interaction; σi is the standard deviation parameter; rij = {(r2

i + r2
j )/2}1/2 is the

spatial range; νij = (νi + νj)/2 is the spatial smoothness; and ρij = βij
Γ(νij)

Γ(νi)1/2Γ(νj)1/2

r
νi
i r

νj
j

r
2νij
ij

is the colocated correlation coefficient. Here,M(∆s; r, ν) = 21−ν

Γ(ν) (r‖∆s‖)νKν(r‖∆s‖) is an
expression of the Matérn correlation function, where ‖∆s‖ = ‖s1 − s2‖, and Kν denotes the
modified Bessel function of the second kind of the order ν.

In real data, the assumption of isotropy for the covariance function is often limited.
Several geophysical data applications showed a strong dependence of the covariance
structure on latitude [7,32,33]. A straightforward extension of (1) for nonstationarity is
possible by letting the parameters vary over space or time. Note that there is always a trade-
off between computational cost and model flexibility of nonstationary covariance functions;
an overly complicated model may lead to infeasible computation. Thus, we should carefully
balance the flexibility of the model with parsimony when determining the structure of the
model. In this study, we let the covariance be different between land and ocean and vary
depending on the latitudes in Section 4. This provides enough flexibility to capture the
nonstationarity in the real wind data without overly complicating the model structure.

3.2. Inference Scheme

Multivariate space–time covariances often involve complicated nonstationary and
high-dimensional structures. In the last two decades, various estimation techniques based
on likelihood approximation have been proposed to balance statistical efficiency and
computational complexity [22]. For example, new classes of scalable models, such as
covariance tapering [34], fixed rank kriging [35], predictive processes [36], Gaussian Markov
random fields [37], and recently, a general framework for Vecchia approximations [38],
were developed and applied to various large spatial and spatio-temporal data. Although
the approaches mentioned above and some other variations were benchmarked for large
spatial data in [39], it is not easy to judge which approach is best in general [22].

For parameter estimation in this study, we focused on the composite likelihood
approach [40] because it is relatively simple to apply compared to other approximation
approaches. Varin et al. [41] provided a detailed overview of composite likelihood meth-
ods, and Bourotte et al. [31] provided an extension to multivariate space–time. The key
idea is that, instead of modeling f (y; θ), where y ∈ RN×T is a single realization from the
whole field with N locations and T time points, we considered sub-densities f (y ∈ Ak; θ)
over partitions A1, A2, . . . , AK. Here, only the subset of y that belongs to Ak was used to
compute the sub-density f (y ∈ Ak; θ) over the partition Ak. Then, we approximated the
log-likelihood as follows:

`(θ; y) =
K

∑
k=1

wk log f (y ∈ Ak; θ).

Depending on the design of partitions Ak and weights wk, the computational burden
to evaluate the log-likelihood function and estimate the parameters θ can be significantly
reduced.
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We define ~Y(sn, tk) as the bivariate spatio-temporal daily wind vector at location sn
and time tk, and define Y = {~Y(s1, t1), . . . ,~Y(sN , tT)}>. Since we apply the Tukey g-and-h
transformation to the Gaussian process, our model can be written as:

Y = ξ + ω ·ψg,h(Z), Z iid∼ N (0, Σ(θspace,time)),

where ξ = ξ
⊗

1T , with ξ = {ξ1(s1), . . . , ξ1(sN), ξ2(s1), . . . , ξ2(sN)}> is a vector of the
location parameters,

⊗
is the Kronecker product, and 1T is a vector of ones of length T

(length of time). Furthermore, ω, g, and h are defined similarly. In particular, g and h
are the vectors of the 2N parameters for the Tukey g-and-h transformation at each site;
that is, we consider the element-wise transformation. Here, Z is the Gaussian process
with zero mean vector and the covariance matrix based on the covariance function with
corresponding parameters θspace,time in (1). Therefore, we define θTukey = {θT;n}n, where
n = 1, . . . , N and θT;n = {ξ1(sn), ξ2(sn), ω1(sn), ω2(sn), g1(sn), g2(sn), h1(sn), h2(sn)}> are
the parameters of the Tukey g-and-h transformation. The total set of parameters is now
θ = (θ>Tukey, θ>space,time)

>.
The TGH-AR(p) model for a univariate time series Yt proposed by [27] at each spatial

location is defined as follows:

Yt = ξ + ω · τg,h(Zt), Zt = φ1Zt−1 + · · ·+ φpZt−p + εt

where εt is a Gaussian process with zero mean and constant variance σ2
ε , and φ =

(φ1, . . . , φp)> are the autoregressive model coefficients under the weakly stationary as-
sumption. Here, the multivariate model TGH-VAR(p) can be naturally extended. We refer
to [23,27] for the model description and parameter estimation in detail.

Since θ is high-dimensional, we used a two-step inference scheme and assumed that
the parameters obtained from the previous step are fixed and known, as follows:

• Step 1. We fit the TGH-AR(p) at each spatial location and each variable. Then, we
obtained the residuals by filtering out the fitted values based on their estimated
parameters of TGH-AR(p), i.e., Yt − Ŷt = Yt − ξ̂ + ω̂ · τĝ,ĥ(Ẑt). Here, we could select
either the univariate TGH-AR(p) or the bivariate Tukey g-and-h vector autoregressive
model of order p as in [23]. In any case, we could perform estimation independently
at each site, i.e., the computation could be easily parallelized.

• Step 2. We fit the space–time cross-covariance model to the residuals and estimated the
remaining parameters. Here, if the computation costs matter, we could sub-sample in
each partition and use them for parameter estimation. In this study, we split the whole
dataset into 16× 5 partitions (16 spatial pieces × 5 temporal pieces), and then sub-
sampled approximately 15% and 15% of observations from each spatial and temporal
piece, respectively. As a result, the number of data points was 78,400, which was still
large enough for the parameter estimation. We tried different partition numbers (from
16× 4 to 25× 6) and subsampling proportions (from 10% to 25%) and did not find
notable changes in inference performance.

4. Results
4.1. Parameter Estimation

First, for both the U and V components, we fitted the univariate TGH-AR(p) at each
spatial location. Setting a high order p can make the scale of the resulting residuals too
small, and thus, we restricted the value (up to 4). TGH-AR(p) fitting effectively transformed
the original time series to a Gaussian time series (or at least close to Gaussian). Additionally,
it reduced some amount of temporal dependency. Figure 3 represents the selected order for
the TGH-AR(p) fit at each site for the U and V components. p > 0 was selected, except for
6 and 66 locations (out of 40,000 sites) for the U and V components, respectively. Moreover,
in most locations near Korea, p = 1 or p = 2 were selected in the model fit. The estimated
parameters of the Tukey g-and-h transformation for U are given in Figure 4. Here, nonzero



Remote Sens. 2023, 15, 2860 7 of 17

values of ĝ and ĥ were obtained over most locations, indicating that the autoregressive
model with the Gaussian assumption is not suitable for the U component. The remaining
dependence structures were captured by the space–time cross-covariance function in Step 2.
To find the residuals for both variables, we filtered out the fitted values from TGH-AR(p) at
each site. Here, the variations over space were reduced as well compared to the original
datasets, so we suspect that complicated and nonstationary cross-covariance models might
not be required.

Figure 3. Plot of the selected order for TGH-AR(p) for (a) U and (b) V (ms−1).

Figure 4. Plot of the estimated parameters for the Tukey g-and-h transformation, with (a) ξ, (b) ω,
(c) g, and (d) h for U.

After obtaining the residuals RU and RV , we computed their average variances at
different latitudes and time steps, as shown in Figure 5. The black circles represent the
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quadratic regression fit. The variances over the land and the ocean for both residuals
look different, and depending on the latitude, their behaviors are also quite different.
We slightly extended the cross-covariance model to further capture these nonstationary
aspects in variances. To examine how the varying degree of nonstationarity specified in
our model affects the prediction performance, we fitted three bivariate spatio-temporal
cross-covariance models to the residuals as follows:

• Model 1: A parsimonious version of the space–time Gneiting-Matérn of (1); i.e., we
assumed the same spatial range r for both variables.

• Model 2: This model was the same as Model 1, but the variances σ1 and σ2 had
different values over the land and the ocean.

• Model 3: This model was the same as Model 1, but the variances σ1 and σ2 had varying
values depending on the latitude over the land and the ocean. Here, we fixed the
variances to their estimated values from the second-order polynomial regression in
Figure 5.

Figure 5. Variance across latitude for all residuals (RU and RV over land and ocean).

Table 1 provides the maximum log-likelihood, Akaike information criterion (AIC),
and Bayesian information criterion (BIC) values for each model. Model 2 shows a better
model fitting in terms of all three considered criteria. The parameter estimates for each
model are reported in Table 2.

The estimates of the colocated correlation coefficients ρ12 for all models were relatively
small but positive, indicating that the multivariate model should be considered. For the
temporal parameters, an interesting point was observed. Model 1 has the smallest estimate
for the temporal range α but the largest smoothness and spatio-temporal interaction esti-
mates for a and b (both values are close to their limits). The temporal parameters appear to
be associated with the spatio-temporal interaction b. When α has a small (large) value, a and
b tended to have large (small) values. For the spatial parameters, the spatial range values
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r were estimated as 130–500 km, and the nuggets, τ1 and τ2, for both components were
estimated as very small values. Models 2 and 3 had similar estimate values of smoothness
for both components of around 0.4–0.5, resulting in non-smooth spatial processes. However,
the smoothness of the U component in Model 1 was estimated as a larger value than that
of the V component. We suspect that Model 1 estimated the spatial range parameter by a
smaller value than its competitors, while it estimated the smoothness parameter for V by a
large value compared to other models. Model 1 preferentially captured the variation of V
residuals, resulting in a relatively larger value than Models 2 and 3. As a result, this deliv-
ered a valid model fit for V but a bad fit for the U residuals, implying poor performance in
prediction. Note that Models 2 and 3, which were based on different (or varying) effects of
variances over the land and the ocean, performed estimations without leaning on a specific
component. Thus, we can expect a comparable model fit for both residuals. For Model 2,
the estimated standard deviations over land and ocean were notably different, implying
that the use of different parameters over the land and the ocean leads to a better model fit.

Table 1. Log-likelihood, AIC, and BIC values for each model.

Number of
Parameters Log-Likelihood AIC BIC

Model 1 11 519.433 −1016.865 −914.900
Model 2 13 650.794 −1275.589 −1155.084
Model 3 9 525.153 −1032.306 −948.880

Table 2. Parameter estimates for each model.

ρ12 α a b r ν1 ν2

Model 1 0.259 0.930 0.999 0.999 131.059 4.685 0.853
Model 2 0.065 1296.877 0.931 0.745 507.661 0.513 0.524
Model 3 0.155 4392.535 <0.001 <0.001 429.204 0.394 0.393

σland
1 σocean

1 σland
2 σocean

2 δ1 δ2

Model 1 1.427 1.427 0.700 0.700 0.058 <0.001
Model 2 0.907 0.668 0.905 0.692 <0.001 <0.001
Model 3 <0.001 <0.001

4.2. Prediction

For multivariate spatio-temporal data, the tool of co-kriging is available to interpolate
and predict a variable given its spatio-temporal relationship to other variables. Under the
squared-error loss criterion, the simple co-kriging predictor is the best linear unbiased
predictor [24]. We used co-kriging to predict wind components at unobserved space–time
locations. Note that our task is to interpolate values at missing time points and spatial
locations instead of forecasting the future, and the predictions considered are conditional
on the future data (relative to the time point predicted).

From the training set, once we obtained estimates of θspace,time, we could perform
prediction with the 2 steps we considered in parameter estimation, but backward. At first,
we used a bivariate Gaussian space–time process that requires mean surfaces for each
component of ε(s, t) and a proper space–time cross-covariance function. Here, ε represents
a residual process obtained from Step 1. From the multivariate normal distribution of ε, we
considered the following co-kriging estimate:

E(ε1(s∗, t∗)|ε) = c>∗ Σ−1
ε ε,

where ε1(s∗, t∗) is a prediction target for the first component at an unobserved space–time
point, (s∗, t∗), Σε is the covariance matrix for the residual vector of ε for both components
provided by the estimated space–time cross-covariance function, and c∗ is a covariance
vector between ε1(s∗, t∗) and the residual vector ε for both components. In the next step,
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given one variable at each spatial location, we considered prediction using the TGH-AR(p)
model (we performed interpolation using AR(p) structure with all the data including the
future and Tukey g-and-h transformation in order). To make our experiment simple, we
added fitted values from AR(p) and then considered the Tukey g-and-h transformation. For
details on prediction using the TGH-AR(p) model, we refer to [27].

To avoid computational issues due to large amounts of data, we relied on sub-sampling.
We selected 1000 locations from the map in Figure 6 in the subsequent four days from
1 July to 4 July 2021. For each day, we considered a parallelogram-shaped region (with
a white dotted outline) near South Korea as in Figure 6 and randomly selected 100 and
150 locations inside and outside of the region, respectively. Except for the selected locations
and time points, we treated the remaining data points as our training data for prediction.
Then, we predicted the two wind components at those selected locations. We repeated this
procedure by changing the prediction targets 30 times to see the variations in prediction
scores. Figure 7 is one example of the predicted wind components based on Model 3 on
4 July 2021. Note that this experiment assumes a situation where the prediction model
is constructed based on a much larger region and a longer time period than the test data,
which leads to a harder test because the fitted parameters are not specifically optimized for
the test sets.

Figure 6. Selected prediction locations from 1–4 July 2021 (U values in color).
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Figure 7. Predicted (a) U and (b) V (ms−1) on 4 July 2021 from Model 3.

Tables 3 and 4 show summary statistics of prediction scores (including separate
measures over the land and the ocean) for each model based on the 30 repetitions, where
we sampled different locations for the test dataset for each iteration. For prediction scores,
we considered the mean absolute error (MAE) and root-mean-squared error (RMSE). The
prediction performances over the ocean were better than those over the land for all models.
For wind velocity, the processes over the ocean are generally smoother than those over the
land, and thus, we expected that the prediction was easier and resulted in more accurate
predictions over the ocean than those over the land. Model 1 showed the best performance
for the V component, although it had the worst performance for the U component. Model
2 showed the best model fit in terms of log-likelihood, AIC, and BIC values, although it
resulted in the worst prediction in the case of the V component. Model 3 outperformed
the other models for the U component and showed comparable performance to Model 1
for the V component. Here, Models 2 and 3 had a disagreement between the model fitting
performance for the training data and the prediction performance for the test data. We
suspect that the main reason for this was the difference in the sizes of areas covered by the
training and test sets. The training dataset covered East Asia, as shown in Figure 1, while
the test dataset covered the middle and southern part of the Korean peninsula, as shown in
Figure 6. The fitted model’s global optimum in the training area may not be the best for the
test area.

Table 3. Summary statistics of prediction measures of U for each model based on the 30 repetitions.

U Model 1 Model 2 Model 3

MAE
(Land/Ocean)

RMSE
(Land/Ocean)

MAE
(Land/Ocean)

RMSE
(Land/Ocean)

MAE
(Land/Ocean)

RMSE
(Land/Ocean)

Min
0.135

(10.174/0.103)
0.187

(0.229/0.146)
0.051

(0.085/0.030)
0.089

(0.127/0.059)
0.044

(0.066/0.026)
0.072

(0.093/0.045)

Q1
0.136

(0.189/0.109)
0.192

(0.248/0.155)
0.056

(0.097/0.034)
0.104

(0.149/0.067)
0.046

(0.078/0.028)
0.079

(0.115,0.047)

Q2
0.139

(0.192/0.112)
0.196

(0.253/0.158)
0.060

(0.101/0.037)
0.113

(0.158/0.075)
0.047

(0.082/0.029)
0.083

(0.122/0.051)

Mean
0.139

(0.192/0.111)
0.196

(0.251/0.158)
0.060

(0.104/0.037)
0.117

(0.166/0.078)
0.047

(0.081/0.029)
0.084

(0.121/0.053)

Q3
0.142

(0.195/0.113)
0.200

(0.255/0.163)
0.062

(0.109/0.039)
0.120

(0.171/0.080)
0.048

(0.084/0.030)
0.086

(0.127/0.056)

Max
0.144

(0.205/0.117)
0.207

(0.268/0.170)
0.094

(0.158/0.059)
0.256

(0.367/0.166)
0.052

(0.091/0.033)
0.095

(0.141/0.069)
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Table 4. Summary statistics of prediction measures of V for each model based on the 30 repetitions.

V Model 1 Model 2 Model 3

MAE
(land/Ocean)

RMSE
(Land/Ocean)

MAE
(Land/Ocean)

RMSE
(Land/Ocean)

MAE
(Land/Ocean)

RMSE
(Land/Ocean)

Min
0.042

(0.073/0.022)
0.076

(0.115/0.038)
0.057

(0.099/0.030)
0.104

(0.148/0.056)
0.050

(0.084/0.026)
0.090

(0.132/0.042)

Q1
0.045

(0.078/0.025)
0.089

(0.129/0.043)
0.061

(0.105/0.036)
0.110

(0.165/0.069)
0.051

(0.090/0.030)
0.097

(0.142/0.054)

Q2
0.046

(0.083/0.026)
0.091

(0.140/0.049)
0.064

(0.112/0.038)
0.120

(0.172/0.077)
0.054

(0.096/0.031)
0.101

(0.150/0.058)

Mean
0.046

(0.082/0.027)
0.094

(0.140/0.054)
0.065

(0.113/0.038)
0.125

(0.181/0.079)
0.054

(0.096/0.032)
0.103

(0.152/0.062)

Q3
0.047

(0.085/0.029)
0.096

(0.144/0.062)
0.066

(0.119/0.040)
0.128

(0.188/0.083)
0.056

(0.100/0.033)
0.106

(0.161/0.067)

Max
0.056

(0.101/0.034)
0.133

(0.175/0.108)
0.097

(0.165/0.059)
0.254

(0.366/0.162)
0.064

(0.110/0.040)
0.131

(0.180/0.107)

To further examine the prediction performances in detail, we plotted the absolute
prediction errors for the U and V components on 3 July 2021 from 1 of the 30 repetitions
in Figures 8 and 9. We have chosen this particular date and the iteration because the
test area covers mountainous areas in the center of South Korea and the southwestern
coastal area, both of which are important for wind power generation in the nation. For
Model 1, we observed somewhat high prediction errors in the U component near the
boundary over the southwest regions of Korea. We suspect that the highly estimated spatial
smoothness parameter for the U component led to a poor prediction performance here. The
V component delivered a good prediction performance, as expected from Table 2. Since
Model 1 does not have any terms to represent the strong zonal trend (i.e., the trend along
the latitude), the range was set to be shorter than the other models to capture the trend,
and as a result, the other parameters were optimized based on this range value, resulting in
much higher smoothness than the other models. Model 2 had larger prediction errors for
both wind components than Model 3 because of the abrupt change of variances near the
boundary between the land and ocean areas in the prediction. Since Model 2 should solely
rely on the land–ocean difference to capture all the nonstationarity in the spatial pattern,
the difference between the land and the ocean is perhaps too exaggerated. Model 3 did not
suffer from this issue because we adapted varying variances depending on latitudes and
changed those over the land and ocean, resulting in a more flexible model than Model 2.

Figure 8. Absolute prediction errors of the U component for (a) Model 1, (b) Model 2, and (c) Model
3 on 3 July 2021 (for 1 case out of the 30 repetitions).
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Figure 9. Absolute prediction errors of the V component for (a) Model 1, (b) Model 2, and (c) Model
3 on 3 July 2021 (for 1 case out of the 30 repetitions).

In practice, we often work with residuals to fit covariance models that require a flexible
covariance function. There are several ways to obtain residuals, such as the method of
empirical orthogonal function (EOF) [42] and spherical harmonics [43]. Our site-wise
TGH-AR(p) fitting can be an alternative way to obtain residuals from space–time data. The
two-step approach allows us to use a simple, valid covariance function and further save
computational costs.

We also computed the predicted wind speed from the U and V components based on
three models. Table 5 shows summary statistics of prediction errors of the wind speed based
on each model. Overall, Model 3 outperforms other competitors in prediction errors. Model
1 tends to have the worst prediction errors for both MAE and RMSE, while Model 2 has
the largest variation on RMSE with the largest maximum value due to the aforementioned
land–ocean boundary issue.

Table 5. Summary statistics of prediction measures of wind speed for each model based on the
30 repetitions.

Speed Model 1 Model 2 Model 3

MAE RMSE MAE RMSE MAE RMSE

Min 0.102 0.150 0.054 0.093 0.049 0.083

Q1 0.104 0.157 0.055 0.099 0.051 0.090

Q2 0.106 0.159 0.059 0.106 0.053 0.092

Mean 0.107 0.159 0.059 0.111 0.053 0.093

Q3 0.109 0.162 0.062 0.114 0.054 0.096

Max 0.115 0.174 0.076 0.205 0.062 0.112

Figure 10a presents the predicted wind speed map for 4 July 2021, calculated from two
wind components from Model 3. Additionally, we made a scatter plot of the predicted and
original wind speed (from Model 3), showing that most observations lie close to a straight
line. The co-kriging approach based on our model produced a fairly accurate prediction.
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Figure 10. (a) Predicted wind speed on 4 July 2021, and (b) scatter plot of the predicted and original
wind speeds from Model 3.

To show the utility of our approach, we assessed how better prediction in wind speed
leads to better prediction in the wind power density (WPD) (in W m−2), which is often
used as a metric to evaluate the availability of wind energy for power generation [44,45].
The WPD for conversion from a wind turbine can be computed as

WPD = 0.5$w3
s , (2)

where $ is the air density and ws is the wind speed [44,45]. In this study, we assumed
$ = 1.225 kgm−3, which is the typically used air density value, as in [6].

Using the predicted wind speed values based on three models, we obtained predicted
WPD values and compared them with the observed WPD values to examine the prediction
performance. Summary statistics of the prediction scores for WPD values from each model
based on the 30 repetitions are presented in Table 6. The difference in prediction perfor-
mance is amplified compared to the results shown in Table 5 because the predicted wind
speed is cubed in (2). This example shows that accurate wind speed prediction is important
for predicting wind power density, a highly relevant metric for wind power generation.

Table 6. Summary statistics of prediction measures of WPD for each model (30 repetitions).

WPD Model 1 Model 2 Model 3

MAE RMSE MAE RMSE MAE RMSE

Min 3.937 7.064 1.724 3.339 1.612 3.206

Q1 4.179 7.676 1.834 3.868 1.757 3.386

Q2 4.261 7.885 1.993 4.276 1.866 3.749

Mean 4.282 7.909 1.984 4.416 1.863 3.755

Q3 4.405 8.165 2.086 4.561 1.949 3.945

Max 4.600 8.827 2.427 7.317 2.169 4.787

5. Conclusions

In this study, we explored a non-Gaussian modeling framework for wind vectors in
East Asia. The model was motivated by the Tukey g-and-h transformation to describe
non-Gaussian features of wind vectors over time. The two-step inference scheme with the
composite likelihood approach allows for parameter estimation with flexible dependence
structures and large datasets. For the first step, the Tukey g-and-h autoregressive model
described the temporal dependences of wind vectors at each site. Additionally, the inde-
pendence assumption helped reduce the computational burden and modeled large-scale
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variations over space. The remaining variations over space and time were modeled by
the bivariate Gaussian process with space–time cross-covariance. The cross-covariance
function can be extended to the nonstationary version by using varying parameters for
different spaces in general. In our data example, Model 3 with spatially varying variances
over different latitudes outperformed competitors in prediction and hence the computation
of wind power density.

Our approach has the following limitations. Firstly, Model 2 showed the best model
fit, but its prediction performance was the worst for the V component among the models
we considered. We suspect that the land–ocean transition error problem occurred, i.e., the
sudden change between the land and the ocean produced worse prediction results, in par-
ticular, for the V component. One possible remedy is to allow a smooth transition between
the land and the ocean states when we fit the model and perform predictions. In the climate
application, Castruccio and Guinness [46] used the modified land–ocean indicator coupled
with the Tukey taper function and demonstrated that the smooth transition approach is
effective in modeling. Secondly, the models we considered are simple and limited regarding
nonstationarity due to setting the same spatial range values for the land and the ocean. We
believe wind vectors with large domains show strong nonstationarity in practice, and we
expect that considering spatially varying parameters, such as variance, spatial range, and
smoothness, in the covariance function will result in improved performance in both model
fitting and prediction. The natural extension is to consider nonstationary covariance models
with spatially varying parameters over some factors, such as land–ocean boundaries and
different latitudes, for wind vectors and perform more intensive wind energy applications
near Korea. Lastly, when we computed the wind power potential in Korea, we only focused
on the daily average of wind vectors. Since the wind can blow differently in both speed
and direction over time within a day, the daily average may misrepresent the wind pattern.
Moreover, we need to predict future wind behavior to find optimal locations for wind
turbines. In this case, one might further explore the wind vectors from the Earth System
Models (ESMs) as they can provide projections of the future climate.
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