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Abstract: Land surface temperature (LST) has a critical impact on the energy balance of land surface
processes and ecosystem stability. Meanwhile, LST is controlled by multiple factors at the surface,
resulting in heterogeneity of its spatial distribution. To understand the drivers of LST spatial het-
erogeneity and their contributions, the effects of air temperature, normalized difference vegetation
index (NDVI), soil moisture, net surface radiation, precipitation, aerosol optical depth (AOD), evap-
otranspiration, water vapor, digital elevation model (DEM), climate type, and land cover type on
LST spatial heterogeneity was analyzed in this study with GeoDetector. The results showed that
the explanatory ability of air temperature to impact the spatial heterogeneity of LST was the largest
in each year with a mean value of 0.74, followed by water vapor with a mean value of 0.7, and the
driving effect of the factors on LST showed an increasing trend year by year. However, the land cover
type did not have an effect on the spatial heterogeneity of LST for the univariate analysis in this
study. In addition, the interaction analysis indicated that the spatial distribution of LST was jointly
driven by all the driving factors. Among them, air temperature had the strongest interaction with
other factors, with the strength of the effect in the range of 0.73-0.8. In terms of the highly sensitive
area of LST for each driver, AOD has the largest driving area, accounting for 15.8% of the total area,
followed by WV, TA, and ET at about 11%, and the remaining variables are less than 10%. During
the study period, the area of the highly sensitive region of LST for each factor showed an overall
decreasing trend, indicating that the influence of the driving factors on LST will be stronger and more
concentrated. Generally, this study provides meaningful understanding of the spatial heterogeneity
of LST since 2003 and provides a scientific reference for coping with climate change, analyzing surface
environmental patterns, and protecting ecological environment.
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1. Introduction

Global warming is marked by an increase in temperature, and the key variable that
better characterizes the energy exchange process between the earth and the atmosphere
than air temperature is the land surface temperature (LST). Therefore, the International
Geosphere-Biosphere Programme has listed LST as one of the priority parameters to
be measured [1]. As a core element in the climate system, LST reflects the energy flow
between the surface and atmosphere, is an intuitive reflection of regional and even global
climate change, and also has critical importance in agriculture, hydrology, ecology, bio-
geochemistry, etc. [2-4]. Anomalies in key variables of the climate system can easily
lead to chain reactions which disrupt related variables and even cause fluctuations in the
whole system. As an important parameter for energy exchange between the surface and
atmospheric systems, LST anomalies will have a significant impact on energy exchange,
hydrology balance, and even human life. However, the main drivers causing LST changes
are often not accurately identified in a timely manner, which undoubtedly causes problems
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for people’s lives and ecosystem stability. Therefore, identifying the main drivers of LST is a
very meaningful task for both the climate system and ecosystems and even for human life.

Numerous studies have been conducted on the driving factors of LST changes with
time. It can be divided into three main categories such as correlation coefficient [5-9], energy
balance [10-12], and data driven [13-17]. However, fewer studies have been conducted on
the driving factors of spatial heterogeneity of LST. LST shows great variability in the spatial
distribution, and the spatial distribution pattern is not invariant. What factors contribute
to the spatial heterogeneity of LST? It is a work that deserves to be studied in depth. In
this regard, Brunsdon et al. (1996) [18] proposed the Geographically Weighted Regression
(GWR) technique, which suggested considering spatial geographic location in the regression
process and provided an intuitive and practical means for spatial heterogeneity analysis.
GWR is based on the first law of geology, which states that everything is spatially correlated
with everything else, and the closer things are, the greater the spatial correlation. In the
regression process, the spatial location between the driver and response variables is added
as a weight to the operation, and variables with spatial non-stationarity are analyzed to
explore the spatial driving effect of the driver on the response variables. In fact, GWR
has been applied in many fields, including health and disease analysis [19], ecology and
vegetation [20], water quality analysis [21], etc. Studies on LST mostly focused on the
relationship between LST and changes in land cover type [14,22,23], NDVI and urban heat
island effect, etc. [7,16,24,25]. However, most studies using GWR models to investigate
the factors influencing the spatial heterogeneity of variables are statistical analyses of
correlations between variables and their influences, lacking direct quantitative exploration
of relationships, and most studies do not consider the interactions between factors.

The geographical detector (GeoDetector) is a new statistical method for analyzing
the drivers that control the spatial patterns of various geographic phenomena [26]. The
GeoDetector model is based on the idea that variables are proven to be regionally spatially
heterogeneous if the sum of variance of sub-regions is less than the total variance of
the region as a whole. The GeoDetector model quantifies the spatial heterogeneity and
auto-correlation of the dependent variable by setting indicators (g-value) and detects the
correlation between the dependent variable and its influences. Compared with traditional
linear regression models, the GeoDetector model can not only handle both type and
numerical variables to explore the dominant factor, but it can also quantify the interaction
effect between two variables without the need for linear assumptions on the dependent
variable [27]. Therefore, the GeoDetector model has been widely used in various fields
depending on its obvious advantages. Luo et al. (2016) [28] used the GeoDetector model
to reveal the dominant factors controlling the density of land profiles throughout the
interior of the United States. Wang et al. (2020) [29] identified the dominant factors of the
spatio-temporal variation in PM2.5 concentrations in northwest China with GeoDetector. In
addition, GeoDetector has also contributed to exploring the drivers of LST spatial variability.
Yang et al. (2021) [30] explored the spatial patterns of LST changes in the Qinghai Tibet
Plateau using the GeoDetector model. Wu et al. (2019) [31] used GeoDetector to analyze
the urbanization process of forest LST change. Chen et al. (2021) [32] used GeoDetector’s
factor detector and interaction detector to detect the driving mechanisms of LST change in
Wuhan and quantify the influence of various factors on its change. Wang et al. (2023) [33]
quantitatively analyzed the spatial and temporal distribution as well as the variation pattern
of NDVI based on the GeoDetector model and identified the driving factors of its spatial
heterogeneity. In short, GeoDetector model has demonstrated its advantages in the analysis
of spatial heterogeneity of variables.

The existing studies were largely focused on the spatial distribution of LST tempo-
ral variation characteristics, and the underlying drivers to the LST spatial heterogeneity
remains unclear. Consequently, it is unknown to what extent the pattern of LST spatial
distribution is caused by meteorological factors (air temperature, surface net radiation and
water vapor, etc.), hydrological factor (precipitation, evapotranspiration, soil moisture, etc.),
land surface properties (land cover type, NDVI and DEM, etc.), artificial factor (AOD) or
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climate change. Furthermore, whether there is an interaction between factors and how the
interaction affects the spatial heterogeneity of LST has not been scientifically proven so far.
LST is an important reference for responding to climate warming and formulating land use
policies; therefore, the identification of the most vulnerable areas of LST is crucial.

In order to address the above issues, this study will investigate the driving forces of
LST at the annual scale from the period 2003-2018 in the perspective of spatial heterogeneity
based on GeoDetector. The implementation of this work will quantitatively portray the
spatial and temporal divergence patterns of LST in China from the period 2003-2018,
identify the dominant factors and process mechanisms of LST changes in different regions
with the help of GeoDetector, and further determine the most vulnerable regions of LST,
which can provide scientific references for coping with climate change, coordinating human-—
land relationships and regional sustainable development.

This paper is organized as follows. Sections 2 and 3 introduce the materials and methods.
Section 4 provides the results of exploring the effects of drivers on the spatial heterogeneity of
LST. Discussion and conclusions are provided in Sections 5 and 6, respectively.

2. Materials
2.1. Satellite Products

MODIS (Moderate-Resolution Imaging Spectroradiometer) sensor has become an
excellent data source for a suite of various products with global coverage of the land,
atmosphere, and oceans [34] (Wan and Li, 1997). Several MODIS products (V006) were
used in this study, including land surface temperature (MYD11C3) [35,36], Normalized
Difference Vegetation Index (NDVI) (MYD13C2) [37], aerosol optical thickness (MYD04_L2),
evapotranspiration (MYD16A2) [38], land cover type (MCD12C1) [39], and total precipitable
water vapor products. In addition, Global Multi-resolution Topographic Elevation Data
(GMTED) 2010 was selected as the source of elevation data for this study. The detailed
description of the above products can be seen in article [17].

European Space Agency (ESA) released the soil moisture (SM) product from 1978 to
2021, including active microwave products, passive microwave products, and combined
active—passive microwave products [40]. All products have global coverage, and verifica-
tion shows that the latest version has the highest accuracy. The combined active—passive
microwave product with a spatial resolution of 0.25° x 0.25° was analyzed from 2003 to
2018 in this study [41]. Moreover, the applicability of ESA-CCI soil moisture data in China
was confirmed by An et al. (2016) [42].

2.2. Reanalysis Data

The reanalysis dataset ERA5-land has been widely used in various areas due to its
long time series (from 1950 to present), high spatial resolution (0.1° x 0.1°), and global
coverage [17,43]. The monthly mean air temperature at 2 m above the ground (TA) was
selected in this study to calculate the annual mean TA. The surface net radiation (RN) data
was not included in the ERA5-land dataset and was replaced by surface solar net radiation
and surface net thermal radiation. The sum of surface solar net radiation and net thermal
radiation is the surface net radiation. The monthly mean RN data was calculated first with
the two net radiation data, and finally, the yearly mean values were obtained.

The continuity of data in temporal and space is an important guarantee for research
results. The dataset developed by the University of the East Anglia Climatic Research Unit
(CRU) was found have a better temporal and spatial availability than traditional weather
station observations [44]. The dataset covers all land masses except Antarctica. Climate
data such as temperature, humidity, vapor pressure, and precipitation are available with a
spatial resolution of 0.5°. Based on this, the precipitation (PRE) data from CRU with the
spatial resolution of 0.5° x 0.5° was used in the study.
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2.3. Climate Type Data

The division of climate zones (CLIMATE) is based on the differences in hydrothermal
properties, and different climate zones have their specific surface thermal properties. LST
is an important indicator to characterize the surface thermal properties. Therefore, we
analyzed the spatial and temporal variation in LST in combination with climate zones.
The climate type data used in this study were obtained from the China Meteorological
Administration. This climate classification data divides China into five climate zones,
namely, temperate continental climate zone (TCC), temperate monsoon climate zone (TMC),
highland mountain climate zone (PMC), subtropical monsoon climate zone (sub-TRMC),
and tropical monsoon climate zone (TRMC).

This paper focuses on the analysis of the spatial heterogeneity of LST, assuming that
the changes in the spatial distribution of LST at the annual scale are insignificant in the short
term (within 5 years) [45]. Therefore, we analyze the spatial heterogeneity of LST at 4-year
intervals during the period 2003-2018 and compare its spatial and temporal changes. In
addition, to obtain the optimal spatial scale for the LST spatial analysis, we resampled each
variable into six different spatial scales for analyzing the spatial scale effect and ignored the
effect of resampling on the results.

Based on this, all data for 2003, 2008, 2013, and 2018 are resampled spatially to resolutions
of 0.05°,0.1°,0.2°,0.3°,0.4°, and 0.5°, respectively, and temporally integrated to yearly scale.
The spatial resampling method was a bilinear interpolation method [46]. Annual scale data
were obtained by averaging the daily, 8-day, and monthly data. Figure 1 shows the spatial
distribution of the annual means of the variables in 2018 with a spatial resolution of 0.05°.
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Figure 1. Spatial distribution of (a) annual mean LST, (b) annual mean air temperature, (c) annual
mean NDVI, (d) annual mean soil moisture, (e) annual mean net surface radiation, (f) annual mean
precipitation, (g) annual mean AOD, (h) annual mean evaporation, (i) annual mean water vapor,
(j) land cover, (k) elevation, and (1) climate types.
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3. Methods
3.1. GeoDetector

GeoDetector is a set of statistical methods for detecting the spatial heterogeneity of
variables and revealing their drivers [27]. The advantage of this method is that it can detect
not only the driver of spatial variability of the response variable, but also the effect of the
interaction between two drivers on the response variable [47]. GeoDetector contains four
detectors: factor detector (FD), interaction detector (ID), risk detector (RD), and ecological
detector. In this study, the FD, ID, and RD are involved in the investigation of the driving
factors of spatial heterogeneity of LST, and the basic principles of these three detectors are
described in detail below.

3.1.1. Factor Detector

The FD detects the spatial heterogeneity of the response variable and the explana-
tory ability of the driving variable on the response variable, the magnitude of which is
determined by the g-value [45], with the following equation:

ST (1)

L

SSW = Y Nyo?,SST = No?
h=1

where: h =1, ..., L is the stratification of response variable or driving variable, i.e.,
classification or division; Nj, and N are the number of cells in stratum % and the whole
area, respectively; and o7 and 02 are the variances of response variable values in stratum
h and the whole area, respectively. SSW and SST are the sum of variance within stratum
and the total variance of the whole area, respectively. The range of g-value is from 0 to 1,
and a larger value indicates more significant spatial heterogeneity of response variable; if
the stratification is generated by the driving variable, a larger g-value indicates a stronger
explanatory power of the driving variable on the response variable, and vice versa [47]. A
simple transformation of the g value satisfies the non-central F distribution [26]:

_N-L ¢ _ 7.

F= T F(L-1,N—-L;\) 2
T 1 &

A= LY (L V) | 3)
v h4 N3

where: A is the non-central parameter; and Y}, is the mean value of layer h. According to
Equation (3), the table can be looked up, or the GeoDetector software can be used to test
whether the g-value is significant. In this study, an FD was used to explore the driving
factors of spatial heterogeneity of LST and the explanatory ability of driving factor on LST.

3.1.2. Interaction Detector

The ID is used to assess whether the driving variables X1 and X2 combined increase
or decrease the explanatory ability of the response variable, or whether the effects of these
factors on response variable are independent [47]. By calculating 4(X1), 4(X2) and g(X1N1X2)
and comparing the differences between g(X1), 4(X2) and g(X1NX2), the relationship between
the two factors can be classified into the following categories, as shown in Table 1.

This study uses the ID to analyze whether the interaction between the two drivers
enhances or weakens the effect on LST.
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Table 1. Types of interaction between two driving variables on the response variable.

Judgment Criteria Interaction Type
g(X1NX2) = g(X1) + g(X2) Independent
g(X1NnX2) > g(X1) + g(X2) Nonlinear enhance

q(X1NX2) < Min(q(X1), 4(X2)) Nonlinear weaken
Min(g(X1), (X2)) < g(X1NX2) < Max(q(X1), 4(X2)) Univariate weaken
q(X1NX2) > Max(gq(X1), g(X2)) Bivariate enhance

3.1.3. Risk Detector

The RD can calculate the mean of the response variable for each category based on
different driving variables and determine whether there is a significant difference between
two categories. The significance of differences between categories is tested with the t-statistic:

Yio1— Yi
t+ v = 4
Yie1=Yi=2 [Var(Yhzl) + Var(?hzz)]l/z @)
np—1 Np=3

where: Y}, denotes the mean value of response variable in subregion I; iy, is the number of
samples in subregion k; and Var denotes the variance. The statistic t approximately follows
Student’s t distribution [47].

3.2. Data Discretization Methods

Data discretization is the process of dividing continuous data into a number of in-
tervals, where each interval is defined as a category. The first step in spatial analysis of
continuous variables with GeoDetector is to discretize the continuous variables. In practical
applications, researchers mostly discretize the data based on their experience [45,48]. How-
ever, empirically based discretization often has drawbacks such as great randomness and
subjectivity. Therefore, researchers have conducted numerous studies on data discretization
methods [49-53]. The major approaches include equal interval method (EI), quantification
method (QU), natural breaks method (NB), geometric interval method (GI), and standard
deviation method (SD). A detailed description of the most common discretization methods
for continuous data can be found in the paper [54,55].

4. Results
4.1. Data Discretization

GeoDetector emphasizes the hierarchical and heterogeneous nature of spatial at-
tributes. Therefore, when using GeoDetector analysis, it is necessary to discretize the
input data for both the response and driving variables. However, it is difficult to obtain
the optimal number of classifications in the discretization process. An excessive number
of classifications would increase the computational burden and would be unnecessary,
while a small number would fail to account for spatial diversity. Therefore, the choice
of discretization method plays a key role [56]. To minimize uncertainty, we discretized
the data with EI, QU, NB, GI, and SD, respectively, and finally chose the discretization
method with the maximum g-value as the optimal solution. In this study, we discretize
the continuous variables TA, NDVI, SM, RN, PRE, AOD, ET, WV, and DEM, while the
type variables LULC and CLIMATE do not require any treatment. Take the 2003 data as
an example to demonstrate the process of discretization of continuous variables. Figure 2
shows the process and results of discretizing the non-type variables for the potential drivers
of LST.

The process of spatial discretization of each variable is shown in Figure 2a. By compar-
ing various discretization methods, an optimum method for data discretization is selected
with the number of cut points and discretization method corresponding to the maximum
g-value. The results show that the optimal number of intervals for three variables, NDVI,
PRE, and DEM, is 6, and the optimal interval for all the remaining variables is 7. The
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distribution of the optimal intervals for discretization of each variable is given in Figure 2b.
Based on this, the potential driving factors at different spatial scales were all discretized in
this study, and the discretized data at the optimal spatial scale were selected as the initial
input data for the GeoDetector model to analyze the driving factors of spatial variability of
LST. The optimal methods and breakpoint number for the discretization of each variable in
2003, 2008, 2013, and 2018 are summarized in Tables 2-5.
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Figure 2. Parameter optimization (a) process and (b) results of discretization of spatial data on
potential drivers of LST in 2003 based on the GeoDetector.

Table 2. Optimization methods and dispersion intervals for spatial data discretization parameters for
potential drivers of LST in 2003.

Variables TA(K) NDVI  SM(cm®/cm®) RN(W/cm?) PRE(mm) AOD ET(mm) WV(cm) DEM (km)

Discretization Methods SD NB SD SD QuU QU QuU SD NB
Discrete interval 262.49 0.00 0.08 26.93 1.11 0.00 23.05 0.35 0.00

269.69 0.17 0.18 51.47 22.83 0.01 75.43 0.48 539.69

273.83 0.30 0.21 59.95 32.30 0.02 98.81 0.69 1262.52

277.97 0.41 0.24 68.43 4214 0.02 113.31 0.90 2199.13

282.12 0.52 0.28 76.91 61.66 0.03 126.64 1.10 3403.75

286.26 0.64 0.31 85.39 93.01 0.04 145.09 1.31 4545.05

290.40 0.83 0.34 93.87 203.67 0.06 180.45 1.52 6000.00

297.44 0.41 132.29 0.26 357.08 243
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Table 3. Optimization methods and dispersion intervals for spatial data discretization parameters for
potential drivers of LST in 2008.

Variables TA(K) NDVI  SM(cm®/cm®) RN(W/cm?) PRE(mm) AOD ET(mm) WV (cm) DEM (km)
Discretization Methods NB EI SD QuU QU QU QU QU NB
Discrete interval 261.75 0.01 0.04 9.46 3.99 0.00 15.33 0.26 0.00
268.24 0.12 0.17 53.08 25.64 0.01 75.52 0.43 565.33
272.65 0.24 0.20 61.58 42.41 0.01 94.71 0.69 1244.37
276.80 0.36 0.23 72.70 53.63 0.03 109.64 0.81 2186.64
281.60 0.48 0.26 84.03 68.84 0.04 124.11 0.94 3326.08
286.17 0.60 0.30 93.52 92.09 0.07 141.82 1.13 4465.60
290.81 0.71 0.33 135.44 210.34 0.11 175.99 1.48 5864.00
297.18 0.83 0.40 0.35 357.94 2.54

Table 4. Optimization methods and dispersion intervals for spatial data discretization parameters for
potential drivers of LST in 2013.

Variables TA(K) NDVI SM(cm?/cm3®) RN(W/cm?) PRE(mm) AOD ET(mm) WV (cm) DEM(km)
Discretization Methods SD QU NB NB SD QU SD SD NB

Discrete interval 259.93 0.00 0.04 9.92 5.06 0.00 14.24 0.30 —89.00
269.88 0.16 0.15 46.41 16.22 0.01 56.65 0.43 508.09
273.92 0.26 0.19 58.45 33.84 0.02 79.79 0.65 1241.16
277.97 0.34 0.23 67.86 51.46 0.03 102.93 0.86 2274.81
282.01 0.42 0.26 77.90 69.07 0.05 126.07 1.07 3503.69
286.06 0.49 0.30 88.97 86.69 0.07 149.21 1.28 4616.17
290.10 0.58 0.34 100.88 104.31 0.10 172.35 1.49 6030.00
297.32 0.87 0.41 137.66 212.16 0.33 373.79 2.46

Table 5. Optimization methods and dispersion intervals for spatial data discretization parameters for
potential drivers of LST in 2018.

Variables TA(K) NDVI  SM(cm®/cm3®) RN(W/cm?) PRE(mm) AOD ET(mm) WV(cm) DEM(km)
Discretization Methods NB NB SD QU SD QU QU QU NB
Discrete interval 263.11 0.01 0.06 28.68 2.59 0 21.47 0.21 0.00
269.56 0.16 0.15 54.86 11.39 0.01 63.81 0.44 624.20
274.15 0.27 0.22 62.68 32.68 0.03 86.28 0.77 1388.16
278.74 0.36 0.29 70.94 53.97 0.06 111.19 0.96 2393.28
283.55 0.45 0.35 76.10 75.25 0.10 135.76 1.27 3496.70
287.80 0.55 0.43 84.31 96.54 0.26 178.07 1.61 4495.55
291.64 0.65 98.87 117.83 308.53 2.63 5710.00
298.42 0.84 135.60 209.62

4.2. Selection of Optimal Spatial Unit Scale

In geographic and spatial analysis, geographic variables at different spatial scales may
show significantly different characteristics [57-59], a phenomenon known as “spatial scale
effect”. As a spatial statistical method, GeoDetector is a method to analyze the spatial
relationships between geographic phenomena and influencing factors, so it is necessary to
select the best spatial scale for the analyzed data.

For GeoDetector, the optimal spatial scale selection is based on the assumption that
the spatial scale corresponding to the highest g value of most drivers is the optimal spatial
scale. In practice, the 90% quartile of the g-value of all drivers at different spatial scales
is usually calculated and used to compare the trends of the g-value. The spatial scale
corresponding to the highest value of the 90% quartile of the g-value for all drivers will
be selected as the best spatial scale. In this study, six scales (5 km x 5 km, 10 km x 10 km,
20 km x 20 km, 30 km x 30 km, 40 km x 40 km, 50 km x 50 km) of grid data were selected
as input variables for the GeoDetector model and used to obtain the optimal spatial scale
for the study.
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Figure 3 shows the variation in the g-value and their 90% quartile of the drivers at
different spatial scales for each year. As shown in Figure 3a, the g-value of each driver
corresponding to the spatial scale from 5 km to 10 km increased more significantly in 2003.
The g-value of each variable did not change significantly from 10 km to 20 km, indicating
that the influence of the variables on LST does not differ significantly at the spatial scale
from 10 km to 20 km. However, LULC has no effect on the spatial distribution of LST at
spatial scales up to 30 km. At spatial scales greater than 40 km, the driving effect of PRE
on LST also disappears. When the spatial scale reaches 50 km, the 90% quartile of most of
the driver g-values reaches its highest. Therefore, 50 km is then selected as the best spatial
scale for the spatially differentiated driver analysis of LST in 2003. Similarly, the optimal
spatial scales for 2008, 2013, and 2018 are 50 km, 50 km, and 40 km, respectively.
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Figure 3. Optimal spatial scale selection: (a) 2003, (b) 2008, (c) 2013, and (d) 2018.

4.3. Impact of Individual Factor on the Spatial Heterogeneity of LST

In order to explore the drivers of LST spatial heterogeneity in China, environmental
factors such as TA, NDVI, SM, RN, PRE, AOD, ET, WV, LULC, DEM, and CLIMATE were
selected as potential drivers of LST in this study, and the relationship between each variable
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and LST was analyzed based on GeoDetector. The results of the FD give the contribution
(g-value) of the drivers to the spatial heterogeneity of LST in 2003, 2008, 2013, and 2018. As
shown in Figure 4, all g-values passed the significance test (p < 0.01).

TA
0.8

CLIMATE NDVI
DEM SM
wv RN
ET PRE
AOD
2003 2008 2013 2018

Figure 4. Contribution of individual driver to spatial differentiation in LST (g-value) in China in 2003,
2008, 2013, and 2018.

The mean g-values of the effects for various factors on the spatial heterogeneity of LST
were ranked as follows: TA (0.74) > WV (0.70) > CLIMATE (0.56) > DEM (0.44) > AOD
(0.43) > RN (0.39) > NDVI (0.35) = PRE (0.35) > ET (0.28) = SM (0.28). In the selected years,
TA has the largest g-value among all factors, indicating that TA is the most important factor
influencing the spatial heterogeneity of LST. The effect of WV is the second largest for the
years, which indicates that WV plays a moderating role in the LST spatial heterogeneity.
The influence of CLIMATE is weaker than the two factors presented above, but it still has
an indispensable role in LST spatial heterogeneity. Different climate types have different
effects on LST spatial distribution. DEM does not show a dominant driving effect on LST,
which may be due to the large spatial unit scale in this study, which weakens the strength of
the effect of DEM. The g-value of AOD is second only to DEM, indicating that the effect of
aerosols on LST is also a non-negligible part. The g-value of RN is smaller than we expect,
which indicates that RN has a small effect on LST. In comparison, the effects of NDVI, PRE,
ET, and SM on LST are also small in the selected years. The absence of LULC effects on LST
spatial heterogeneity is due to the large spatial scale chosen for this study.

To understand the change of each driver’s contribution to LST, we calculated the rate
of change of g-values of all drivers during the period 2003-2018, and the results showed
that the overall trend in each driver’s contribution to LST from 2003 to 2018 was increasing,
with PRE having the largest rate of change in g-value at 0.013/year, followed by CLIMATE
with a rate of change of 0.009/year. NDVI, SM, and AOD have the same rate of change
of 0.005/year. Comparing the g-values of all drivers individually within each year, it can
be seen that the contribution of each driver fluctuated more in 2008 than in other years.
Compared with 2003, the g-values of AOD, PRE, and RN increased by 0.13, 0.13, and
0.21, respectively, while the contribution of DEM decreased by 0.14. The statistics on the
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annual average values of the drivers showed that the annual average value of AOD in
China reached 0.06 in 2008, which was significantly higher than that of 0.04 in 2003, while
the absorbing aerosols increase the solar radiation received at the surface, which leads
to an increase in the net radiation and thus a significant increase in the contribution to
surface temperature. The decrease in the contribution of DEM is due to the increase in
the optimal spatial scale to 50 km in 2008, at which the contribution of elevation to the
spatial heterogeneity of LST is not significant. Except for the significant changes in most
of the drivers in 2008, the contribution of drivers to LST in 2018 was higher than that in
other years, and the most significant increase in the contribution of CLIMATE, PRE, and
NDVI was observed. Table 6 provides detailed statistics on the contribution (g-value) of
each driver to the spatial heterogeneity of LST and its rate of change from 2003 to 2018.

Table 6. Statistics on the contribution of individual driver to spatial differentiation in LST (g-values)
in China in 2003, 2008, 2013, and 2018.

g-Value

2003 2008 2013 2018 slope
TA 0.72 0.74 0.73 0.77 0.003
NDVI 0.33 0.35 0.31 0.42 0.005
SM 0.24 0.28 0.26 0.33 0.005
RN 0.34 0.47 0.36 0.37 0.000
PRE 0.23 0.36 0.36 0.45 0.013
AOD 0.32 0.53 0.43 043 0.005
ET 0.26 0.30 0.23 0.32 0.002
wv 0.69 0.64 0.71 0.74 0.004

LULC Non-significant
DEM 0.46 0.32 0.49 0.47 0.004
CLIMATE 0.52 0.50 0.56 0.65 0.009

4.4. Effect of the Joint Factor on the Spatial Heterogeneity of LST

The ID was employed to reveal the interactive effect of drivers on LST and evaluate
the explanatory ability of different factors on LST spatial heterogeneity. The g-values
(9(X1NX2)) of interaction in 2003, 2008, 2013, and 2018 are shown in Figure 5. The influence
of the pairwise interaction of drivers on the LST spatial heterogeneity is stronger than that
of any single factor, suggesting that the spatial heterogeneity of LST is jointly controlled by
drivers rather than a single driver. Additionally, the type of the pairwise interaction during
the period is dominated by bivariate enhancement.

Consistent with the individual contribution evaluation, TA had the most significant
interaction effects with other factors in the selected years, and WV with other factors also
had higher values. The interaction of drivers with TA all showed a large g-value (greater
than 0.73) in each year, indicating TA still has a significant role in LST spatial changes.
The largest g-value is the interaction between TA and LULC with values of 0.76, 0.80, 0.77,
and 0.79 in 2003, 2008, 2013, and 2018. However, LULC does not show an effect on LST
in individual contributions, indicating that LULC controls the spatial distribution of LST
mainly through the combination with other factors at large scales and can dominate the
role. The g-values of the interaction between WV and other factors also increased to a great
extent, and the largest value is the interaction with TA. It is obvious from the results that
there is a significant difference between individual contributions and joint contributions.
In the individual factor effect, the g-values of NDVI, PRE, ET, and SM were relatively
small. However, the joint effect of these factors had a noticeable increase in each year. It
was shown that the effects of NDVI, PRE, ET, and SM on LST spatial heterogeneity were
primarily attributed to the interaction with other factors.
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Figure 5. Interactions between drivers of spatial differentiation on LST in (a) 2003, (b) 2008, (c) 2013,
and (d) 2018.

4.5. Determine the Regions of the LST That Are Vulnerable to Drivers

The RD provides the mean value of LST in the spatial region determined by the
variables, and the results are shown in Figure 6. It shows that the same driver has a
significantly different effect on LST in different intervals. Additionally, it can be seen that
in each year, LST showed a positive correlation with TA, NDVI, RN, AOD, and WV in
spatial distribution; i.e., the mean value of LST was also lower in regions with low values
of driving variables, and conversely, the mean value of LST was also higher in regions with
high values of driving variables. In contrast, LST and DEM showed a negative correlation
in space, i.e., the higher the elevation, the lower the LST. The relationship between LST and
SM and ET tends to decrease first and then increase, but the values of the turning points of
the two relationships differed in each year, and overall LST showed a positive correlation
with SM and ET when SM was greater than 0.25, and ET was greater than 120 mm. The
effect of climate type on LST was lowest in the plateau mountainous climate zone and
highest in the tropical monsoon climate zone.



Remote Sens. 2023, 15, 2814

13 of 21

TA(K) NDVI SM(cm?/cm?)
262,270 0,0.18] NN
5270,274 | I— (0.1[8,0.29 | — 10.08,0-154] :
(274,278 (0.29.0.36 ©15402341 [ ]
(278282 L 1 (0.36,0.44
Gz o oaos B 02040319 [
(286, L 1 (052061
(250207 N  (0.61.0.63 _ (0.319,041] _
0 5 10 15 6 5 10_ 15 > 5 10 1
Mean Value of LST(C) Mean Value of LST(C) Mean Value of LST( C)
PRE(mm) AOD ET(mm)
[1.11,23.4) I [0,0.01] NN [231,754] 1]
(2344191 L 1 (0.01,002] L —7 (754,98.8] ]
419644 L 7] (0.02003) C——— ] (98.8,113] L
(644,895 L ] (003004 ] (113,127] I
895117 L ] (004005 [ ] (127,145) L 1
Mmz149) ]  (0os007 ] (145180 L ]
(149,204] I (0.07,0.26] I (180,357] I
0 5 10 15 0 5 10 15 0 5 10 15
Mean Value of LST('C) Mean Value of LST('C) Mean Value of LST('C)
DEM(km) CLIMATE
[0,0.38] 0
E?gg;gg 1 1 Il ( )2003
2320 ] a
(2072921 7] 2
Eezale - ) —
(3.76,4.61] L1
(461.6] Il + I
02468 12 0 5 10 15 20
Mean Value of LST(C) Mean Value of LST('C)
TA(K) NDVI SM(cm?/cm?)
[262,271] HH [0.01,0.124] N [0.06,0.115]
(271,275 (0.124,0239] L 1 (0.115,0.161]
o= o =N
(2s0286) [ ] (0.467.0.581] (0.255.0.307]
(286,290] (05810696] L ](0307,0352] L ]

(290,298] _ (0.696,0.81] _

0 5 10 1
Mean Value of LST( C)
PRE(mm)
[2.29,25.8]
1

(25.8,43.4]
(43.4,54.7)

(54.7.69.9]
(69.9,93.7]

(93.7,210] NN
0 5 10 15
Mean Value of LST(C)
DEM(km)
[0,0.752] I
(0.752,1.48]
(148228 7]
(2.26,3.17] L
(3.17,3.95]
(4.73,5.96]

(3.95,4.73]
02 46 8 12
Mean Value of LST(C)

TA(K)
[261,270] A

(270,275] L1
(275278] L1
(278282 L 1
(282,287]
(287280 L
(289,207] I

S
0 5 10 15
Mean Value of LST(C)

PRE(mm)
[546,166] L |
(16.6,34.5] NN
(345523
(523,701 1
(701,879 L1

(87.9,106] I
(loe207] L ]

0 5 10 15
Mean Value of LST(C)

DEM(km)

[0,0.624]
(0.624,1.4]
(1.4,2.33]
(2.33,3.52]
(3.52,4.49]
(4.49,5.96]

—r—T—Tr—T—T
02 46 8 12
Mean Value of LST(C)

0 5 10 1
Mean Value of LST( C)

;+|uw“z

Mean Value of LST('C)

CLIMATE

A WOWN-=O0

(=

Mean Value of LST(C)

NDVI

[0.00888,0.156] N

(0.156,0.257]
(0.257,0.334]
(0.334,0.421]
(0.421.0.496]
(0496057 L
(0.57,0.82] I

uuuu

0 5 10 15
Mean Value of LST('C)

AOD

[1.8,9.84] -
(9.84,17.4] 1
(17.4,302] C————1
(3024621 L
(4626771 1
677103 L 7]

(103,311] I
—

0 5 10 15
Mean Value of LST('C)

CLIMATE

B WN =0

i

Mean Value of LST(C)

Figure 6. Cont.

I

(0.352,0.4] I

Y
0 5 10 15
Mean Value of LST(C)

ET(mm)

[16.6,65.8] —
(658974] | —
]

Mean Value of LST(C)

20

(b) 2008
SM(cm?/cm?)

[0.0389,0.149] 1

(0.149,0191] 1

(0.191,0.226]

(0.226,0.258]

(0.258,0.299] NN

(0299,0339] L ]

(0.339,0.409] I

1
0 5 10 15
Mean Value of LST('C)
ET(mm)

| ——
[—
I

[
| E—

[16.1,64.4]
(64.4,90.1]
(90.1,1086]
(106,119]
(119,134]
(134,161]
(161,314]
0 5 10 15

Mean Value of LST(C)

(c) 2013

—"

[26.9,51.5]
(515,60]
(60,68.4]

(68.4,76.9]

(76.9.85.4]

(854939 [ |

(93.9,132]

l—lﬁ—\
Q 5 10
Mean Value of LST(C)

[0.35,0.54]
(0.54,0.79]
(0.79,0.94]
(0.94,1.12]
(1.12,1.44]
(1.44,2.43]

(69.1,80.2]
(80.2.90.9]
(90.9,104]

(104,130]

[0.28,0.43]
(0.43,0.689]
(0.689,0.81]

(0.81,0.94]

(0.94.1.13]

(113148 L —7]

(1.48,2.5]

RN(W/m?)
—
[E—
—

|
:l

|
15

WV(cm)

||

| E—
.
7
. 7
|

5 10 15
Mean Value of LST('C)

RN(W/m?)

]
0 5 10 15
Mean Value of LST(C)
WV(cm)

F

b £ 10 15
0 5 10
Mean Value of LST( G)

RN(W/m?)
[5.53,51.7]
(51.7.603] 1
(60.3.689] 1
(689,775 L 1
(77.5.86.1]
A0471 1

Mean Value of LST('C)
WV (cm)

[325,433] I

(433,644]
(644,854]
(854,1.076+03]
(1.07e+03,1.28¢+03]
1.28e+03,1.49¢+03]
+03/2.34e+03]

§||WH““

Mean Value of LST('C)



Remote Sens. 2023, 15, 2814

14 of 21

) TA(K) NDVI SM(cm?/cm?) RN(W/m?)
[263,269] I [0.01,0.143] [0.06,0.18] NN [28.7,54.9]
(269,274] 1 (01430254 (018021 [ 7 (549627 1
(274,279) (0.254,0.373 021024 7 (62.7,70.9]
(279,283 (0.373,0.489 024028 [ (70.9,76.1]
(283288) [ —] (04890608 [ 7 (024029 (761843 L ]
(288,292 (0.608.0.712 — ] (028034 [ ] (343989
(292,208] I (0.712,0.84] I  (0.34,0.43] NN  (95.9,136] I
0 5 10 15 0 5 10 15 0 5 10 15 0 5 10 15
Mean Value of LST('C) Mean Value of LST('C) Mean Value of LST(C) Mean Value of LST('C)
PRE(mm) AOD ET(mm) WV(cm)
[2.59,11.4] 1 [0,0.01] N 215638 [ | [0.21,0.44] IH
(11.4,32.7] IR (001,002 L 7] (63.8,86.3] NN (0440771 [
e e e e emes
(753965 L =] (005008 1 (136 [ ] (o127 [ ]
(651181 L7 (0.08.0.12 G I —— G2 4 K- B
(118,210] I (0.12026] [ ]  (178,309] NI (161263 I
0 5 10 15 0 5 10 15 0 5 10 15 0 5 10 15
Mean Value of LST('C) Mean Value of LST('C) Mean Value of LST('C) Mean Value of LST('C)
DEM(km) CLIMATE
[0,0.758] I 0
(0758153 L ] 1
(1.53,2.28]
(228308) L 1 2 (d) 2018
Tl - Y —
(3.98,4.73]
73571 IN + I
0 5 10 15 0 5 10 15 20
Mean Value of LST(C) Mean Value of LST('C)

Figure 6. Mean values of LST in different subregions of each driver in (a) 2003, (b) 2008, (c) 2013, and
(d) 2018. Red bar represents the high value of the mean LST in the subarea, which means the area
greatly affected by the driver, blue bar represents the low-value area, and gray bar represents the
medium of the intensity affected by the driver.

To further determine the geographical location of the LST-sensitive areas, we spatially
displayed the average values of the LST determined by each driver in Figure 6, and obtained
different sensitive areas of the LST response to each driver, as shown in Figure 7. The
sensitive areas of LST are classified into three classes based on the influence of the drivers:
high-sensitivity areas (red), medium-sensitivity areas (gray) and low-sensitivity areas (blue).
From the spatial distribution of sensitive areas of LST in each year, the distribution patterns
of risk partitioning of LST determined by most of the drivers are similar; that is, the drivers
have relatively weak driving effects on LST in the northwest of China and stronger driving
effects in the tropical and subtropical regions in the south. However, the two drivers of
AOD and DEM are different. In the period 2003 to 2013, the high-sensitivity areas of AOD
on LST are mainly distributed in the northwest desert and Beijing—Tianjin—Hebei region.
However, by 2018, the impact of AOD on LST is significantly weakened, and the highly
sensitive areas in the northwest and Beijing-Tianjin-Hebei region are significantly reduced,
mostly showing a non-concentrated distribution pattern, which may be closely related to
the environmental management in the above regions, and the reduction in haze, sand and
dust weather has reduced the overall AOD and weakened the impact on LST. Regions with
higher impact of DEM on LST are mainly distributed in the eastern plains, and the regions
with lower impact are mainly distributed in the eastern plains. The high-sensitivity area of
CLIMATE on LST is only in the tropical monsoon climate area.
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Figure 7. Spatial distribution of high-sensitivity (red), medium-sensitivity (grey), and low-sensitivity
(blue) areas for surface temperature based on the drivers in (a) 2003, (b) 2008, (c) 2013, and (d) 2018.
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5. Discussions

This study aimed to identify the influencing factors of LST spatial heterogeneity in
China from the period 2003-2018 and, further, to explore the manner and strength of the
influencing factors on LST.

According to GeoDetector analysis, TA shows the strongest effect on LST spatial het-
erogeneity. Unlike other studies that considered DEM as the main influencing factor [60,61],
which indicates that the energy exchange between land and atmosphere is stronger than
other factors. The effect of TA on LST is stronger in the south of China than that in the
northwest areas. WV also has a big effect on LST spatial heterogeneity, but it has often been
overlooked before now. CLIMATE is a common factor that drives both the spatial and tem-
poral distribution of LST [62,63]. The gradient characteristics of temperature with surface
elevation are often used by researchers as a basis for LST spatial interpolation [64,65]. In
this study, although DEM did not reflect a dominant contribution to the spatial distribution
of LST, it also showed a significant negative correlation with LST, i.e., low LST in regions
with high DEM. In particular, the interaction with other factors greatly enhanced the control
of the spatial distribution of LST.

In general, RN and NDVI should have a relatively large effect on LST [66,67]. However,
the result shows that the RN and NDVI as a single factor on LST were relatively small
during the study period. RN is gradually changing with latitude in spatial distribution,
resulting in a weak effect of RN on LST. Additionally, the larger pixel scale attenuates its
vegetation characteristics, weakening the influence of NDVI on the spatial heterogeneity
of LST. PRE is also a key driving factor of LST, but it is generally concentrated during the
monsoon season, thus leading a weak impact on LST from the yearly scale. As for SM and
ET, they were also limited by the seasonal change. In addition, the completeness of the
data for both is poor, which also affects the results of the study. The effect of AOD on the
temporal variation in LST was not remarkable, but the effect on the spatial distribution of
LST either as a single factor or interacting with other factors could not be ignored. This
may be attributed to its obvious spatial distribution characteristics, which are concentrated
in the northwest and Beijing-Tianjin-Hebei region, thus enhancing the controlling of the
spatial distribution of LST. In addition, in the current study, data from 2003, 2008, 2013, and
2018 were selected to analyze the driving effect of each factor on LST, indirectly analyzing
the role of interannual variation in each factor on the spatial heterogeneity of LST, and
therefore, the effect of interannual variation in each variable was not considered separately.

To further determine the variation in the highly sensitive regions of LST in response
to key drivers over time, we counted the percentage of highly sensitive areas of LST in
response to each driver for the selected years, and the results are shown in Figure 8. Due
to DEM and CLIMATE being relatively stable drivers, they are hardly affected by time.
Therefore, only the sensitive areas of the LST in response to TA, NDVI, SM, RN, PRE,
AOD, ET, and WYV are analyzed over time. Among them, the proportion of highly sensitive
areas of LST to TA, NDVI, SM, AOD, and WV showed a decreasing trend from 2003 to
2018, while the areas of PRE showed an increasing trend. The trend in the proportion of
highly sensitive areas to RN and ET did not change significantly overall. In terms of the
areas of LST with high sensitivity to each driver, LST was driven by AOD the most, with
an average share of 15.8%, followed by WV, with an average share of 11.5%. The share
of high-sensitivity areas driven by TA and ET was similar, about 11%, and the share of
high-sensitivity areas driven by the remaining factors was less than 10%. The trend in the
highly sensitive areas showed that AOD and WV decreased year by year with a slope of
—0.01/year, while TA, NDVI, and SM also showed a decreasing trend, but with greater
fluctuations from year to year.

Overall, an important finding on the spatial heterogeneity of LST in China is provided
in this study. However, there are still some limitations in this study. LST is a complicated
variable and is influenced by different factors. However, while this study explores the
driving effect of influence factors on the spatial heterogeneity of LST at the annual scale,
some factors have different effects on LST in different seasons, and the differences in the
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driving effect of factors at the seasonal level remain unclear. Moreover, LULC is a key
influence factor for the spatial heterogeneity of LST, but the large spatial unit scale in this
study limits the driving effect of LULC, so it is necessary to explore and compare the
effect of the drivers on LST at different spatial scales. In addition, the lack of LST and
influence factors data also partly affected the accuracy of the results, and although the
product quality file was used and integrated data to an annual scale in the study, there are
some pixels that are affected by clouds causing uneven spatial distribution. Therefore, to
ensure the accuracy of the results, it is crucial to use full spatial coverage data or develop
high-precision data reconstruction methods.
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Figure 8. Percentage of highly sensitive regions of the LST in response to drivers. The upper triangle
in the figure indicates an increasing trend in highly sensitive areas from 2003 to 2018, the lower
triangle indicates a decreasing trend, and the circle indicates no change.

6. Conclusions

In this study, GeoDetector was used to analyze the drivers of LST spatial heterogeneity
in China for 2003, 2008, 2013, and 2018. The main findings are as follows:

(1) The factor detector showed that the explanatory ability of the drivers (TA, WV, CLI-
MATE, DEM, AOD, RN, NDVI, PRE, ET, and SM) indicates that TA has the greatest
driving effect in the selected years, and the driving strength is increasing at a rate of
0.003/year. WV is second only to TA and also shows a strong driving effect on LST
spatial heterogeneity with a change rate of 0.004/year. LULC has no driving effect on
LST spatial heterogeneity due to the spatial unit scale.

(2) The interaction detector revealed that the effect of the interaction is significantly
greater than the effect of any single factor, which indicates that the spatial heterogene-
ity of LST is the result of multi-factor interactions. Similarly to the individual effect,
TA has the strongest joint effect with other factors, especially the interaction with
LULC, with a mean g-value of 0.78.

(3) The risk detector found that the sensitive areas of LST determined by the driving
factor have a similar spatial distribution pattern. However, variations in the high-
sensitivity regions exist from year to year. During the study period, LST was driven
by AOD over the widest area, with an average share of 15.8%, followed by WV, with
an average share of 11.5%. Overall, the high-sensitivity areas determined by most
drivers showed a decreasing trend.

Generally, this study provides a unique insight into the spatial heterogeneity of LST
in China. The results of the study on LST spatial heterogeneity drivers can provide new
directions for the selection of methods for climate warming mitigation, land use practices,
and drought prediction.
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