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Abstract: As a cutting-edge research direction in the field of radar imaging, video SAR has the ca-
pability of high-resolution and persistent imaging at any time and under any weather. Video SAR 
requires high computational efficiency of the imaging algorithm, and PFA has become the preferred 
imaging algorithm because of its applicability to the spotlight mode and relatively high computa-
tional efficiency. However, traditional PFA also has problems, such as low efficiency and limited 
scene size. To address the above problems, a generalized persistent polar format algorithm, called 
GPPFA, is proposed for airborne video SAR imaging that is applicable to the persistent imaging 
requirements of airborne video SAR under multitasking conditions. Firstly, the wavenumber do-
main resampling characteristics of video SAR PFA are analyzed, and a generalized resampling 
method is proposed to obtain higher efficiency. Secondly, for the problem of scene size limitation 
caused by wavefront curvature error, an efficient compensation method applicable to different scene 
sizes is proposed. GPPFA is capable of video SAR imaging at different wavebands, different slant 
ranges, and arbitrary scene sizes. Point target and extended target experiments verify the effective-
ness and efficiency of the proposed method. 

Keywords: video synthetic aperture radar (SAR); polar format algorithm (PFA); high-resolution and 
high frame rate persistent imaging; wavefront curvature error compensation 
 

1. Introduction 
Video synthetic aperture radar (SAR) combines SAR with high frame rate video dis-

play technology, which allows for continuous observation of targets at night and in harsh 
conditions such as rain, fog, sand, and dust [1,2]. As an inheritance and expansion of tra-
ditional SAR, video SAR can display information on ground motion targets in all direc-
tions [3,4]. Sandia National Laboratories (SNL) and Defense Advanced Research Projects 
Agency (DARPA) first proposed the concept of video SAR [5], and then video SAR has 
been listed as a key research project by many countries and institutes. Currently, many 
institutions have published their video SAR systems and results, such as SNL [6,7], 
DARPA [8], General Atomics Aeronautical Systems Incorporated (GA-ASI) [9], Fraunho-
fer Institute for High-Frequency Physics and Radar Techniques (FHR) [10], Jet Propulsion 
Laboratory (JPL) [11], and ICEYE [12,13], which proves the importance and broad appli-
cation value of video SAR. 

SAR image formation can be treated as a class of ill-posed linear inverse problems 
[14,15], so the imaging algorithm is the core part of video SAR systems. The persistent 
imaging characteristics of video SAR require it to work in spotlight mode [16]; therefore, 
the traditional strip SAR imaging algorithms, such as range Doppler algorithm (RDA) 
[17], chirp scaling algorithm (CSA) [18], and frequency scaling algorithm (FSA) [19], are 

Citation: Jiang, J.; Li, Y.; Yuan, Y.; 

Zhu, Y. Generalized Persistent Polar 

Format Algorithm for Fast Imaging 

of Airborne Video SAR. Remote Sens. 

2023, 15, 2807. https://doi.org/ 

10.3390/rs15112807 

Academic Editor: Dusan Gleich 

Received: 24 April 2023 

Revised: 23 May 2023 

Accepted: 26 May 2023 

Published: 28 May 2023 

 

Copyright: © 2023 by the authors. 

Licensee MDPI, Basel, Switzerland. 

This article is an open access article 

distributed under the terms and 

conditions of the Creative Commons 

Attribution (CC BY) license 

(https://creativecommons.org/license

s/by/4.0/). 



Remote Sens. 2023, 15, 2807 2 of 25 
 

 

no longer applicable to video SAR. The current mainstream imaging algorithms for spot-
light mode mainly include the back-projection algorithm (BPA) [20,21] and the polar for-
mat algorithm (PFA) [22–24]. BPA requires point-by-point processing of echo signals, 
which makes its computational load too high to be applied in video SAR. The modified 
version, such as the fast back-projection algorithm (FBP) [25] and the fast factorized back-
projection algorithm (FFBP) [26], has improved the efficiency of BPA, but this comes at the 
cost of losing imaging accuracy and is still less efficient than frequency-domain algo-
rithms. PFA is the preferred imaging algorithm for video SAR due to its relatively high 
computational efficiency and ease of incorporating motion compensation algorithms [27]. 

However, traditional PFA also has some problems. Firstly, the two-dimensional (2D) 
wavenumber domain interpolation is inefficient, which affects the efficiency of PFA. Sec-
ondly, due to the use of the planar wavefront approximation, the wavefront curvature 
error of PFA makes its effective scene size and image fidelity limited under the conditions 
of short slant range or large scene size [28–30]. Thirdly, the video SAR frames should be 
oriented in a fixed direction on the ground output coordinate system (GOCS); otherwise, 
the image will rotate with the azimuth angle of video SAR [31]. In [32], by changing the 
sampling rate and sampling time of the radar system in real-time, the wavenumber do-
main signal with azimuth-uniform distribution can be obtained directly, while the azi-
muth chirp-z transform (CZT) is used to avoid the wavenumber domain interpolation and 
has higher efficiency. In [33], a parameter adjusting autoregistration PFA (PAAR-PFA) for 
linear spotlight mode video SAR is proposed; PAAR-PFA calculates the relevant parame-
ters based on a parameter adjustment strategy to avoid range interpolation and geometric 
correction, but as in [32], the system architecture has higher hardware cost, and the scene 
size limitation problem is still not solved. In [34], a unified coordinate system algorithm 
(UCSA) is proposed for terahertz (THz) video SAR imaging; UCSA exploits the small-
angle assumption property of THz video SAR, then a 2D CZT is used to achieve wave-
number domain resampling and ignores the effect of residual quadratic phase error, 
showing the great advantages of THz technology [35,36] in video SAR. However, the 
UCSA cannot be applied well to low-band video SAR, which limits its application. In [37], 
an efficient video SAR imaging algorithm based on type-3 non-uniform fast Fourier trans-
form (NuFFT-3) is proposed by R. Hu; the method combines Fourier imaging and image 
correction to directly obtain distortion-free images. Then R. Hu extends the method to 
solve the defocusing problem, called refocusing and zoom-in PFA (RZPFA) [28]. In [38], 
the orthorectified polar format algorithm (OPFA) incorporates RZPFA with the digital el-
evation model (DEM); OPFA can obtain the orthorectified image efficiently without post-
processing, even with the residual distortion and defocus caused by rugged terrain. 

To address the scene size limitation of PFA, some methods, such as spatially variant 
post filtering (SVPF) [39,40], are proposed to solve the defocus of imaging results. In [41], 
an extended polar format algorithm (EPFA) is proposed to solve the wavenumber domain 
resampling and wavefront curvature error of squint SAR, but EPFA does not consider the 
geometric correction, which leads to the constant and primary terms of wavefront curva-
ture error still exist and thus causes geometric distortion of the image. In [42], a quadtree 
beam segmentation-based PFA is proposed to solve the image defocus problem of wide-
angle staring SAR (WAS-SAR), but the computational load of this method increases sig-
nificantly with the number of sub-beams. In [43], an extended PFA is proposed to reduce 
the number of segmentations by combining sub-block imaging with spatially variant post-
filtering. However, the extensive operation of image interpolation and alignment makes 
its computational complexity too high and, therefore, not suitable for application in video 
SAR. 

In this paper, a generalized persistent polar format algorithm (GPPFA) is proposed 
to address the above problem. First, the imaging model of airborne video SAR is estab-
lished, and the principles of high resolution and high frame rate of video SAR are ana-
lyzed. Then, the critical conditions of azimuth uniform and non-uniform resampling are 
analyzed, and the most suitable methods are used to achieve wavenumber domain 
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resampling for THz video SAR and X-band video SAR, respectively. In addition, for the 
scene size limitation problem, the geometric distortion mapping (GDM) of video SAR PFA 
is established, and a residual phase error compensation method is proposed, which selects 
different processing procedures for different scene sizes to achieve higher operational ef-
ficiency. The main contributions of this paper are: 
(1) The principle of wavenumber domain resampling in video SAR PFA is analyzed, and 

a resampling criterion applicable to different wavebands of video SAR is proposed
； 

(2) The effect of wavefront curvature error in video SAR PFA is analyzed, and an efficient 
compensation method applicable to different scene sizes is proposed; 

(3) The proposed method is capable of video SAR fast imaging with high image fidelity 
in different wavebands, as well as arbitrary slant range and scene size. 
The construction of the paper is organized as follows: Section 2 establishes the air-

borne video SAR imaging model, analyzes the high-resolution and high-frame-rate imag-
ing characteristics of video SAR, and briefly introduces the PFA in video SAR. Section 3 
analyzes the wavefront curvature error of PFA and discusses the proposed GPPFA in de-
tail. Section 4 validates the proposed method by point target and extended target experi-
ments and compares it with other methods to verify the generality, effectiveness, and ef-
ficiency of the proposed method. Finally, Section 5 summarizes the findings of the study. 

2. Materials 
2.1. Video SAR Geometric Definition 

The imaging model of the airborne video SAR is shown in Figure 1, where 𝑅௦ is the 
flight radius, 𝐻 is the altitude, 𝑣 is the flight speed, 𝜃௞ denotes the central degree of the 
kth frame sub-aperture, 𝜃௦ is the rotation angle of the video SAR, and the ground scene 
center coincides with the coordinate center O of the Cartesian coordinate system X-Y-Z. 
During the flight, the radar beam always illuminates the region of interest (ROI) and re-
ceives echoes. For simplicity, the position of the antenna phase center (APC) in the spher-
ical coordinate system can be defined as: 

൝𝑋௔ = 𝑅௔ cos 𝜑 cos 𝜃𝑌௔ = 𝑅௔ cos 𝜑 sin 𝜃𝑍௔ = 𝑅௔ sin 𝜑  (1)

where 𝑅௔ represents the slant range between APC and scene center O, 𝜃 indicates the 
carrier azimuth angle, 𝜑 represents the elevation angle of the radar platform.  

 
Figure 1. Imaging model for airborne video SAR. 
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The slant range 𝑅௧ between APC and ground target 𝑝(𝑥, 𝑦, 0) can be expressed as: 𝑅௧ = ට(𝑋௔ − 𝑥)ଶ + (𝑌௔ − 𝑦)ଶ + 𝑍௔ଶ     (2)

Let (𝑋௖, 𝑌௖, 𝑍௖) = (𝑋௔, 𝑌௔, 𝑍௔)|௧ୀ଴ represents the position of the APC at the center of 
the aperture 𝑡 = 0, and then the instantaneous slant range 𝑅௧௞ can be expressed as: 𝑅௧௞ = ට(𝑋௖ − 𝑥)ଶ + (𝑌௖ − 𝑦)ଶ + 𝑍௖ଶ   (3)

The circular spotlight mode ensures the continuous acquisition of ground targets, 
and in order to form a real-time updated video, the following two points must be met: (1) 
Efficient processing of the echo signals to quickly obtain a single frame video SAR image. 
(2) The consistency between different frame images should be ensured; that is, the position 
of stationary ground targets in the image should be at the same pixel point 𝑝. This re-
quires the final image to be located in a unified ground output coordinate system (GOCS), 
where the X-Y-Z axis of the Cartesian coordinate system always points towards the range, 
azimuth, and altitude directions, respectively. 

2.2. The Resolution and Frame Rate of Video SAR 
High frame rate imaging is the most significant feature that distinguishes video SAR 

from traditional SAR. In order to achieve continuous tracking of ground-moving targets, 
the system frame rate of video SAR must reach at least 5 Hz, and the imaging resolution 
of video SAR must reach at least 0.2 m to accurately identify the observed targets [16]. 

According to the theory of SAR imaging [44], the range resolution 𝜌௥ and azimuth 
resolution 𝜌௔ are described as: 

⎩⎨
⎧𝜌௥ = 𝑐2𝐵 cos 𝜑𝜌௔ = 𝜆2𝜃௦ cos 𝜑 (4)

where 𝐵 is the bandwidth, 𝑐 denotes the speed of light, and 𝜆 denotes the wavelength. 
Assuming that 𝜑 = 45°, in order to achieve a range resolution of 0.2 m, the system 

bandwidth must reach at least 1.06 GHz. Usually, in order to achieve consistency between 
different frame images, the range resolution and azimuth resolution should match, i.e., 𝜌௫ = 𝜌௥ = 𝜌௔. According to (4), the synthetic aperture angle should be 𝜃௦ = 𝐵/𝑓௖. The azi-
muth resolution 𝜌௔ is inversely proportional to the frequency and synthetic aperture an-
gle, which means that for high-frequency video SAR, only a small synthetic aperture angle 
is required to achieve the required azimuth resolution. Under the condition of constant 
speed, its corresponding synthetic aperture time is relatively shorter. When the system 
parameters and azimuth resolution are constant, the imaging frame rate of video SAR is 
related to the system carrier frequency 𝑓௖ and sub-aperture overlap ratio ω: 𝐹௥ = 2𝜌௔𝑣(1 − 𝜔)𝑅௔𝑐 𝑓௖  (5)

where 𝜔 is the aperture overlap rate. 
Assuming the average slant range of video SAR is 𝑅௔തതതത = 1000 m and average speed 𝑣̅ = 50 m/s. To achieve a 5 Hz frame rate without considering aperture overlap, the carrier 

frequency of video SAR needs to exceed 207 GHz. Therefore, video SAR usually works at 
a high-frequency band to meet the system frame rate requirements. In addition, it is also 
necessary to consider the impact of atmospheric attenuation on the signal [45]. As the fre-
quency of 220 GHz is near the atmospheric window, the relatively small attenuation 
makes it a reasonable choice. Table 1 show the video SAR parameters at different frequen-
cis, it can be seen that to achieve an imaging rate of 5 Hz, X-band video SAR requires a 
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minimum aperture overlap of 94%, while THz video SAR does not require aperture over-
lap at all, and X-band video SAR requires longer synthetic aperture time. When the hard-
ware cannot meet the high frequency, increasing the aperture overlap ratio ω can also 
improve the image frame rate, but the synthetic aperture time of the system remains un-
changed; that is, the delay between the video SAR and the actual scene remains un-
changed [10,46]. 

Table 1. Video SAR parameters at different carrier frequencies. 

Frequency Frame Rate Aperture Overlap Ratio Synthetic Aperture Time 
9.6 GHz 5 Hz 94% 3.34 s 
220 GHz 6.84 Hz 0% 0.15 s 

2.3. Signal Model and Polar Format Algorithm 
Assuming the transmission signal of video SAR is linear frequency modulation 

(LFM), the echo signal of any ground target 𝑝(𝑥, 𝑦) has the following form: 𝑠ோ(𝜏, 𝑡) = σ ∙ rect ൤𝜏 − ∆𝜏𝑇௥ ൨ ∙ exp ൜𝑗2𝜋 ൤𝑓௖(𝜏 − ∆𝜏) + 12 𝐾௥(𝜏 − ∆𝜏)ଶ൨ൠ (6)

where 𝜏 is the fast time, 𝑡 is the slow time, 𝑇௥ is the pulse width, 𝑓௖ is the center fre-
quency, 𝐾௥ is the chirp rate, rectሾ∙ሿ is the rectangular window function, and the delay of 
radar echo is ∆𝜏 = 2𝑅௧ 𝑐⁄ . 

Assuming that the actual position of the platform is accurately measured by the dif-
ference global positioning system and inertial measurement unit (DGPS AND IMU). 
Then, the DGPS AND IMU-based motion compensation (MOCO) is applied by multiply-
ing the scene center echo as a reference. After that, the dechirped signal prepared for polar 
format storage can be described as: 𝑠௜௙(𝜏, 𝑡) = σ ∙ rect ൤𝜏 − ∆𝜏𝑇௥ ൨ ∙ exp ቊ𝑗 4𝜋𝑐 ቈ𝐾௥∆𝑅(𝜏 − 𝜏଴) − 𝑓௖∆𝑅 + 𝐾௥∆𝑅ଶ𝑐 ቉ቋ             (7)

where ∆𝑅 is the differential distance between the scene center and the ground target 𝑝(𝑥, 𝑦): ∆𝑅 = 𝑅௧ − 𝑅௔ = ට(𝑋௔ − 𝑥)ଶ + (𝑌௔ − 𝑦)ଶ + 𝑍௔ଶ − 𝑅௔             (8)

During the dechirp processing, additional residual video phase (RVP) and skew 
terms are generated, which may cause image distortion and defocus. An effective com-
pensation method is to multiply the following compensation function in the range-Dop-
pler domain [47]: 𝑆௖(𝑓ఛ) = exp ቆ−𝑗 𝜋𝑓ఛଶ𝐾௥ ቇ    (9)

Then perform the range inverse fast Fourier transform (IFFT) to obtain the interme-
diate frequency signal after removing the RVP term and envelope skew term: 𝑠௜௖(𝜏, 𝑡) = σ ∙ rect ൤𝜏 − 𝜏଴𝑇௥ ൨ ∙ exp ൜−𝑗 ൤4𝜋𝑓௖𝑐 + 4𝜋𝐾௥𝑐 (𝜏 − 𝜏଴)൨ ∆𝑅ൠ (10)

PFA uses the plane wavefront assumption; that is, only the first-order Taylor approx-
imation of ∆𝑅 at the slow time 𝑡 = 0 is retained: ∆𝑅௣ = ∆𝑅|௧ୀ଴ + 𝜕∆𝑅𝜕𝑡 ฬ௧ୀ଴ 𝑡 = −(𝑥 cos 𝜃 cos 𝜑 + 𝑦 sin 𝜃 cos 𝜑) (11)

Let 𝐾ோ, 𝐾௑, and 𝐾௒ denote the spatial wavenumber, range wavenumber, and azi-
muth wavenumber, respectively: 
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൞𝐾ோ = 4𝜋𝑓௖𝑐 + 4𝜋𝐾௥𝑐 (𝜏 − 𝜏଴)𝐾௑(𝐾ோ, 𝑡) = 𝐾ோ cos 𝜑 cos 𝜃(𝑡)𝐾௒(𝐾ோ, 𝑡) = 𝐾ோ cos 𝜑 sin 𝜃(𝑡)     (12)

Then, the signal can be represented in the wavenumber domain as: 𝑆(𝐾ோ, 𝑡) = expሼ𝑗ሾ𝑥𝐾௑(𝐾ோ, 𝑡) + 𝑦𝐾௒(𝐾ோ, 𝑡)ሿሽ (13)

where the amplitude is ignored as it hardly affects the process of the imaging algorithm. 𝑆(𝐾ோ, 𝑡) is uniformly distributed in 𝐾ோ − 𝑡 domain, yet it is non-uniform in 𝐾௑ − 𝐾௒. 
In order to use an efficient 2D fast Fourier transform (2D-FFT), it is necessary to perform 
2D resampling on the wavenumber domain signal to distribute it in a uniform rectangular 
format. This process can be achieved through a two-dimensional wavenumber domain 
interpolation, or it can be decomposed into cascaded range and azimuth interpolation. 
After completing the 2D resampling of the signal, the PFA image can be obtained by using 
2D-FFT once on the wavenumber domain signal distributed in a rectangular format: 𝐼௣(𝑥෤, 𝑦෤) = න න 𝑆൫𝐾෩௑ೝ, 𝐾෩௒ೝ൯ ∙ exp൛−𝑗ൣ𝑥𝐾෩௑ೝ + 𝑦𝐾෩௒ೝ൧ൟ𝑑𝐾෩௑ೝ𝑑𝐾෩௒ೝ

 
௄෩ೊೝ

 
௄෩೉ೝ

 (14)

As shown in Figure 2a, (14) is based on line-of-sight polar interpolation (LOSPI). With 
the movement of video SAR, 𝐼௣(𝑥෤, 𝑦෤) will rotate accordingly. As shown in Figure 2b, sta-
bilized scene polar interpolation (SSPI) can also be applied to the wavenumber domain 
signal and then obtain the PFA image under GOCS: 𝐼௣(𝑥, 𝑦) = න න 𝑆൫𝐾௑ೝ, 𝐾௒ೝ൯ ∙ exp൛−𝑗ൣ𝑥𝐾௑ೝ + 𝑦𝐾௒ೝ൧ൟ𝑑𝐾௑ೝ𝑑𝐾௒ೝ

 
௄ೊೝ

 
௄೉ೝ  (15)

 
Figure 2. 2D resampling of wavenumber domain signals. (a) LOSPI. (b) SSPI. 

The relationship between (𝑥෤, 𝑦෤) and (𝑥, 𝑦) is related to the azimuth angle of video 
SAR: ൜𝑥෤ = 𝑥 cos 𝜃௞ + 𝑦 sin 𝜃௞𝑦෤ = −𝑥 cos 𝜃௞ + 𝑦 cos 𝜃௞    (16)
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3. Methods 
There are still some problems when using PFA to process video SAR data. First, the 

2D interpolation in the polar format transformation affects the computational efficiency 
of PFA. In addition, the wavefront curvature error leads to the limitation of the scene size 
of PFA. Considering the target localization tasks of video SAR, this wavefront curvature 
error must be corrected. To address the above issues, a generalized persistent polar format 
algorithm (GPPFA) is proposed to achieve a more efficient video SAR imaging that can be 
applied to different scenes. 

3.1. Polar Format Transformation of GPPFA 
The discrete form of range and azimuth wavenumber before PFA resampling can be 

expressed as: 

൞𝐾௑(𝑚, 𝑛) = 4𝜋𝑐 (𝑓௖ + 𝑚𝐾𝑇௥) cos 𝜑 cos(𝑛∆𝜃)𝐾௒(𝑚, 𝑛) = 4𝜋𝑐 (𝑓௖ + 𝑚𝐾𝑇௥) cos 𝜑 sin(𝑛∆𝜃)   (17)

where 𝑚 is the range sample index such as −𝑁௥/2 ≤ 𝑚 ≤ 𝑁௥/2, 𝑁௥ is the number of 
range sampling, n is the azimuth sample index such as −𝑁௔/2 ≤ 𝑛 − 𝑁௔/2, 𝑁௔ is the 
number of pulses. 

There is a coupling between m and n in 𝐾௑ and 𝐾௒, therefore, a polar-to-rectangu-
lar transformation should be carried out to remove the coupling [48]. The range and azi-
muth wavenumber after resampling can be rewritten as: 

൞𝐾௑(𝑚) = 4𝜋𝑐 (𝑓௖ + 𝑚𝐾𝑇௥) cos 𝜑𝐾௒(𝑛) = 4𝜋𝑐 𝑛∆𝜃 cos 𝜑  (18)

To improve the efficiency, a 2D resampling is usually decomposed into range and 
azimuth resampling. The range wavenumber is always uniformly distributed, which is 
consistent with the sampling properties of CZT [49,50]. For the azimuth resampling, it is 
not always uniformly distributed because the azimuth wavenumber is related to the azi-
muth angle. Therefore, more efficient CZT can be used for range resampling, while for 
azimuth resampling, it can only be used within certain constraints. 

CZT can actively set the start frequency and frequency interval, and it can calculate 
the Fourier transform of the signal on any arc on the unit circle. The z-transform of a se-
quence 𝑥(𝑛) is defined as: 

𝑋(𝑧௞) = 𝐶𝑍𝑇ሾ𝑥(𝑛)ሿ = ෍ 𝑥(𝑛)𝑧ି௡ேିଵ
௡ୀ଴ = ෍ 𝑥(𝑛)𝐴ି௡𝑊௡௞ேିଵ

௡ୀ଴  (19)

where 𝐴 and 𝑊 are parameters of CZT: ൜𝐴 = exp(𝑗𝜔଴)𝑊 = exp(−𝑗∆𝜔)  (20)

where 𝜔଴ represents the start digital frequency, ∆𝜔 is the digital frequency interval 
between adjacent two points. 

The purpose of range resampling is to remove the coupling between range wave-
number 𝐾௑(𝑚, 𝑛)  and pulse number 𝑛 . Select the reference value as the range wave-
number at the azimuth index center 𝐾௑௖ = ସగ௖ (𝑓௖ + 𝑚ᇱ𝐾𝑇௥) cos 𝜑 . Then, let 𝐾௑(𝑚ᇱ, 𝑛) =𝐾௑௖, the index before and after range resampling can be calculated as: 𝑚ᇱ = ൬ 𝑓௖𝐾𝑇௥ + 𝑚൰ cos(𝑛∆𝜃) − 𝑓௖𝐾𝑇௥ (21)
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According to (21), the digital frequency after the range CZT can be calculated as: 𝜔௥௖ = 𝜋 − 2𝜋𝑁௥ ൤൬ 𝑓௖𝐾𝑇௥ + 𝑚൰ cos(𝑛∆𝜃) − 𝑓௖𝐾𝑇௥ ൨ (22)

Therefore, the initial digital frequency 𝜔௥଴ and the frequency interval ∆𝜔௥ can be 
expressed as: 

⎩⎪⎨
⎪⎧ 𝜔௥଴ = ቆ1 − cos(𝑛∆𝜃)cos(𝑛∆𝜃) ቇ ൬𝑁௥𝐾𝑇௥ − 2𝑓௖𝑁௥𝐾𝑇௥ ൰ 𝜋∆𝜔௥ = − 2𝜋𝑁௥ cos(𝑛∆𝜃)         (23)

Then, the parameters of range CZT are: 

⎩⎪⎨
⎪⎧𝐴௥ = exp ൭𝑗𝜋 ቆ1 − cos(𝑛∆𝜃)cos(𝑛∆𝜃) ቇ ൬𝑁௥𝐾𝑇௥ − 2𝑓௖𝑁௥𝐾𝑇௥ ൰൱

𝑊௥ = exp ൬𝑗 2𝜋𝑁௥ cos(𝑛∆𝜃)൰     (24)

As shown in Figure 3a, after the range CZT, the wavenumber domain signal distri-
bution is converted from a polar format to a keystone format, where the azimuth wave-
number 𝐾௒(𝑚, 𝑛) changes to the following form: 𝐾௒(𝑚ᇱ, 𝑛) = 4𝜋𝑐 (𝑓௖ + 𝑚ᇱ𝐾𝑇௥) cos 𝜑 tan(𝑛∆𝜃)   (25)

 
Figure 3. Resampling in the wavenumber domain. (a) Range resampling. (b) Azimuth resampling. 

As shown in Figure 3b, the purpose of azimuth resampling is to remove the coupling 
between azimuth wavenumber 𝐾௒(𝑚ᇱ, 𝑛) and range index m. Select the reference value 
as the azimuth wavenumber at the range index center 𝐾௒௖ = ସగ௖ 𝑓௖ cos 𝜑 tan(𝑛∆𝜃). Then, 
let 𝐾௒(𝑚ᇱ, 𝑛ᇱ) = 𝐾௒௖: 4𝜋𝑐 (𝑓௖ + 𝑚ᇱ𝐾𝑇௥) cos 𝜑 tan(𝑛ᇱ∆𝜃) = 4𝜋𝑐 𝑓௖cos 𝜑 tan(𝑛∆𝜃)  (26)

Make the following approximation for (26): tan(𝑛∆𝜃) ≈ 𝑛 ∙ ∆𝜃         (27)

The index before and after azimuth resampling can be calculated as: 𝑛ᇱ = 𝑓௖𝑓௖ + 𝑚ᇱ𝐾𝑇௥ 𝑛    (28)

According to (28), the digital frequency after the azimuth CZT can be calculated as: 
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𝜔௔௖ = − 2𝜋𝑓௖𝑛𝑁௔(𝑓௖ + 𝑚ᇱ𝐾𝑇௥)  (29)

Therefore, the initial digital frequency 𝜔௔଴ and the frequency interval ∆𝜔௔ can be 
expressed as: 

⎩⎨
⎧𝜔௔଴ = 𝜋𝑓௖𝑓௖ + 𝑚ᇱ𝐾𝑇௥∆𝜔௔ = − 2𝜋𝑁௔  (30)

Then, the parameters of azimuth CZT are: ൜𝐴௔ = exp(𝑗𝜔௔଴)𝑊௔ = exp(−𝑗∆𝜔௔) (31)

The process of azimuth CZT can be expressed as: 𝐼௣(𝑥෤, 𝑦෤) = 𝐹௥ሾ𝑆௥(𝑚ᇱ, 𝑙ᇱ)ሿ  = 𝐹௥ൣ𝐶𝑍𝑇௔൛𝑠௜௙(𝑚ᇱ, 𝑛)ൟ൧ (32)

where 𝐶𝑍𝑇௔ሼ∙ሽ represents the azimuth CZT, 𝐹௥ሾ∙ሿ is the range FFT. 
The CZT-based azimuth resampling is based on a small-angle approximation of (27), 

which means that the azimuth wavenumbers are uniformly distributed; otherwise, it will 
lead to errors. Therefore, for the process of azimuth resampling, it is necessary to choose 
different processing methods according to different scenarios. For X-band video SAR (𝑓௖ =9.6 GHz ), the synthetic accumulation angle 𝜃௦ = 7.16° , while for THz video SAR (𝑓௖ =220 GHz) 𝜃௦ = 0.31°. Therefore, for THz video SAR, the azimuth CZT is sufficiently accu-
rate, while X-band video SAR is not. To obtain an explicit criterion, it is necessary to derive 
the threshold for azimuth resampling. 

Assume that the azimuth wavenumber is uniformly distributed in a two-dimensional 
wavenumber domain, then the azimuth phase error 𝜓௔଴ can be written as: 𝜓௔଴ = 𝑦 4𝜋𝑐 cos 𝜑 (𝑓௖ + 𝑚ᇱ𝐾𝑇௦)ሾ𝑚ᇱ∆𝜃 − tan(𝑚ᇱ∆𝜃)ሿ (33)

where (𝑓௖ + 𝑚ᇱ𝐾𝑇௦)/𝑐 can be approximated as 1/𝜆 by Taylor series expansion, and the 
Taylor expansion of tan(𝑚ᇱ∆𝜃) can be expressed as: tan(𝑚ᇱ∆𝜃) ≈ 𝑚ᇱ∆𝜃 + 13 (𝑚ᇱ∆𝜃)ଷ (34)

A practical guideline is that the cubic error between two edges can be ignored if it 
does not exceed π/4 [51]. Therefore, the phase error 𝜓௔଴ needs to satisfy: |𝜓௔଴| = 𝜋 cos 𝜑 𝜃௦ଶ6𝜆 |𝑦| ≤ 𝜋8   (35)

The synthetic aperture angle 𝜃௦ = 𝜆/(2𝜌௔ cos 𝜑), then (35) can be expressed in the 
form of the carrier frequency: 

𝑓଴ ≥ ඨ 𝑐ଶ|𝑦|6𝜌௔ଷ cos 𝜑   (36)

Equation (36) reveals the information that the azimuth uniform resampling can be 
considered sufficiently accurate when |𝑦| is kept within the threshold. 

Figure 4 shows the relationship between the frequency and scene size when the azi-
muth uniform resampling is satisfied. When 𝜌௔ = 0.2 m, |𝑥| = 130 m, and 𝜑 = 𝜋/4, the 
frequency should satisfy 𝑓௖ > 𝑓଴ = 18.56 GHz . Therefore, under this condition, X-band 
video SAR needs to use non-uniform azimuth resampling, such as interpolation, while 
THz video SAR can use a more efficient azimuth CZT to complete the process of azimuth 
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resampling. After the azimuth resampling is completed, a range IFFT is used to obtain the 
preliminary PFA image. 

 
Figure 4. The relationship between frequency and scene size when azimuth uniform resampling is 
satisfied. 

3.2. Wavefront Curvature Error Analysis and Compensation  
The phase of the target can be expressed as: Φ(𝑡) = −𝐾ோ∆𝑅 = Φ଴ + Φଵ𝑡 + Φଶ𝑡ଶ + ⋯  (37)

Constant and linear phase errors lead to target offset, quadratic phase errors lead to 
image defocus, while higher-order phase errors have little impact on the image quality 
[47]. Therefore, only constant terms, linear terms, and quadratic phase errors need to be 
considered, which decomposes wavefront curvature error compensation into geometric 
distortion correction and image defocus compensation. 

From (37), it can be seen that the only term related to t in phase Φ(𝑡) is the differen-
tial distance ∆𝑅. Implementing the second order of Taylor series expansion to ∆𝑅 and the 
approximate difference distance ∆𝑅௣ at the aperture center moment 𝑡 = 0: 

⎩⎨
⎧∆𝑅 ≈ ∆𝑅(0) + ∆𝑅ሶ (0)𝑡 + ∆𝑅ሷ (0) 𝑡ଶ2∆𝑅௣ ≈ ∆𝑅௣(0) + ∆𝑅ሶ௣(0)𝑡 + ∆𝑅ሷ௣(0) 𝑡ଶ2    (38)

The constant terms are: 

ቐ∆𝑅(0) = Δ𝑅|௧ୀ଴ = 𝑅௧௞ − 𝑅௔∆𝑅௣(0) = ∆𝑅௣ห௧ୀ଴ = 𝑥∗𝑋௖ + 𝑦∗𝑌௖−𝑅௔  (39)

where (𝑥∗, 𝑦∗) is the distortion position of the target (𝑥, 𝑦). 
The linear terms are: 

⎩⎪⎨
⎪⎧∆𝑅ሶ (0) = 𝜕∆𝑅𝜕𝑡 ฬ௧ୀ଴ = (𝑥𝑌௖ − 𝑦𝑋௖)𝜃௦2𝑅௧௞∆𝑅ሶ௣(0) = 𝜕∆𝑅௣𝜕𝑡 ฬ௧ୀ଴ = (𝑥∗𝑌௖ − 𝑦∗𝑋௖)𝜃௦2𝑅௔

     (40)

Associate the following relationships: ቊ∆𝑅(0) = ∆𝑅௣(0)∆𝑅ሶ (0) = ∆𝑅ሶ௣(0)  (41)



Remote Sens. 2023, 15, 2807 11 of 25 
 

 

Then the following relationship can be obtained: 

ቐ𝑥∗𝑋௖ + 𝑦∗𝑌௖ = 𝑅௔ଶ − 𝑅௔𝑅௧௞𝑥∗𝑌௖ − 𝑦∗𝑋௖ = 𝑅௔(𝑥𝑌௖ − 𝑦𝑋௖)𝑅௧௞     (42)

According to (42), the relationship between distortion position (𝑥∗, 𝑦∗) and (𝑥, 𝑦) is 
obtained, which is called GOCS geometric distortion mapping (GDM): 

⎩⎪⎨
⎪⎧𝑥∗ = (𝑅௔ − 𝑅௧௞) 𝑐𝑜𝑠 𝜃௞𝑐𝑜𝑠 𝜑 − (𝑥𝑋௖ − 𝑥𝑌௖) 𝑠𝑖𝑛 𝜃௞𝑅௧௞ 𝑐𝑜𝑠 𝜑𝑦∗ = (𝑅௔ − 𝑅௧௞) 𝑠𝑖𝑛 𝜃௞𝑐𝑜𝑠 𝜑 + (𝑦𝑋௖ − 𝑥𝑌௖) 𝑐𝑜𝑠 𝜃௞𝑅௧௞ 𝑐𝑜𝑠 𝜑       (43)

According to (16) and (43), the LOCS-GDM is obtained as: 

⎩⎪⎨
⎪⎧𝑥෤∗ = (𝑅௔ − 𝑅௧௞)𝑐𝑜𝑠 𝜑𝑦෤∗ = (𝑦𝑋௖ − 𝑥𝑌௖) 𝑐𝑜𝑠 𝜃௞𝑅௧௞ 𝑐𝑜𝑠 𝜑   (44)

Let 𝑟ௗ denotes the offset distance, and then the offset distance of the kth frame image 
is: 𝑟ௗ௞(𝑥, 𝑦) = ඥ(𝑥 − 𝑥∗)ଶ + (𝑥 − 𝑥∗)ଶ (45)

The effect of geometric distortion can be ignored only if it is within the distortion 
negligible region (DiR), which is defined as: 𝐷௜௞(𝑥, 𝑦) = ൛(𝑥, 𝑦)ห𝑟ௗ௞(x, y) ≤ 𝜌௫ൟ (46)

Geometric distortion correction can be accomplished by image domain interpolation, 
the key of which is to find the image coordinate positions of resampling points, and the 
GDM shown in (43) and (44) gives this relationship. The schematic diagram of geometric 
distortion correction is shown in Figure 5. Since image rotation and distortion correction 
can be accomplished by one image domain, 2D interpolation, distortion correction, and 
coordinate system unification can be achieved simultaneously. 

 
Figure 5. Distortion correction and coordinate system unification. 

The quadratic terms of the difference distance are: 

⎩⎪⎨
⎪⎧∆𝑅ሷ (0) = 𝜕ଶ∆𝑅𝜕ଶ𝑡 ቤ௧ୀ଴ = 𝑅௔ cos 𝜑 𝜃ଶ4𝑅௧௞ ቆ𝑥 − 𝑦ଶ𝑅௔ cos 𝜑𝑅௧௞ଶ ቇ

∆𝑅ሷ௣(0) = 𝜕ଶ∆𝑅௣𝜕ଶ𝑡 ቤ௧ୀ଴ = 𝑥∗ cos 𝜑 𝜃ଶ4           (47)
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Additionally, the quadratic phase error is expressed in the form of the difference of 
the second-order derivatives of the difference distance: Φ෩ ௣ = − 4𝜋𝜆 ቆ12 ቀ∆𝑅ሷ (0) − ∆𝑅ሷ௣(0)ቁቇ = − 𝜋𝑅௔ cos 𝜑 𝜃ଶ2𝜆𝑅௧௞ ቆ𝑥 − 𝑦ଶ𝑅௔ cos 𝜑𝑅௧௞ଶ − 𝑥∗𝑅௧௞𝑅௔  ቇ   (48)

The residual quadratic phase error is a two-dimensional spatial variable, so it is im-
possible to construct a filter to accurately compensate for the phase error at all points, 
which is the difficulty of compensating for the residual phase error. However, it is not 
necessary to compensate for it in all scenarios. In fact, it can be ignored if the phase error 
is less than a certain threshold during time-to-frequency conversion, and an approximate 
judgment formula is given in [20]. Based on the threshold, the effective scene size is: ቊ𝑟௘ଵ = 𝜌௔ඥ4𝑅௔/𝜆𝑟௘ଶ = 𝜌௔ඥ2𝑅௔/𝜆       (49)

where 𝑟௘ଵ and 𝑟௘ଶ are the effective scene radius at thresholds of 𝜋 2⁄  and 𝜋 4⁄ , respec-
tively, and 𝜆 is the radar wavelength. 

Similarly, the effect of image defocus can be ignored only within the defocus negligi-
ble region (DeR), which is defined as: 𝐷௘௞ = ሼ|𝑅௦௖௘௡௘| ≤ 𝑟௘ଶሽ        (50)

According to (46) and (50), the DiR and DeR at different frequencies can be calculated 
as shown in Table 2, where the DiR is independent of the frequency and only related to 
the distance of the point target from the center point, both of which are 23.8 m. 

Table 2. DiR and DeR at different carrier frequencies. 

Carrier Frequency DiR DeR 
9.6 GHz 23.8 m 35.7 m 
220 GHz 23.8 m 171.3 m 

In addition, Figure 6 shows the residual quadratic phase error and the effective scene 
size at different wavebands, where the scene size is set to 200 m × 200 m. As shown in 
Figure 6a,b, THz video SAR has a larger DeR of 171.3 m, while the X-band video SAR only 
has a DeR of 35.7 m. Generally, the scene size of video SAR is between 50 m and 150 m, 
so the effect of residual quadratic phase error can be ignored for THz video SAR, while 
the error must be corrected for X-band video SAR. This indicates that THz video SAR can 
ignore the effect of defocus in many cases, while it must be corrected for X-band video 
SAR. 

 
Figure 6. Residual quadratic phase error and effective scene range at different wavebands. (a) THz 
PFA (𝑓௖ = 220 GHz). (b) X-band PFA (𝑓௖ = 9.6 GHz). 
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Figure 7 depicts the residual quadratic phase error in different coordinate systems 
under X-band video SAR with a scene size of 65 m, where Figure 7a is shown in the actual 
coordinates 𝑋 − 𝑌, and Figure 7b is shown in the distorted coordinates 𝑋ௗ − 𝑌ௗ. It can be 
seen that the residual quadratic phase error is mainly a function of distance to the dis-
torted coordinates 𝑥∗. Therefore, a correction for each range bin in the distorted coordi-
nates can complete the compensation of the residual quadratic phase error. 

 
Figure 7. Residual quadratic phase error in different coordinate systems in X-band. (a) Actual coor-
dinates. (b) Distorted coordinates. 

Perform an azimuth FFT on the PFA image and perform a residual phase error com-
pensation. The compensation function is: Φௗ௖(𝑥∗) = −Φ௣(𝑥∗, 𝑦 = 0) = − 𝜋𝑅௔ cos 𝜑 𝜃ଶ2𝜆𝑅௧௞ ൬𝑥 − 𝑥∗𝑅௧௞𝑅௔  ൰ (51)

The process of the compensation is: 𝐼(𝑥∗, 𝑦∗) = 𝐹௔ି ଵሾ𝐹௔ሾ𝐼ௗ(𝑥∗, 𝑦∗)ሿ ∙ expሼ𝑗Φௗ௖(𝑥∗)𝑡ଶሽ ሿ (52)

where 𝐹௔ሾ⋅ሿ and 𝐹௔ି ଵሾ⋅ሿ denotes the azimuth FFT and azimuth IFFT, respectively. Then, 
a distortion-free video SAR image is obtained by applying geometric distortion correc-
tion to 𝐼(𝑥∗, 𝑦∗). 

3.3. Imaging Approach of GPPFA 
Based on the criteria obtained from the previous calculations, the flowchart of the 

proposed GPPFA can be described in Figure 8. 

 
Figure 8. Flow chart of the proposed GPPFA. 
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Considering the possible trajectory deviation or platform vibration during the video 
SAR flight, which usually adversely affects the received SAR signal, a DGPS and IMU-
based MOCO is applied before processing. After that, most of the motion errors are com-
pensated, and the Map-drift algorithm (MD) [52] or phase gradient autofocus algorithm 
(PGA) [53] can be applied if the residual motion errors exist and affect the image. 

Then, the range processing is based on range FFT, RVP compensation, and range 
CZT. For the possible wavefront curvature errors in the preliminary PFA image, the two 
criteria in (46) and (50) are chosen as the criteria to ensure the optimal processing flow in 
different scenarios. 

For the case 𝑅௜ ൏ 𝐷𝑖𝑅 , only an image rotation is implemented. For the case 𝐷𝑖𝑅 ൏ 𝑅௜ ൏ 𝐷𝑒𝑅, the distortion coordinate positions are calculated using the GDM, and 
the distortion correction and coordinate system unification are completed using an image 
domain 2D interpolation. For the case 𝑅௜ > 𝐷𝑒𝑅, the residual phase error compensation 
is required. The proposed GPPFA is capable of adapting to airborne video SAR imaging 
at any waveband, any slant range, and any scene size. 

4. Results 
4.1. Point Target Results 

To validate the proposed method, point target and extended target experiments of 
THz and X-band video SAR are performed. The system parameters are listed in Table 3. 
According to the analysis in Section 3.2, the shorter the slant range is, the more serious the 
distortion is, so a shorter slant range is used to highlight the effect of distortion. 

Table 3. Video SAR System Parameter. 

Parameters Values 
Carrier frequency 9.6 GHz/220 GHz 

Reference slant range 500 m 
Grazing angle 45° 

Average velocity 50 m/s 
Bandwidth 1.2 GHz 

Sampling Frequency 15 MHz 

As shown in Figure 9a, the scene size is 130 m × 130 m, and the point targets are 
distributed in a rectangle of 100 m × 100 m at an interval of 10 m. Figure 9b shows the 
GDM of the first frame video SAR image (𝜃௞ = 0°), whose shape changes from rectangle 
to sector, and Figure 9c shows the GDM of the second frame video SAR image (𝜃௞ = 75°), 
whose shape exhibits a distorted and rotated sector. 

 
Figure 9. (a) Point targets distribution. (b) GDM of frame 1. (c) GDM of frame 2. 

First, the proposed method is validated in THz video SAR mode, and the traditional 
PFA and UCSA [34] are chosen as comparison methods. The imaging results are shown in 
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Figure 10, where the first and second rows correspond to the first frame (𝜃௞ = 0°) and 
second frame (𝜃௞ = 75°) frames of the video SAR, respectively. It can be seen that the plane 
wave assumption is no longer accurate enough at a short slant range, which makes the 
PFA image distorted. Additionally, with the motion of the video SAR, the distorted image 
is subsequently rotated, but the point target position always coincides with the theoretical 
position of the labeled GDM. For UCSA and GPPFA, the point targets are located at the 
real position in different video SAR frame images due to distortion correction and coor-
dinate system unification, and the effect of residual phase error is ignored with the ad-
vantage of the THz band. 

 
Figure 10. Imaging results of THz video SAR. (a,b) Imaging result obtained by PFA. (c,d) Imaging 
results obtained by UCSA [34]. (e,f) Imaging result obtained by GPPFA. 

The imaging results of X-band video SAR are shown in Figure 11. Compared with 
THz video SAR, X-band video SAR requires a larger synthetic aperture angle. From the 
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GDM, it is known that the distortion position is independent of the frequency, so the tar-
get position is the same as in Figure 10. The effective scene size of PFA is marked in Figure 
11a,b, and the target is well-focused within the range and defocused outside the range. 
For UCSA, since the synthetic aperture angle no longer satisfies the small angle assump-
tion, the resulting azimuth phase error increases and affects the range wavenumber signal, 
so the images of UCSA are significantly defocused. For GPPFA, it is first processed with 
azimuth interpolation by the criterion (49), and then the residual quadratic phase error 
compensation is implemented because the scene size satisfies the criterion 𝑅௜ > 𝐷𝑒𝑅, and 
it can be seen that the images of GPPFA are well-focused and free of distortion. 

 
Figure 11. Imaging results of X-band video SAR. (a,d) Imaging results obtained by PFA. (b,e) Imag-
ing results obtained by UCSA [34]. (c,f) Imaging results obtained by GPPFA. 
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To compare the effect of geometric distortion, the position of three targets in the first 
frame of THz video SAR image: 𝑃ଵ(30,30), 𝑃ଶ(40,0), and 𝑃ଷ(50,50) with different dis-
tances from the center point are measured. The geometry position of three point targets 
are listed in Table 4, it can be seen that in the first frame video SAR image, the point target 
has a large offset from the actual position, and the offset reaches tens of meters in the 
second frame image, which makes the target localization and tracking of video SAR diffi-
cult. For UCSA and GPPFA, the point target position basically overlaps with the actual 
position and can be considered accurate enough. 

Table 4. Geometry position of point targets. 

Frame 1 𝑷𝟏(𝟑𝟎, 𝟑𝟎) 𝑷𝟐(𝟒𝟎, 𝟎) 𝑷𝟑(𝟓𝟎, 𝟓𝟎) 
PFA (28.28, 31.02) (38.98, 0.06) (53.30, 43.85) 

UCSA [34] (29.92, 29.94) (39.86, 0.06) (49.87, 49.86) 
GPPFA (29.96, 30.05) (39.97, −0.06) (49.98, 50.00) 
Frame 2 𝑃ଵ(30,30) 𝑃ଶ(40,0) 𝑃ଷ(50,50) 

PFA (18.92, 37.75) (37.36, 10.93) (28.87, 63.84) 
UCSA [34] (29.89, 30.06) (39.85, 0.08) (49.86, 50.04) 

GPPFA (29.92, 29.98) (39.97, 0.08) (49.94, 49.92) 

To quantitatively analyze the imaging performance of the point target, the range and 
azimuth profiles of the point target 𝑃ଷ(50,50) in the first frame of THz video SAR and X-
band video SAR are shown in Figure 12, respectively. Additionally, the measured param-
eters, including impulse response width (IRW), peak side lobe ratio (PSLR), and integral 
side lobe ratio (ISLR), are shown in Table 5. For THz video SAR, the point target resolu-
tions of several methods are close to the theoretical resolution 𝜌௫ = 0.125𝑚, and the PSLR 
and ISLR meet the requirements of SAR imaging (PSLR = −13 dB, ISLR = −20 dB) [54]. 
Then, for X-band video SAR, the point is defocused due to being outside the effective 
scene range, and the defocus is due to wavefront curvature error. Since the X-band video 
SAR does not satisfy the small azimuthal accumulation angle assumption, the defocus 
also occurs for the UCSA based on 2D CZT, which leads to its IRW and PSLR deteriora-
tion. For GPPFA, geometric distortion and image defocus are basically absent in GPPFA 
images due to the use of the wavefront curvature error compensation method. 

 
Figure 12. Image profiles of point target 𝑃ଷ. (a) Range profiles of THz video SAR. (b) Azimuth pro-
files of THz video SAR. (c) Range profiles of X-band video SAR. (d) Azimuth profiles of X-band 
video SAR. 
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Table 5. Imaging quality analysis of point target 𝑃ଷ. 

THz-Band 
Resolution (m) PSLR (dB) ISLR (dB) 

Range Azimuth Range Azimuth Range Azimuth 
PFA 0.127 0.126 −12.297 −12.742 −24.699 −23.506 

UCSA [34] 0.134 0.138 −15.009 −15.066 −30.350 −26.203 
GPPFA 0.135 0.136 −13.415 −13.808 −30.989 −24.848 

X-band 
Resolution (m) PSLR (dB) ISLR (dB) 

Range Azimuth Range Azimuth Azimuth Range 
PFA 0.128 0.214 −10.663 −0.571 −18.740 −10.767 

UCSA [34] 0.137 0.455 −1.345 −0.919 −13.505 3.938 
GPPFA 0.138 0.142 −13.229 −13.173 −26.095 −25.295 

4.2. Extended Target Results 
To further validate the performance of the proposed method, the extended target ex-

periments are performed. The open source original image is obtained from the website of 
the Air Force Research Laboratory (AFRL) [55], which is shown in Figure 13a. The scene 
size is 130 m × 130 m, and the same system parameters are used as in the previous point 
target experiments. The echo data are obtained by the time domain simulation method 
[56], and the pre-processed range compressed image is shown in Figure 13b. 

 
Figure 13. (a) Original SAR image. (b) Range compressed image. 

The imaging results of THz video SAR are shown in Figure 14. Figure 14a,c,e shows 
the imaging results of PFA, UCSA, and GPPFA at the first frame of video SAR (𝜃௞ = 0°), 
and Figure 14b,d,f shows the imaging results of PFA, UCSA, and GPPFA at the second 
frame of video SAR (𝜃௞ = 75°). It can be seen that the images of PFA are distorted and 
rotated, while UCSA and GPPFA enable high-quality and distortion-free imaging at dif-
ferent video SAR frames. 
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Figure 14. THz video SAR imaging results of extended targets. (a,b) Imaging result obtained by 
PFA. (c,d) Imaging result obtained by UCSA [34]. (e,f) Imaging result obtained by GPPFA. 

In order to more intuitively illustrate the compensation effect of the proposed method 
on wavefront curvature error, a strong scattering point target set in the opposite target 
edge region is tested in X-band video SAR. Figure 15a shows the original image, with the 
strongly scattering points divided into three rows and three columns, with a square shape. 
Figure 15b shows the imaging result of PFA. It can be seen that the distortion and defocus 
of the targets are so severe that they obscure the nearby “rivers”. Figure 15c shows the 
imaging result of UCSA, the UCSA image is severely defocused in X-band. Figure 15d 
shows the imaging result of GPPFA, and it can be seen that the image is distortion-free 
and well-focused, and the river near the target is not covered by the side flaps of the target, 
which proves the capability of the proposed method under X-band video SAR. 



Remote Sens. 2023, 15, 2807 20 of 25 
 

 

 
Figure 15. X-band video SAR imaging results of extended targets with strong scattering points. (a) 
Original input SAR image with strong scattering points. (b) Imaging result obtained by PFA. (c) 
Imaging result obtained by UCSA [34]. (d) Imaging result obtained by GPPFA. 

The quantitative results of the expanded target imaging results are shown in Table 6, 
including image entropy, root mean square error (RMSE), peak signal-to-noise ratio 
(PSNR), and structural similarity index measure (SSIM) [57], and the best value of each 
metric is the value of the original image. It can be seen that GPPFA has better image met-
rics than PFA and UCSA, which indicates that the proposed method meets the image qual-
ity requirements. 

Table 6. Quantitative analysis of extended target imaging results. 

 PFA UCSA [34] GPPFA Original Image 
Entropy 5.412 9.785 5.197 4.120 
RMSE 0.146 0.259 0.013 0 
PSNR 15.045 10.311 16.490 ∞ 
SSIM 0.187 0.055 0.285 1 

To compare the actual computing efficiency of several methods, the average running 
times of PFA, UCSA, GPPFA, and BPA are listed in Table 7. The system environment of 
the PC is Microsoft Windows 11 (64-bit OS and 16 GB memory size), the processor is AMD 
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Ryzen 5 5600H, the simulation environment is MATLAB 2021a, and the image interpola-
tion is based on the Cubic interpolation of MATLAB. Performing 10 processes for each 
method and calculating the average time, it can be seen that PFA takes the shortest time, 
which is due to the fact that it does not use any additional processing, as a cost PFA image 
may be distorted, rotated, and defocused. UCSA and the proposed GPPFA have corrected 
the distortion and unified the coordinate system. The average elapsed time increased 
slightly, while the imaging time of BPA reached 45.02 s. However, PFA is only applicable 
to conditions that long slant range and small scene size are satisfied together, UCSA is 
only applicable to tasks with THz video SAR with scene radius less than DeR, while the 
proposed GPPFA is applicable to airborne video SAR imaging in any scene. 

Table 7. Evaluation of average elapsed time. 

 PFA UCSA [34] GPPFA BPA 
Time (s) 0.54 0.65 0.69 45.02 

4.3. Large Observation Scenarios Experiments 
To verify the performance of the GPPFA in different scenarios, a larger observation 

scenario, with a scene size of 500 m × 500 m, is validated to demonstrate the real applica-
bility of the proposed method. The system parameters are listed in Table 8. The imaging 
scene is shown in Figure 16, and the interval of each point target is 100 m. It can be calcu-
lated that the DiR is 27 m, and the DeR is 382 m for THz-band video SAR, while it is 80 m 
for X-band video SAR. Moreover, motion errors have been added to validate the effective-
ness of the MOCO method. The platform vibration ∆𝑅௘(𝑡) is modeled as follows: 

∆𝑅௘(𝑡) = ෍ 𝐴௜ ⋅ sin(2𝜋𝑓௜𝑡 + 𝜑௜)ெ
௜ୀଵ    (53)

where M is the number of platform vibration components, 𝐴௜, 𝑓௜ and 𝜑௜ represents the 
amplitude, frequency, and initial phase of the i-th vibration component, respectively. In 
this article, 𝑀 = 1, the value of 𝐴௜ is two times the corresponding wavelength, 𝑓௜ = 5 Hz 
and 𝜑௜ = 𝜋/6. 

Table 8. System parameters for large observation scenario experiments. 

Parameters Values 
Carrier frequency 9.6 GHz/220 GHz 

Reference slant range 2600 m 
Bandwidth 1.2 GHz 

Sampling frequency 52 MHz 
Pulse repetition frequency 24 kHz 

Sampling Points 4096 
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Figure 16. Image scene of large observation scene experiments. 

The large observation scenarios imaging results are shown in Figure 17, where Figure 
17a,b show the imaging results of the proposed method in THz-band without using 
MOCO and using MOCO, respectively, and Figure 17c,d show the corresponding imaging 
results of the proposed method in X-band, respectively. It can be seen that for the method 
that does not use MOCO, motion errors cause severe defocusing in its imaging results, 
while for a method with MOCO, the distortion or defocusing does not exist, and each 
target is accurately focused. Therefore, the proposed GPPFA is applicable to any slant 
range, scene size, and flight trajectory. 

 
Figure 17. Imaging results of the proposed method in large observation scenarios with 
motion errors. (a,b) Imaging results without MOCO and using MOCO in THz-band. (c,d) 
Imaging results without MOCO and using MOCO in X-band.  
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5. Conclusions 
In this paper, a generalized persistent polar format algorithm (GPPFA) is proposed, 

which can meet the fast imaging of airborne video SAR in arbitrary waveband, arbitrary 
slant range, and scene size. Firstly, an airborne video SAR imaging model is established, 
and the high-resolution and high-frame rate characteristics and requirements of video 
SAR are analyzed. Then, the principle of CZT is introduced, and range resampling is com-
pleted based on CZT. For azimuth resampling, the critical of azimuth uniform resampling 
is analyzed, and the azimuth resampling of different waveband video SAR systems is 
completed based on azimuth CZT or interpolation, respectively. For the wavefront curva-
ture error of PFA, the geometric distortion mapping of airborne video SAR in circular 
spotlight mode is derived, and a geometric distortion and image defocus correction 
method is proposed. GPPFA is capable of video SAR imaging at different wavebands, ar-
bitrary scene sizes, and arbitrary flight trajectories. Point target and extended target ex-
periments verify the accuracy, generality, and imaging efficiency of the proposed method. 
Although the proposed method is derived in circular spotlight mode, it can be applied to 
various working modes, such as linear spotlight mode and curve flight trajectories, as long 
as the platform position is accurately measured. 

There are still some improvements to the proposed method. In reality, the THz video 
SAR platform is small and cannot carry high-precision DGPS AND IMU devices, and it is 
more sensitive to motion errors which may be introduced by airflow disturbance and at-
titude control. Therefore, the more accurate and efficient motion error compensation al-
gorithm and its combination with the proposed method will be studied in the future to 
further improve the performance and generality of the algorithm. 
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