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Abstract: Terahertz video synthetic aperture radar (THz-ViSAR) has tremendous research and
application value due to its high resolution and high frame rate imaging benefits. However, it requires
more efficient imaging algorithms. Thus, a novel multistage back projection fast imaging algorithm
for the THz-ViSAR system is proposed in this paper to enable continuous playback of images like
video. The radar echo data of the entire aperture is first divided into multiple sub-apertures, as
with the fast-factorized back projection algorithm (FFBP). However, there are two improvements in
sub-aperture imaging. On the one hand, the back projection algorithm (BPA) is replaced by the polar
format algorithm (PFA) to improve the sub-aperture imaging efficiency. The imaging process, on the
other hand, uses the global Cartesian coordinate system rather than the local polar coordinate system,
and the wavenumber domain data of the full aperture are obtained step by step through simple
splicing and fusion, avoiding the amount of two-dimensional (2D) interpolation operations required
for local polar coordinate system transformation in FFBP. Finally, 2D interpolation for full-resolution
images is carried out to image the ground object targets in the same coordinate system due to the
geometric distortion caused by linear phase error (LPE) and the mismatch of coordinate systems in
different imaging frames. The simulation experiments of point targets and surface targets both verify
the effectiveness and superiority of the proposed algorithm. Under the same conditions, the running
time of the proposed algorithm is only about 6% of FFBP, while the imaging quality is guaranteed.

Keywords: THz-ViSAR; multistage back projection; PFA; global Cartesian coordinate; wavenumber
domain fusion

1. Introduction

Synthetic aperture radar (SAR) is a high-resolution imaging radar that can operate
from a long distance, in all types of weather, and throughout the day [1–4]. However, due
to the low image frame rate, the conventional SAR can only obtain static target images,
but not information on the moving targets, and cannot even distinguish between dynamic
and static targets. Video synthetic aperture radar (Video SAR) [5] is an extension of the
traditional SAR. It allows continuous video observation of the region of interest (ROI),
generates a series of images during the flight of the radar platform [6], and broadcasts them
in video form. Inheriting the advantages of traditional SAR, video SAR overcomes the
disadvantages of traditional SAR with a low frame rate and inability to monitor in real
time. Video SAR has the capability to continuously observe, and it has great potential in
fields such as tracking of ground moving target indication (GMTI) and 3D imaging [7–9].
The frame rate usually exceeds 5 Hz to track moving targets and obtain information
such as velocity and direction [10]. Furthermore, for a given resolution, the frame rate is
proportional to the frequency [11], so a higher operating frequency results in a higher frame
rate. With recent research on terahertz waves [12–17], terahertz video SAR (THz-ViSAR),
which operates in the terahertz band, has attracted extensive attention because of its unique
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advantages. In contrast to traditional microwave video SAR, it can easily accomplish a high
frame rate and high-resolution imaging. However, the required real-time performance will
be much higher, so more efficient and applicable imaging algorithms [18] are needed.

There are a variety of imaging techniques. References [19–21] approximately modeled
the video SAR imaging problem as tensor analysis and tensor recovery and greatly reduced
the amount of required data samples during video SAR echo collection. However, in
practical applications, the actual value of the tensor cannot be obtained, the rank value will
also affect the error or calculation cost of the algorithms, and the dimension of vectors and
matrices also imposes memory requirements. Therefore, the methods mentioned in [19–21]
are usually suitable for specific scenarios.

For video SAR imaging in general scenes, two commonly employed approaches
are the polar format algorithm (PFA) and the back projection algorithm (BPA) [22]. PFA
can significantly mitigate the effects of distance migration by storing data in the polar
format and has higher computational efficiency. Conventional PFA leads to the presence of
residual phase errors due to the plane wave assumption, where linear phase error (LPE)
leads to geometric distortion of the image [23] and quadratic phase error (QPE) results in
defocusing. Its effective imaging scene radius is inversely proportional to the open square
of the wavelength. Therefore, the algorithm is not applicable when dealing with large
scenes and high-resolution cases.

BPA is a typical time-domain imaging algorithm introduced by computer tomography
(CT) technology. It is suitable for arbitrary trajectories in any imaging mode, with accu-
rate motion compensation capability and without assumptions and approximations. For
an image with N × N pixels, its operation complexity for coherent accumulation within
N pulses is N3. Such a large computation load greatly restricts the broad application of
BPA. To this end, academics have undertaken extensive studies and proposed several
methods [24–31] to reduce the computational burden of the traditional BPA and applied
them to different modes [32–36]. The most representative ones are the fast back projection
algorithm (FBP) and the fast factorized back projection algorithm (FFBP). FBP was formally
proposed by A. F. Yegulalp [24] at Lincoln Laboratory, thus laying the foundation for the
fast time-domain algorithm. FBP performs sub-aperture division and reconstructs the
sub-images in local polar coordinates. Then, based on the geometric relationship between
the sub-aperture and the scene center, the sub-images are transformed into the Cartesian
coordinate system and coherently summed to obtain a full-resolution image. Although
FBP is computationally efficient, it reduces image quality. FFBP, proposed by Ulander et al.,
has higher operational efficiency [26]. It adopts the same processing as FBP in the initial
stage, but the difference is that the final image is obtained through fusion step-by-step. This
process mainly realizes the mapping between coordinates using 2D interpolation opera-
tions [36], which inevitably leads to the introduction and accumulation of interpolation
errors. Additionally, it is difficult for FFBP to balance efficiency and image quality and to
reach its theoretical calculation amount in practical applications.

To address the contradiction between efficiency and image quality in traditional
FFBP, and further improve the efficiency of the traditional imaging algorithms, this paper
proposes a novel multistage back projection algorithm for THz-ViSAR fast imaging. The
main technical contributions are as follows:

(1) FFBP uses inefficient BP integration to obtain the sub-images in the initial stage.
The calculation amount increases with the sub-aperture length and is close to BPA.
Differently, the proposed algorithm uses more efficient PFA to process the sub-aperture
data, reducing the number of interpolations in this stage.

(2) FFBP is based on local polar coordinates, and the fusion stage requires many 2D
interpolations. Differently, the proposed algorithm is based on the global Cartesian
coordinate with a simpler geometric configuration, and the fusion stage can be realized
by wavenumber domain splicing, preventing the introduction and accumulation of
interpolation errors in FFBP. Through the above improvements, the efficiency is
significantly improved.
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(3) Aiming at the geometric distortion caused by linear phase error (LPE) and considering
the image rotation caused by different flight trajectories, the proposed algorithm
carries out 2D resampling to correct the geometric distortion and rotate the images
into the same ground Cartesian coordinate.

The rest of this paper is organized as follows. Section 2 introduces the radar echo
model and the FFBP algorithm. Section 3 proposes a novel imaging algorithm to address the
inconsistencies existing in traditional imaging algorithms. In Section 4, the proposed algo-
rithm is simulated and compared with the imaging result of FFBP to verify the superiority
of the proposed algorithm. Finally, the conclusions are drawn in Section 5.

2. Materials
2.1. Radar Echo Model

In a typical THz-ViSAR imaging mode, the radar platform is in linear spotlight mode
during the flight of each frame. In this mode, SAR can continuously monitor the region
of interest (ROI) while obtaining images to generate video. The imaging geometry config-
uration is shown in Figure 1. The top view is shown in (a), where green, black, and blue
lines correspond to the flight trajectory of the k− 1, k, and k + 1 frames, respectively, and
each frame is in linear spotlight mode. Taking frame k as an example, its 3D view is shown
in Figure 1b. During the data collection, the platform flies at a constant elevation angle ϕ.
The shaded area is the irradiation scene, and the coordinate origin O is the scene’s center.
The radar platform makes a uniform linear motion with velocity Va, and its instantaneous
position is (Vata, Ys, H). The radar assumes transmit linear frequency modulation (LFM)
signal, as shown in (1).

st(ta, tr) = rect
(

tr

Tr

)
exp
{

j2π

(
fctr +

1
2

γt2
r

)}
, (1)

where ta is the azimuth slow time, tr is the range fast time, Tr is the pulse width, fc is
the center frequency, modulation frequency γ = B/Tr, B is the bandwidth, and rect(·) is
rectangular window function.
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For any point target P (x, y, 0) in the scene, the instantaneous slant range from the
radar platform to point P is:

Rp =

√
(Vata − x)2 + (Ys − y)2 + H2, (2)

Therefore, the echo signal of the target is expressed as:

sr(ta, tr) = rect
(

tr − τ

Tr

)
exp
{

j2π

(
fc(tr − τ) +

1
2

γ(tr − τ)2
)}

, (3)
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where time delay τ = 2Rp/c.
Since the radar operates in the THz band, dechirping is frequently used to receive the

echo, lowering the frequency bandwidth of the signal and, thus, reducing the stress on the
hardware. Combining the imaging geometry shown in Figure 1, the slant range from the
scene center O to the radar platform is selected as the reference range, i.e.,

Rre f =

√
(Vata)

2 + Y2
s + H2, (4)

Then, the reference signal is shown as:

sre f (ta, tr) = rect

(
tr − τre f

Tre f

)
exp
{

j2π

(
fc

(
tr − τre f

)
+

1
2

γ
(

tr − τre f

)2
)}

, (5)

where time delay τre f = 2Rre f /c, and Tre f is the pulse width of the reference signal, which
is larger than Tr. The differential frequency signal, as shown in (6), is obtained by mixing
the reference signal (5) with the echo (3), and the differential range ∆R = Rp − Rre f .

si f (ta, tr) = sr(ta, tr)·s*
re f (ta, tr) = rect

(
tr − τ

Tr

)
exp

(
−j

4π fc

c
∆R
)
·exp

[
−j

4π

c
γ
(

tr − τre f

)
∆R
]

exp
(
−j

4π

c2 γ∆R2
)

, (6)

2.2. Review of FFBP

FFBP is a classical time-domain imaging algorithm that significantly improves the
operational efficiency of the traditional back projection algorithm. Reference [26] notes that
FFBP requires the least interpolations when the factorization factor is the natural logarithm
e. Practically, only integers can be taken, so 2 or 4 are often taken as the base. The flow
chart of the algorithm with base two is shown in Figure 2.
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Firstly, FFBP divides the whole synthetic aperture into several shorter sub-apertures
and performs back projection in local polar coordinates to obtain sub-images. Each sub-
image has a full resolution in range and a lower resolution in azimuth. Then, two adjacent
sub-images are coherently fused to obtain an image with higher azimuthal resolution in
a new polar coordinate system. As the recursive fusion proceeds, the azimuthal resolu-
tion of sub-images increases. Finally, the polar coordinate image is transformed into the
Cartesian coordinate system, and the full-resolution image is obtained.

However, there are still many drawbacks to this algorithm. The algorithm still uses
inefficient BPA to reconstruct sub-images. Moreover, the mapping between different coordi-
nate systems during image fusion requires several 2D interpolations, which will inevitably
introduce interpolation errors. As the fusion proceeds gradually, the errors will be accumu-
lated and amplified continuously, eventually lowering the image quality. The image quality
can be improved by lengthening the sub-aperture or using a more accurate interpolation
kernel, which will sacrifice the algorithm’s efficiency [37,38]. Therefore, it is difficult for
FFBP to reach the theoretical computing capacity in practical applications, and it is usually
challenging to achieve high image quality with less computational burden. Notably, the
algorithm does not consider the rotation of the images due to different flight trajectories.
Therefore, it is urgent to improve the imaging algorithm for the THz-ViSAR system.

3. Methods

The efficiency of the imaging algorithm is crucial to the ViSAR system, which is
related to whether ViSAR can realize real-time observation of ROI. Unfortunately, the
traditional FFBP requires numerous 2D interpolations to achieve image fusion, significantly
affecting the algorithm’s efficiency and even the image quality. This paper proposes a novel
multistage back projection algorithm to address these problems.

3.1. Principle of the Proposed Algorithm

For the above imaging geometry, the principle and processing flow of the proposed
algorithm is described as follows. In the initial stage, the full aperture (length of La)
is divided. If the number of sub-apertures is M, the sub-aperture length is l = La/M,
and the global Cartesian coordinate system with the center of the full aperture as the
origin is established. Figure 3 depicts the sub-apertures’ division and the coordinate
system’s establishment. The direction of flight is taken as the positive x-axis, the direction
perpendicular to the flight path and pointing to the center of the scene is taken as the
positive y-axis, and the center of the full aperture is taken as the origin. Figure 3 is
illustrated in a two-dimensional coordinate system to simplify the geometric configuration.
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In this case, the differential frequency signal is expressed as:

si f

(
t(i)a , tr

)
= rect

(
tr − τ

Tr

)
exp

(
−j

4π fc

c
∆R
)
·exp

[
−j

4π

c
γ
(

tr − τre f

)
∆R
]

exp
(
−j

4π

c2 γ∆R2
)

, (7)

where time delay τ = 2Rp/c, the instantaneous slant range Rp

(
t(i)a

)
from target P to

the sub-aperture i(i = 1, 2 . . . M), and the azimuth slow time t(i)a of the sub-aperture i are
shown in (8) and (9), respectively.

Rp

(
t(i)a

)
=

√(
Vat(i)a − x

)2
+ (Ys − y)2 + H2, (8)

t(i)a ∈
[
− La

2Va
+

(i− 1)l
Va

,− La

2Va
+

il
Va

)
, (9)

The differential frequency signal (7) is converted to the range frequency domain by
range fast Fourier transform (FFT), as shown in (10).

si f

(
t(i)a , fr

)
= Trsinc[Tr( fr +

2γ

c
∆R)]exp

(
−j

4π fc

c
∆R
)

exp
(
−j

4π fr

c
∆R
)

exp
(
−j

4πγ

c2 ∆R2
)

, (10)

where fr is the range frequency.
The last two terms are the oblique item and the remaining video phase (RVP), respec-

tively, which need to be removed by multiplying with the compensation function (11).

HRVP = exp
(
−j

π f 2
r

γ

)
, (11)

Then, range fast inverse Fourier transform (IFFT) is performed and the result is shown
in (12).

si

(
t(i)a , tr

)
= rect

(
tr − τ

Tr

)
exp[−jKr∆R], (12)

where the wave number Kr =
4π
c ( fc + fr).

If the plane wave-front hypothesis is adopted, the differential distance ∆R = Rp− Rre f
can be expanded by the Taylor series as:

∆R = −x
Vat(i)a√(

Vat(i)a

)2
+ Y2

s + H2

− y
Ys√(

Vat(i)a

)2
+ Y2

s + H2

+ ξ(x, y) + o(x, y), (13)

where ξ(x, y) is a second-order Taylor series expansion, and o(x, y) is a third-order and
higher-order term. This equation can be simplified to (14).

∆R ≈ −xsinθcosϕ− ycosθcosϕ, (14)

where ϕ is the elevation angle, θ is the azimuth accumulation angle, and

cosϕ =

√(
Vat(i)a

)2
+Y2

s√(
Vat(i)a

)2
+Y2

s +H2

sinθ = Vat(i)a√(
Vat(i)a

)2
+Y2

s

cosθ = Ys√(
Vat(i)a

)2
+Y2

s

, (15)
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Then, (12) can be written as:

si(Kx, Ky) = rect
(

tr − τ

Tr

)
exp
[
j
(
xKx + yKy

)]
, (16)

where the azimuth and range wavenumber are, respectively:{
Kx = Krsinθcosϕ

Ky = Krcosθcosϕ
, (17)

At this point, the data in polar format are converted to the Cartesian format by range
interpolation and azimuth interpolation, respectively. Then, since there is no need to
output sub-images, the multistage fusion is performed in the wavenumber domain (shown
in Figure 4).
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If the total number of stages is G, for stage g(g = 1, 2 . . . G), the number of sub-
apertures is represented by Kg. For example, the number of sub-apertures in the initial
stage, K1 = 2G−1. sg

i
(
Kx, Ky

)
, is used to represent the wavenumber domain data of stage

g and sub-aperture i(i = 1, 2 . . . K g

)
. Since the proposed algorithm adopts the global

Cartesian coordinate system with the center of the full aperture as the origin, wavenumber
domain splicing is adopted in this paper to achieve the fusion stage, and the process can be
expressed as (18).

sg
i
(
Kx, Ky

)
=
[(

sg−1
2i−1

(
Kx, Ky

))
;
(

sg−1
2i
(
Kx, Ky

))]
, (18)

The wavenumber domain data of two adjacent sub-apertures are spliced to obtain
the wavenumber domain data of the larger sub-apertures, and the azimuth resolution is
increased two times. The procedure is repeated until the full-aperture wavenumber domain
data (i.e., s

(
Kx, Ky

)
) are obtained. Then, 2D IFFT is performed for s

(
Kx, Ky

)
to obtain the

full-resolution image, described as:

I(x, y) =
x

s
(
Kx, Ky

)
exp
[
−j
(
xKx + yKy

)]
dxdy, (19)

3.2. Geometric Distortion Analysis and Correction

Since the proposed algorithm extends ∆R to (14) based on the far-field assumption,
leading to linear, quadratic, and higher-order phase errors, the linear phase error will cause
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image distortion, and the quadratic phase error will defocus the image. As shown in (12),
its phase can be expressed as:

Φ = Kr∆R = Kr

(
Rp − Rre f

)
, (20)

The phase Φ can be rewritten as a Taylor expansion at the center
(
Kx = 0, Ky = Kyc

)
of 2D wavenumber domain [39]:

Φ = a0 + axKx + ay
(
Ky − Kyc

)
+ axxK2

x + ayy
(
Ky − Kyc

)2
+ axyKx

(
Ky − Kyc

)
+ . . . , (21)

After formula derivations, the first-order and second-order coefficients ax, ay, axx, and
ayy can be calculated as:

ax =
∂Φ
∂Kx

∣∣∣∣
Kx=0,Ky=Kyc

=
−xYs

αcosϕ
, (22)

ay =
∂Φ
∂Ky

∣∣∣∣
Kx=0,Ky=Kyc

=
α− Rc

cosϕ
, (23)

axx =
∂2Φ
∂K2

x

∣∣∣∣
Kx=0,Ky=Kyc

=
α− Rc

Kyccosϕ
+

Y2
s

Kyccosϕ

(
−x2

α3 +
1
α
− 1

Rc

)
, (24)

ayy =
∂2Φ
∂K2

y

∣∣∣∣∣
Kx=0,Ky=Kyc

= 0, (25)

where α =
√

x2 + (Ys − y)2 + H2, and Rc =
√

Y2
s + H2.

The first-order terms ax, ay cause geometric distortion. Additionally, the offset coordi-
nate of the target (x, y) in the image is

∼
x = xYs

αcosϕ

∼
y = α−Rc

cosϕ

, (26)

where
∼
x and

∼
y are the distorted azimuth and range coordinates, respectively. Therefore,

the target position offset in each sub-image in the initial stage is consistent, and then as the
fusion stage continues, the geometric distortion in each image in each step is also consistent.
In other words, the target position offset in the full-resolution image also conforms to (26).

To describe the image distortion more directly, re is defined as the range error between
the true position (x, y) and the offset position

(∼
x,
∼
y
)

of the point targets.

re =

√(
x− ∼x

)2
+
(

y− ∼y
)2

, (27)

Figure 5 shows the range error in the whole scene, in which the solid red line is the
contour with a range error of 1 m, and the solid green line is the contour with a distance
error of 0.1 m. It is easy to find that the closer the point target is to the center, the smaller
the range error is, and vice versa. For example, the range error of the point at (50, 50) is
larger than 1 m, which is almost equivalent to ten resolution units (resolution of 0.12 m).
The ViSAR system usually requires the target to be positioned at the actual location in the
image, so geometric distortion correction [40] of the image is essential.
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It should be noted that when there is an angle ϑ between the flight trajectories of dif-
ferent frames (see Figure 1a), the proposed algorithm reconstructs the image in a Cartesian
coordinate centered on the full aperture, which results in a corresponding angular rotation
of the full-resolution image. The rotation is shown in (28).[

x′

y′

]
=

[
cosϑ −sinϑ
sinϑ cosϑ

][∼
x
∼
y

]
, (28)

However, each frame should be built in the coordinate system with the scene center as
the origin. Therefore, each point (x′, y′) in the image needs to be corrected and rotated into
the ground coordinate system, and its principle is shown in Figure 6.
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As can be seen from (26) and (28), the corresponding offset position
(∼

x,
∼
y
)

or (x′, y′) in
the full-resolution image can be obtained according to the real position coordinates (x, y) of
the ground point target. Furthermore, the mapping relationship between them is known so
that the correction can be realized by image domain resampling. Firstly, the correction area
is selected, and the correction grid is divided, as shown in Figure 6. The correction points
are evenly distributed in the xy coordinate system, and the horizontal and vertical intervals
of adjacent correction points are ρx, ρy, respectively. For each correction point

(
xp, yp

)
,

its coordinates
(∼

x,
∼
y
)

or (x′, y′) in the full-resolution image are calculated, and then the
correction point is returned from this coordinate in the full-resolution image by bilinear
interpolation so that the correction of a single correction pixel is achieved. Then, the above
process is repeated for all pixels of the full-resolution image. While realizing geometric
distortion correction, the images are rotated into the same ground coordinate system.
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The quadratic terms axx, ayy are space-variable functions [41], which will defocus the
image. Moreover, the farther the target is from the scene’s center, the more severe the
defocusing is. Therefore, the QPE leads to the scene size limitation, and the quantitative
expressions for the maximum allowable scene radius are given in (29).

rπ/4 = ρa

√
Rc

λc
, (29)

where rπ/4 is the scene radius using π/4 as the allowable quadratic phase error. From (29),
it is known that the allowed scene radius is inversely proportional to the square root of
the wavelength λc, or proportional to the square root of the center frequency. Once the
imaging region does not satisfy this limitation, the image requires phase error correction.
Generally, it is challenging to correct QPE with spatial post-processing [42,43]. Fortunately,
this paper considers the characteristics of the small imaging region of THz-ViSAR and the
large allowable radius of QPE. This paper considers that QPE can be ignored, i.e., all targets
in the whole scene have good focusing performance.

3.3. Algorithm Processing Flow

The proposed algorithm flow chart is shown in Figure 7, and the key steps are as
follows. Firstly, the aperture division is performed, and the below processes are carried
out separately in the global Cartesian coordinate: removal of RVP and oblique items,
range and azimuth interpolation. Then, two adjacent sub-apertures are spliced in the
wavenumber domain, which is repeated until the full aperture wavenumber domain
is obtained. Furthermore, the full-resolution image is obtained using 2D IFFT. Finally,
correction is performed to obtain the final image.
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Compared with traditional FFBP, the proposed algorithm has the following advan-
tages. Firstly, the reconstruction of sub-images abandons the inefficient BPA and only
requires fewer interpolation operations [44–47]. Secondly, the global Cartesian coordinate
is used to replace local polar coordinates. Compared with the latter, the former has a sim-
pler geometric structure and is easier to implement programmatically. Moreover, simple
wavenumber domain splicing can realize the fusion stage, thus avoiding introduction and
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accumulation of interpolation errors. Therefore, the proposed algorithm further reduces the
processing complexity of the traditional imaging algorithm. Last, the geometric distortion
and rotation between different frames are considered and corrected in this paper.

3.4. Computing Load Analysis

Assume that the number of pulses contained in the full aperture is N, and the full-
resolution image contains N×N pixels. The full aperture is divided into N/n sub-apertures
containing n pulses. According to the algorithm processing flow, the calculation amount is
analyzed as follows:

The following processing for each sub-aperture data is performed separately.
(1) Removal of RVP and oblique items requires the following operations: range FFT

(Nnlog2

√
N), multiplied by the compensation function (Nn) and range IFFT (Nnlog2

√
N).

(2) Range interpolation is realized via range FFT (Nnlog2

√
N), 8-fold up-sampling,

and range IFFT (8Nnlog2

√
8N).

(3) Azimuth interpolation is realized via azimuth FFT (Nnlog2
√

n), 8-fold up-sampling,
and azimuth IFFT (8Nnlog2

√
8n).

Thus, the number of complex multiplication operations required for each sub-aperture
processing at the initial stage is 25Nn + 11Nnlog2

√
N + 9Nnlog2

√
n. Therefore, the

number of complex multiplication operations dealing with N/n sub-apertures data is
N/n

(
25Nn + 11Nnlog2

√
N + 9Nnlog2

√
n
)

, i.e., 25N2 + 11N2log2

√
N + 9N2log2

√
n.

Then, the wavenumber domain fusion stage is realized via splicing, and the number
of multiplications in this stage can be ignored. Additionally, the multiplication times of
2D IFFT to get the full-resolution image is 2N2log2

√
N. Finally, the image correction is

achieved via bilinear interpolation (4N2).
Summing up the above, the total multiplications of the algorithm in this paper are

29N2 + 13N2log2

√
N + 9N2log2

√
n. Additionally, through calculation, the total multipli-

cations required by FFBP under the same conditions are 8nN2 + 16N2log2N/n.
Set N = 2048 to compare the computation burden of the proposed algorithm and

FFBP, as shown in Figure 8. It is not difficult to find that the computation amount of FFBP
increases with the increase of the number of sub-aperture pulses n, and the trend is significant.
However, the changing trend of the proposed algorithm is much slower and lower than FFBP.
Therefore, the proposed algorithm has higher efficiency. The area in the red box is enlarged
as shown in the figure. It can be seen that the computing load of the proposed algorithm
increases monotonically with the number of sub-aperture pulses n. In other words, the larger
the n, the longer the sub-aperture length, and the larger the arithmetic amount. However,
n cannot be infinitesimally small, resulting in a low azimuth resolution of the sub-images.
Therefore, the value of n should be selected according to the practical application.
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4. Results
4.1. Point Targets Simulation Results

The simulation experiments were conducted in this paper to verify the proposed
algorithm’s effectiveness and superiority. The main radar system parameters for the
simulation experiment are shown in Table 1, which were used to simulate the echo data.
There are 11 × 11 point targets evenly distributed in the scene (see Figure 9). The final
imaging grid’s pixel points are 2048 × 2048 (Range × Azimuth). The theoretical value of
2D resolution is about 0.12 m × 0.12 m (Range × Azimuth). Here, the whole synthetic
aperture is divided into eight sub-apertures, and each sub-aperture contains 256 pulses.
Both algorithms adopt two as the radix for fusion in this simulation experiment.

Table 1. Radar system parameters.

Parameters Explain Value

fc center frequency 220 GHz
B bandwidth 1.2 GHz
Tr pulse width 50 µs
ϕ elevation angle 45◦

Rc slant range of scene center 1 km
Va flight speed 50 m/s
ri radius of the imaging area 60 m
ρr range resolution 0.12 m
ρa azimuth resolution 0.12 m
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Figure 9. Point targets distribution.

Some images of each stage and their geometric distortion are given. For example,
eight sub-apertures are divided in this paper; both algorithms have four steps. Firstly,
eight sub-images can be obtained in the initial stage, and some of them were selected for
illustration, as shown in Figure 10. In these images, the red dots indicate the theoretical
point target locations and the white dots indicate the distribution during imaging. It can be
seen that the target position offset in each sub-image in the initial stage is the same and
follows the theoretical situation.



Remote Sens. 2023, 15, 2602 13 of 21

Remote Sens. 2023, 15, x FOR PEER REVIEW 12 of 21 
 

 

 
Figure 9. Point targets distribution. 

Some images of each stage and their geometric distortion are given. For example, 
eight sub-apertures are divided in this paper; both algorithms have four steps. Firstly, 
eight sub-images can be obtained in the initial stage, and some of them were selected for 
illustration, as shown in Figure 10. In these images, the red dots indicate the theoretical 
point target locations and the white dots indicate the distribution during imaging. It can 
be seen that the target position offset in each sub-image in the initial stage is the same and 
follows the theoretical situation. 

   
(a) (b) (c) 

Figure 10. Sub-images in the initial step: (a,b) Sub-images 1, 2 of the proposed algorithm; (c) Sub-
image 1 of FFBP. 

Three targets, A, B, and C, were enlarged, and their focusing effects were analyzed. 
The results of impulse response width (IRW), peak sidelobe ratio (PSLR), and integral 
sidelobe ratio (ISLR) are shown in Table 2. It can be seen that the azimuth resolution of 
the sub-image at this stage is about eight times the theoretical value, and the range reso-
lution is close to the theoretical value. That is, the sub-images in this stage have the char-
acteristics of lower resolution in azimuth and full resolution in range. However, the azi-
muth resolution of the proposed algorithm is slightly lower than FFBP due to no assump-
tions and approximations in the initial stage of FFBP processing. In addition, the results 
of PSLR and ISLR indicate that the focusing effect is good. 

  

Figure 10. Sub-images in the initial step: (a,b) Sub-images 1, 2 of the proposed algorithm; (c) Sub-
image 1 of FFBP.

Three targets, A, B, and C, were enlarged, and their focusing effects were analyzed. The
results of impulse response width (IRW), peak sidelobe ratio (PSLR), and integral sidelobe
ratio (ISLR) are shown in Table 2. It can be seen that the azimuth resolution of the sub-image
at this stage is about eight times the theoretical value, and the range resolution is close to
the theoretical value. That is, the sub-images in this stage have the characteristics of lower
resolution in azimuth and full resolution in range. However, the azimuth resolution of the
proposed algorithm is slightly lower than FFBP due to no assumptions and approximations
in the initial stage of FFBP processing. In addition, the results of PSLR and ISLR indicate
that the focusing effect is good.

Table 2. IRW, PSLR, and ISLR values of point targets A/B/C in the initial step sub-images.

Sub-Image 1 of the Proposed
Algorithm (A/B/C)

Sub-Image 2 of the Proposed
Algorithm (A/B/C)

Sub-Image 1 of FFBP
(A/B/C)

IRW (m)
Range 0.16/0.15/0.16 0.16/0.16/0.15 0.16/0.15/0.15

Azimuth 1.03/0.99/1.04 1.01/0.97/1.02 0.93/0.97/0.98

PSLR (dB)
Range −12.90/−13.31/−13.16 −12.95/−13.22/−13.04 −13.30/−13.43/−13.26

Azimuth −12.38/−12.97/−12.88 −12.33/−11.69/−12.53 −17.80/−11.79/−12.70

ISLR (dB)
Azimuth −28.49/−29.21/−31.64 −28.43/−30.35/−28.63 −26.70/−27.91/−25.82

Range −26.81/−25.75/−29.48 −27.66/−23.92/−22.39 −45.21/−26.27/−29.89

In the second step, four sub-images can be obtained, some shown in Figure 11. Since
the geometric distortion of each sub-image in the initial stage is consistent and in line
with the theoretical derivation (see (26)), the distortion will not change after splicing
two adjacent sub-aperture wavenumber domains. Then, the third step can obtain two
images (see Figure 12) with the same position offset satisfying the previous analysis. The
same analysis of the three targets A, B, and C in each image shows that the fusion of two
adjacent sub-images doubles the azimuth resolution, and the focusing effect is good. This
section is omitted to save article space.

The full-resolution images are shown in Figure 13. Similarly, the geometric distortion
in Figure 13a still conforms to the previous analysis, i.e., it also satisfies (26). The result of
the correction is shown in Figure 13b. It can be seen from the image before correction shown
in Figure 13a that the point targets that should be uniformly distributed in a rectangle
are imaged with a certain degree of distortion due to wave-front bending error. After the
geometric distortion correction processing, the distortion of the image is improved, as
shown in Figure 13b.
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(c) Image of FFBP.

Selecting representative points A, B, and C to analyze, and the 2D profiles of these
points are, respectively, given in Figure 14. It is not difficult to see that the sidelobes of
the 2D profiles in this proposed algorithm are some lower. The results of IRW, PSLR, and
ISLR are shown in Table 3. The PSLR and ISLR of the proposed algorithm are lower than
those of the FFBP, indicating that the image obtained by the proposed algorithm is better



Remote Sens. 2023, 15, 2602 15 of 21

focused. Since there are assumptions in the proposed algorithm, the azimuth resolution of
the algorithm is slightly lower than that of FFBP. However, it is still close to the theoretical
value (0.12 m), so this situation is acceptable. Here, the image has full resolutions in
azimuth and range. In summary, FFBP imaging accuracy has a certain loss, and more
accurate interpolation methods or higher interpolation multipliers are needed to improve
imaging accuracy, but this will inevitably increase the complexity of FFBP operations. In
contrast, the proposed algorithm has higher imaging accuracy than FFBP, thus confirming
the advantages of this algorithm.
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Figure 14. 2D profiles of point targets A/B/C in the full-resolution images: (a–c), respectively, are
the range profiles of A/B/C; (d–f), respectively, are the azimuth profiles of A/B/C.

Table 3. IRW, PSLR, and ISLR values of point targets A/B/C in the full-resolution images.

The Proposed Algorithm
(A/B/C)

FFBP
(A/B/C)

IRW (m)
Range 0.15/0.15/0.15 0.16/0.16/0.15

Azimuth 0.14/0.12/0.15 0.11/0.12/0.12

PSLR (dB)
Range −11.89/−11.69/−12.23 −11.18/−10.88/−13.10

Azimuth −18.35/−13.42/−14.17 −3.95/−14.03/−10.20

ISLR (dB)
Range −Inf/-Inf/-Inf −22.53/−23.51/−25.57

Azimuth −Inf/−25.08/-Inf −15.85/−25.90/−19.91
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The azimuth direction of the target in Figure 10c is widened by comparing the zoomed
point target images at each stage. As the fusion stage continues, the azimuth is further
compressed. This is because the initial stage of FFBP uses BP for processing with a pre-
established imaging grid and a fixed sampling interval. The number of pulses accumulates
and the azimuthal resolution increases continuously as the fusion continues. However, the
proposed algorithm does not need to establish an imaging grid in the initial stage, which
means that the sampling interval decreases with the processing of each stage, the azimuthal
resolution increases, and the full-resolution image is finally obtained.

Table 4 shows the actual position and the coordinate comparison before and after
correction to display the correction effect visually. Here, the same three targets, A, B, and
C, are chosen. It is easy to see from the table that the imaging coordinates obtained after
geometric distortion correction are very close to the actual position. Although there are still
errors, they are within acceptable limits.

Table 4. Geometric distortion correction results of the proposed algorithm.

Point A Point B Point C

Real Position (−50, 50) (0, 0) (10, −40)
Before Correction (−48.9, 52.6) (0.1, 0.1) (10.6, −39.4)
After Correction (−50.4, 50.2) (0.1, 0.1) (10.3, −39.8)

When the flight trajectory of Frame k + 1 and Frame k are at an angle ϑ = 30◦, the
imaging results of the two algorithms are shown in Figure 15. The images before and
after correction in this paper are shown in Figure 15a,b, where the red dots represent the
theoretical distribution. It is not difficult to see that the full-resolution image undergoes
a rotation of the corresponding angle. The corrected image Figure 15b is established
in the Cartesian coordinate system with the scene’s center as the origin. However, the
traditional FFBP does not consider the image rotation correction caused by the different
flight trajectories.
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Figure 15. Imaging results of point targets with ϑ = 30◦: (a,b) Images before and after correction of
the proposed algorithm; (c) Image of FFBP.

Three targets, A, B and C, are also selected, and their focusing effect analysis and
position comparison are shown in Tables 5 and 6. It can be seen that the focusing effect
of the proposed algorithm is slightly better than FFBP, and the rotation and geometric
distortion of the image are substantially corrected. Therefore, this algorithm is still suitable
for arbitrary linear trajectory SAR.
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Table 5. IRW, PSLR, and ISLR values of point targets A/B/C in the images with ϑ = 30◦.

The Proposed Algorithm
(A/B/C)

FFBP
(A/B/C)

IRW (m)
Range 0.15/0.15/0.16 0.17/0.16/0.15

Azimuth 0.16/0.12/0.14 0.11/0.12/0.12

PSLR (dB)
Range −12.65/−11.77/−14.61 −13.02/−10.79/−13.03

Azimuth −12.36/−13.30/−16.68 −9.43/−13.73/−9.77

ISLR (dB)
Range −34.70/-Inf/−34.38 −27.51/−23.52/−25.92

Azimuth -Inf/−24.84/-Inf −27.57/−25.75/−25.63

Table 6. Correction results of geometric distortion and rotation of the proposed algorithm.

Point A Point B Point C

Real Position (−50, 50) (0, 0) (10, −40)
Before Correction (−17.6, 70.1) (0.1, −0.1) (−11.81, −39.1)
After Correction (−50.5, 50) (−0.1, 0) (9.6, −40)

4.2. Surface Target Simulation Results

The surface target simulation was also performed to verify the proposed algorithm’s
effectiveness. The input image of the simulation experiment, shown in Figure 16, is a SAR
image of the stationary ground scene, which was acquired in Mianyang City, Sichuan
Province, China, on June 2011 by the X-band airborne dual-antenna SAR system, developed
by the Institute of Electronics, Chinese Academy of Sciences [48].
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Figure 16. Input SAR image of the surface target simulation.

The system parameters, shown in Table 1, were also used in the surface target sim-
ulation. Then, the radar echo data in the linear spotlight mode were generated [49–51].
Figure 17a,b show the imaging results with ϑ = 0◦ for the proposed algorithm. It can
be seen from the image before correction that LPE causes the image to be distorted into
a fan-shaped image. Compared with Figure 17a, Figure 17b shows that the geometric
distortion has been effectively corrected. Additionally, the imaging result of FFBP is shown
in Figure 17c for comparison.
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For a more visual illustration, Table 7 shows the entropy, normalized root means 
square error (NRMSE), peak signal-to-noise ratio (PSNR), and running time of the two 
imaging algorithms. Both algorithms were run on the same computer processor with “In-
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Figure 17. Imaging results of the surface target with ϑ = 0◦: (a,b) Images before and after correction
of the proposed algorithm; (c) Image of FFBP.

For a more visual illustration, Table 7 shows the entropy, normalized root means square
error (NRMSE), peak signal-to-noise ratio (PSNR), and running time of the two imaging
algorithms. Both algorithms were run on the same computer processor with “Intel(R)
Core(TM) i5-10400 CPU @ 2.90 GHz”, 16 GB RAM, and 12 threads. As can be seen from the
table, the entropy, NRMSE and PSNR of the images are very close, so the imaging quality of
both algorithms is comparable. However, the time consumption of the proposed algorithm
is about 6% of FFBP, indicating that the proposed algorithm is much more efficient. The
experimental results prove that the proposed algorithm can obtain images with an excellent
focusing effect in the THz band, and is more conducive to ViSAR fast imaging.

Table 7. Image quality and time consumption of different algorithms.

Entropy NRMSE PSNR (dB) Running Time (min)

Input image 12.88 0 ∞ /
Imaging of the proposed algorithm 13.74 0.18 31.05 2.12

Imaging of FFBP 13.52 0.22 30.14 35.27

In addition, this section considers the angle ϑ = 30◦ between the flight trajectories
of different frames, and the imaging results are shown in Figure 18. It is not difficult to
see from Figure 18a that geometric distortion and corresponding rotation occur in the
full-resolution image. After correction, as shown in Figure 18b, the image is established
in the ground coordinate system with the scene’s center as the origin. Both the geometric
distortion and the rotation are corrected effectively. However, FFBP does not consider
the correction of image rotation (see Figure 18c). This further confirms that the proposed
algorithm still applies to the non-ideal linear trajectory.
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5. Conclusions

The high frame rate and high-resolution imaging of THz-ViSAR require higher effi-
ciency of the imaging algorithm. BPA is applicable to arbitrary modes and can reconstruct
images on arbitrary imaging grids. However, its computational complexity is too high to
meet the system requirements. Although FFBP has improved its efficiency significantly, it is
difficult to reach its theoretical computational power in practical applications and to balance
image quality and computational efficiency. To solve these problems and further improve
the efficiency of the imaging algorithm, a novel multistage back projection algorithm is
proposed in this paper. The processing, based on PFA and global Cartesian coordinate,
greatly avoids interpolation times and errors in the traditional algorithm. Moreover, the
geometric distortion and rotation existing in the images are analyzed and corrected to
ensure uniformity between frame images. The results of this study are as follows:

(1) By analyzing the number of complex multiplications, it is shown that the computa-
tional effort of the proposed algorithm is significantly lower than that of FFBP.

(2) The point target simulation experiment analyses the IRW, PSLR, and ISLR at each stage,
confirming that the proposed algorithm and the FFBP focusing effect is comparable.
Analyzing the positions of point targets before and after image correction confirms
that the proposed algorithm can effectively complete the correction of geometric
distortion and rotation.

(3) The surface target simulation experiment analyses the entropy, NRMSE, PSNR, and
the running time of different algorithms, indicating that the proposed algorithm is
more efficient and ensures the quality and uniformity of images.

Experimental results show that the proposed algorithm can obtain images with a good
focusing effect more efficiently, which is more conducive to ViSAR fast imaging. Relevant
research results are of great significance to the development of video SAR imaging technol-
ogy. However, the measured data contain many motion errors, so the implementation of
the proposed algorithm in the theoretical case is only considered in this paper. In future
studies, the proposed algorithm will be combined with motion error compensation for
continuous and rapid imaging of THz-ViSAR and extended to other research fields, such as
ship imaging.
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