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Abstract: The traditional altimetry satellites based on pulse-limited radar altimeter only calculate
along-track deflection of the vertical (DOV), which results in poorer precision of the prime vertical
component than that of the meridian component and limits the precision of the marine gravity field
inversion. We expect an improvement in the higher precision prime vertical component using the
Ice, Cloud and land Elevation Satellite 2 (ICESat-2) sea surface height (SSH) data. In this paper, the
2′ × 2′ gridded DOVs derived from along-beam DOVs, cross-beam DOVs, and joint along-cross
beam DOVs in the South China Sea (SCS; 0◦–23◦N, 103◦–120◦E) are calculated with the weighted
least squares method, respectively. The inverse Vening–Meinesz (IVM) formula is applied to derive
2′ × 2′ gravity anomalies over the SCS from ICESat-2-derived gridded DOVs. In addition, the
XGM2019e_2159-DOV and SIO V31.1-DOV models are used to assess the precision of the gridded
DOVs. The XGM2019e_2159-GRA, SIO V31.1-GRA models, and ship-borne gravity anomalies are
also adopted to evaluate the quality of gravity anomalies. The results show that the gridded DOVs
calculated by the joint along-cross beam DOVs have the highest precision among the three gridded
DOVs determined by ICESat-2. The precision of difference between gravity anomalies derived from
the joint along-cross beam DOV and the above verification data are higher than those derived from the
along-beam and cross-beam DOVs. We conclude that the joint along-cross beam DOV can effectively
improve the precision of the gridded DOV, which is conducive to the inversion of a high-precision
marine gravity field.

Keywords: ICESat-2; deflection of the vertical; the weighted least squares method; inverse
Vening–Meinesz formula

1. Introduction

As important data for studying earth mass anomalies, geoid model refinement [1], and
the Earth’s gravity field [2], deflection of the vertical (DOV) refers to the intersection angle
between the gravitational direction of any point on the ground and the normal direction
of the corresponding ellipsoid [3–6]. However, due to the existence of interference factors
such as sea surface waves, currents, and tides as well as the limitation of measurement
conditions, it is challenging to determine the marine DOV by conventional methods [7].
The advancement of satellite altimetry technology has fundamentally changed the defects
of conventional DOV measurement methods, continuously improving the resolution and
precision of marine DOV inversion [8–10].

At present, there are three main approaches to determine the marine DOV by using
altimeter SSHs, which were proposed by Sandwell [11], Olgiati et al. [12], and Hwan,
et al. [13]. Sandwell’s algorithm calculated the crossover point DOV more precisely, but the
algorithm failed to invert the marine gravity field with high resolution due to the limitation
of the crossover point distribution. Olgiati’s algorithm interpolates DOV perpendicular
to the track direction, thus affecting the precision of DOV inversion. Hwang’s algorithm
provided a method to simplify the intermediate calculation process of the gridded DOV
and improve the precision of the gridded DOV. With a comprehensive comparison among
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the three methods, Hwang’s algorithm was adopted to invert DOV, as it is theoretically
more rigorous.

Previous studies have shown that the orbital inclination of satellite altimetry affect the
precision of the directional components of DOV and lead to the nonuniform precision of
the prime vertical and meridian components [14,15]. Ji et al. [16] assessed the accuracy of
HY-2A/GM altimeter data in estimating DOVs over the Bay of Bengal, and Wan et al. [17]
verified that the standard deviations (STD) of DOV differences were 1.1′′ and 3.5′′ for the
meridian component and the prime vertical component between HY-2A’s observations
and those from EGM2008 and EIGEN-6C4 over the whole Earth’s ocean from 60◦S and
60◦N, respectively. They indicated that the precision of the prime vertical component was
significantly poorer than that of the meridian component. In addition, most traditional
altimetry satellites can only calculate the along-track DOV and are unable to calculate the
cross-track DOV due to the lack of synchronous sea surface heights (SSHs) in the vertical
direction of orbit. The SWOT mission provided a new approach to solving the problem
of the difference in the accuracy of the directional component. Jin et al. [18] verified that
DOVs determined by one cycle of SWOT data are better than the results determined by
the combined dataset of Jason-1/GM, Cryosat-2/LRM, and SARAL/GM data and can
significantly improve the precision of prime vertical component. In addition, the Ice,
Cloud, and land Elevation Satellite 2 (ICESat-2) [19–23], a new generation of spaceborne
lidar satellites, is expected to study the cross-beam DOV using cross-beam synchronous
observations [24,25]. Moreover, the calculation of the cross-beam DOV can potentially
improve the precision of the gridded DOV and make up for the shortcomings of traditional
radar altimetry satellites, which can only use the along-track SSH for marine research.
Compared with the traditional radar altimeter satellite, ICESat-2 satellite simultaneously
transmits six beams to obtain the surface elevation information, which provides dense orbit
coverage, greatly improving the orbital spacing and the spatial resolution [26]. However,
ICESat-2 as a laser altimeter satellite is limited by the laser power. ICESat-2 can only
provide the energy to emit three strong beams on the ocean and other low-reflective
surfaces. In addition, laser observation is more susceptible to observation conditions. For
rainy and cloudy weather conditions, the ICESat-2 satellite may have a large number of
laser photons unable to return to the satellite, resulting in the loss of a certain section of
ocean observation points.

This paper aims to use ICESat-2 SSHs measured by the multibeam photon-counting
lidar system to calculate the cross-beam DOV to improve the precision of the prime vertical
component. All datasets and validation models used are presented in Section 2. In Section 3,
the method for calculating the meridian and prime vertical components of DOVs from
ICESa-2-measured SSHs and the method for deriving gravity anomalies from DOVs are
presented in detail. In Section 4, the standard deviation of crossover differences of ICESat-2
SSHs is calculated to assess the reliability of ICESat-2 SSHs. The along-beam DOV, the cross-
beam DOV, and the joint along-cross beam DOV are calculated, and the corresponding
2′ × 2′ gridded DOVs are compared with the XGM2019e_2159-DOV model and SIO V31.1-
DOV model. Gravity anomalies derived from gridded DOVs are evaluated by comparisons
with the XG2019e_2159-GRA model, SIO V31.1-GRA model, and National Centers for
Environmental Information (NCEI) ship-borne gravity anomalies.

2. Study Area and Data
2.1. Study Area

As is shown in Figure 1, the SCS (0◦–23◦N, 103◦–120◦E) was selected as the study area.
Located at the southern end of mainland China, the SCS is the deepest and largest offshore
area in China, which embraces the Xisha Islands, the Zhongsha Islands, the Dongsha
Islands, and the Nansha Islands [27]. By virtue of its special geographical location and
natural conditions, the SCS has been known as a “natural laboratory” for major scientific
research such as global change and geodynamics [28].
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Figure 1. Topographic map of the South China Sea.

2.2. Altimetry Data and Preprocessing
2.2.1. ICESat-2 Data

ICESat-2 was successfully launched by the National Aeronautics and Space Adminis-
tration (NASA) on 15 September 2018, after the end of life of ICESat [29]. ICESat-2 uses the
multibeam photon-counting lidar system to measure the height of a changing Earth [30].
ICESat-2 is equipped with the Advanced Topographic Laser Altimeter System (ATLAS),
with a pulse frequency of 10 kHz, wavelength of 532 nm, orbital height of 592 km, orbital
inclination of 92◦, a near 91-day repeat cycle, footprint diameter of approximately 17 m,
and along-beam footprint spacing of 0.7 m.

Laser pulses from ATLAS illuminate three left/right pairs of spots on the surface that,
as ICESat-2 orbits Earth, trace out six ground beams. Each ground beam is numbered
according to the laser spot number, with ground beam 1 L on the far left and ground
beam 3R on the far right. The beams in each pair have different transmission energies,
with the energy ratio between weak beams and strong beams approximating 1:4 [31,32].
Spacecraft orientation (sc_orient) determines the mapping between the strong and weak
beams of ATLAS and their relative positions on the ground. Sc_orient has forward, back-
ward, and transitional flight modes, and the value of sc_orient can judge the strong and
weak orbit orientations. In the forward flight mode shown in Figure 2, the cross-beam
distance between each group is approximately 3.3 km, the beam distance within the group
is approximately 90 m, and the distance along the beam direction within the group is
approximately 2.5 km [33].

In this paper, ATL12 with 1 Hz, the Level-3A product of ICESat-2, is processed with
geophysical corrections including atmospheric delay correction, solid tide correction, sea
state bias correction, ocean tide correction, pole tide correction, and inverted barometer
correction. ICESat-2 SSHs can be viewed through the OpenAltimetry system (https://
openaltimetry.org/data/icesat2/?product=ATL12&mapType=geographic, accessed on 1
September 2021) [34]. Its science quality is potentially degraded while in transition flight

https://openaltimetry.org/data/icesat2/?product=ATL12&mapType=geographic
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mode, and the weak-beam SSHs are sparse in pure ocean areas. Therefore, in subsequent
experiments, only the strong beams in forward and backward flight modes are used.
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Figure 2. Beam distribution of ATLAS under the forward flight mode (+x direction) (https://icesat-2.
gsfc.nasa.gov (accessed on 2 January 2021)).

ICESat-2 SSHs (https://doi.org/10.5067/ATLAS/ATL12.004, accessed on 1 October
2021) obtained through the National Snow and Ice Data Center (NSIDC) with the time
series of 2018/10/13 to 2021/07/15 (cycle01–cycle12) are shown in Table 1. According
to Table 1, the value of sc_orient determines the strong beam orientation, which helps to
remove the weak beam within one cycle. The ground track of the ICESat-2 strong-beam
SSHs in the SCS is shown in Figure 3a.

Table 1. The value of sc_orient corresponding to the strong-beam orientation at different times.

Time Sc_Orient Strong-Beam Orientation

2018.10.13–2018.12.28 1 R
2018.12.28–2019.09.06 0 L
2019.09.06–2020.05.14 1 R
2020.05.14–2021.01.15 0 L
2021.01.15–2021.07.15 1 R

2.2.2. Jason-3 Data

The Jason-3 satellite [35] was jointly launched by the National Oceanic and Atmo-
spheric Administration (NOAA), the Centre National d’Etudes Spatiales (CNES), and
the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT)
on 17 January 2016. The Jason-3 satellite has a track height of 1336 km, track inclina-
tion of 66◦, and a track period of 10 days. In this study, Jason-3/ERM SSHs with 1 Hz
(https://www.ncei.noaa.gov/data/oceans/jason3/l2p, accessed on 9 October 2021) as
comparison data are processed with geophysical corrections including dynamic atmo-
spheric correction, ionospheric correction, sea state bias correction, ocean tide correction,
dry troposphere and wet troposphere path delays correction, solid tide correction, pole

https://icesat-2.gsfc.nasa.gov
https://icesat-2.gsfc.nasa.gov
https://doi.org/10.5067/ATLAS/ATL12.004
https://www.ncei.noaa.gov/data/oceans/jason3/l2p
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tide correction, and inverted barometer correction. The ground track of Jason-3 SSHs with
the time series of 2018/10/16 to 2021/7/13 (cycle099–cycle199) in the SCS is shown in
Figure 3b.
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2.3. Sea Surface Topography and Reference Gravity Field Model

The mean dynamic topography (MDT_CNES-CLS18, https://www.aviso.altimetry.fr,
accessed on 12 December 2021) [36,37] with a grid resolution of 0.125◦ is published by
AVISO. MDT_CNES-CLS18 is calculated from a combination of altimeter and space gravity
data, in situ measurements, and model winds. Its input datasets include the following: the
GOCO05S geoid model is used based on the complete GOCE mission and 10.5 years of
GRACE data, together with all drifting buoy velocities and hydrological profiles available
from 1993 to 2017.

In this paper, the Earth Gravitational Field Model 2008 (EGM2008, https://www.aviso.
altimetry.fr, accessed on 12 December 2021) built by the National Geospatial-Intelligence
Agency (NGA) is taken as the reference gravity field model [38] with the spherical harmonic
coefficient order fully expanded to 2159, the order expanded to 2190, and a half-wavelength
resolution of approximately 9 km. The model contains GRACE satellite tracking data,
satellite altimeter data, and ground gravity data.

2.4. Assessment Data of DOV and Gravity Anomaly

The XGM2019e_2159-DOV model and XGM2019e_2159-GRA model (https://www.
aviso.altimetry.fr, accessed on 12 December 2021) [39] are the DOV model and the grav-
ity anomaly model obtained from XGM2019e_2159, respectively. As a combined global
gravity field model, XGM2019e is represented by spheroidal harmonics up to degree and
order (d/o) 5399. The model contains the satellite model GOCO06s in the longer wave-
length range up to d/o 300 combined with a ground gravity grid that also covers shorter
wavelengths.

The SIO V31.1-DOV model and SIO V31.1-GRA model (https://topex.ucsd.edu/pub/
global_grav_1min, accessed on 26 November 2021) [40] are the global ocean DOV model
and ocean gravity field mode released by the Scripps Institution of Oceanography (SIO)
with a resolution of 1′ × 1′. The main improvement of SIO V31.1 with respect to SIO
V30.1 is to add the latest altimetry data of Altika, Cryosat LRM, Cryosat SAR, and Sentinel-

https://www.aviso.altimetry.fr
https://www.aviso.altimetry.fr
https://www.aviso.altimetry.fr
https://www.aviso.altimetry.fr
https://www.aviso.altimetry.fr
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3A/B. The Altika data beginning on cycle 127, on 4 February 2019, were retracked to better
accommodate the loss in amplitude associated with poor control in off-nadir pointing.

The ship-borne gravity data are commonly considered as supplementary sources
of marine gravity data. With the improvement of navigation accuracy, the accuracy of
marine gravity measurement by ship-borne gravimeter is also gradually improved. In
addition, the measurement methods are mature, and the data processing methods are
gradually improved. The ship-borne gravity data of the SCS from 1963 to 1995 (a total of
60 routes) provided by the NCEI (https://www.ncei.noaa.gov/maps/geophysics, accessed
on 27 November 2021) are adopted to evaluate gravity anomalies derived from ICESat-
2 SSHs. Considering the differences in observation time, observation instruments, and
reference ellipsoids of each route, longwave systematic errors exist in the observations,
and the EGM2008 model was selected as the reference gravity field to solve its correction
parameters [41]:

∆dg = x0 + x1∆t + x2∆t2 (1)

where ∆dg is the difference between the ship-borne gravity anomaly and the EGM2008
model; x0, x1, and x2 are parameters to be fitted; and ∆t is the time interval.

3. Methodology
3.1. Calculation of DOV

Before the calculation of DOV, the geoid height was obtained by removing the mean
dynamic topography (MDT_CNES-CLS18) from ICESat-2 SSHs. A Gaussian low-pass filter
is used to filter out high-frequency errors of the geoid height to reduce the effects of sea
surface variation and data noise. The response function used is as follows:

x = e−
d2

2σ2 (2)

where d is the spherical distance between two observations, and σ is the width of the
Gaussian filter. The average spherical distance between ICESat-2 SSHs’ two adjacent points
along the beam direction is 3–4 km, so the filter window σ was selected as a multiple of
4 km.

The DOV is calculated by using the geoid height difference and the spherical distance
at two adjacent observations [42], and the calculation formula is as follows:

ε = −
Nq − Np

S
(3)

where ε is the DOV, N is the geoid height of the observation point, and S is the spherical
distance between two adjacent observations along the specified direction.

A schematic diagram of the calculation method for the cross-beam DOV is shown in
Figure 4, by which three strong beams can be screened out in one cycle and marked in the
order from left to right: 1S, 2S, and 3S. The three strong beams are paired to form “1S_2S”,
“2S_3S”, and “1S_3S”, a total of three pairs of cross-beam combinations, to calculate the
cross-beam DOV, and then, “S” is divided into “L” or “R” to form six sets of cross-beam
combinations. Without adding the threshold range, this will lead to a large number of
calculation points of the cross-beam DOV. Therefore, this paper uses appropriate time
and distance thresholds to limit the number of calculated DOVs. According to the cross-
beam distance between adjacent strong beams and nonadjacent strong beams provided in
Figure 2, 3.5 km and 7 km were selected as the distance thresholds for the calculation of the
cross-beam DOV for adjacent strong beams and nonadjacent strong beams, respectively,
with a time threshold of 1 s.

A schematic diagram of the calculation method for the joint along-cross beam DOV
is shown in Figure 5, and the calculation method is similar to that for cross-beam DOV.
Taking “1S_2S” as an example, the distance threshold of 3.5 km and the time threshold of
1 s were set, respectively, to calculate; there are two observation points matching point p in

https://www.ncei.noaa.gov/maps/geophysics
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the cross-beam direction, namely q1 and q2. The distance threshold of 8 km along the beam
direction was set. In this way, point p can be matched with one observation point along the
beam and two observation points across the beam. Then, three vertical deviations can be
calculated according to Equation (3). However, it is worth noting that if there is no adjacent
point within 8 km along the beam direction or no cross-beam observation point satisfying
the conditions in the cross-beam direction, point p will be eliminated.
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3.2. Calculation of the Gridded DOV

According to the correlation between DOV and the directional components of the DOV,
the relationship between DOV ε along the specified direction and its meridian component
ξ and prime vertical component η is as follows:

ε = ξ cos a + η sin a (4)

where a is the azimuth of the altimetric point along the ground track direction.
The meridian component and the prime vertical component of the gridded DOV can

be directly calculated according to the DOV and azimuth at the observation point. The
observation equation is as follows:

εi + νi = ξ cos ai + η sin ai, i = 1, . . . , n (5)

where n is the number of observation points around the grid points to be calculated, and νi,
ai, and εi are the residual, azimuth, and DOV along the specified direction for observation
point i, respectively.
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The matrix form of Equation (5) is as follows:

V = AX− L (6)

where V = (ν1, . . . , νn)
T ; X =

(
ξ
η

)
; A =

cos a1 sin a1
. . . . . .

cos an sin an

; L = (ε1, . . . , εn)
T .

Equation (6) can be solved with the indirect adjustment method:

X = (AT PA)
−1

AT PL (7)

P =
1

d2
i σ2

i
(8)

where P is the weight matrix of observations, di is the spherical distance from the observa-
tion point i to the grid point to be calculated, σi is the standard deviation of DOV at the

observation point, σi =

√
µ2

p+µ2
q

S , S is the spherical distance between points p and q, and µ
is the standard deviation of SSH.

Because the determinant of (AT PA) is close to 0, the normal equation is prone to be
ill-conditioned when solving. In this paper, the ill-conditioned problem of the normal
equation is solved by calculating the weighted minimum norm least squares solution;

that is, the minimum norm inverse N−m = ((AT PA)(AT PA)
T
)
−
(AT PA) in the generalized

inverse matrix is used to replace (AT PA)
−1 to calculate the solution X of the observation

equation:
X = N−m AT PL (9)

3.3. Calculation of Gravity Anomaly

Taking the calculated directional components of the gridded DOV as the input data, the
inverse Vening–Meinesz formula [43] is used to invert the gravity anomaly. The directional
components of the DOV at flow point q are used to calculate the gravity anomaly at fixed
point p. The calculation formula is as follows:

∆g(p) =
γ0

4π

x

σ

H′(ψ)(ξq cos aqp + ηq sin aqp)dσq (10)

where γ0 = GM
R2 (GM is the gravity constant, and R is the average radius of the earth); aqp is

the azimuth from q to p; ξq and ηq are the meridian and prime vertical components of DOV
at point q, respectively; and H′(ψ), the derivative of the kernel function, can be calculated
by the following formula:

H′(ψ) = dH
dψ

= −
cos ψ

2

2 sin2 ψ
2

+
cos ψ

2 (3 + 2 sin ψ
2 )

2 sin ψ
2 (1 + sin ψ

2 )
(11)

where ψ is the spherical distance on the unit ball from p and q. The azimuth aqp can be
calculated by the following formula:

tan aqp =
− cos ϕp sin(∆λqp)

− sin(ϕq − ϕp) + 2 sin ϕq cos ϕp sin2(
∆λqp

2 )
(12)

When calculating the gravity anomaly of grid points, the calculation point coincides
with the flow point, that is, ψ = 0, which will leave the kernel function H′(ψ) singular and
make the azimuth defy definition. Therefore, it seems necessary to calculate the influence
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of adding the inner zone effect on the gravity anomaly [44]. The gravity anomaly of the
inner zone can be expressed as follows:

∆g =
s0γ0

2
(ξx + ηy) (13)

s0 =

√
R2∆λ∆ϕ cos ϕ

π
(14)

where ξx and ηy represent the change rate of the meridian and the prime vertical com-
ponents of DOV in the y-axis and x-axis directions, respectively; ∆λ and ∆ϕ represent
the longitude difference and latitude difference, respectively; and s0 is the size of the
inner circle.

The process of deriving deflection of the vertical and gravity anomalies within the
SCS is visualized in Figure 6.
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4. Results and Analysis
4.1. Precision Evaluation of ICESat-2 Sea Surface Height Data

This paper uses Wei Qiaoyun’s improved latitude difference method [45] to evaluate
the reliability of ICESat-2 SSHs by calculating the difference in SSHs at the self-crossover
points and cross-crossover points. To determine the precision of ICESat-2 SSHs, the 10-day
and 91-day orbital periods and the time interval without a time limit were selected to
calculate the positions of self-crossover points. The STDs of the self-crossover differences
of ICESat-2 and Jason-3 are shown in Table 2. As can be seen from Table 2, the overall
precision of ICESat-2 satellite is slightly lower than that of Jason-3.

Table 2. Difference in SSHs at ICESat-2 and Jason-3 self-crossover points (Unit: cm).

Time Threshold Satellite Num Max Min Mean Std

10 Days ICESat-2 7990 38.99 −34.75 0.05 8.23
Jason-3 4691 21.92 −21.82 0.01 7.52

91 Days ICESat-2 45,803 49.94 −49.76 −0.70 12.04
Jason-3 40,145 37.47 −37.05 0.04 10.57

Without Time
Limit

ICESat-2 254,753 49.99 −49.98 −1.50 14.38
Jason-3 227,609 44.83 −46.00 −0.62 12.16

As shown in Tables 3–5, according to the overall precision of ICESat-2 SSHs obtained
in Table 2, the same time interval was selected to evaluate the precision of ICESat-2 single-
beam SSHs. The statistical results of the self-crossover differences of ICESat-2 strong beams
with different time intervals show that the precision of each strong-beam SSHs is similar,
but the precision of strong-beam SSHs in the intermediate group is higher than that of the
other strong beams, and the precision of “1L” and “3R” is lower than that of “3L” and “1R”,
respectively.

Table 3. Differences in SSHs at the self-crossover points of ICESat-2 within 10 days (Unit: cm).

Beam Num Max Min Mean Std

1L 395 28.64 −44.68 −0.66 8.17
2L 359 25.79 −24.17 −0.85 6.72
3L 398 48.66 −26.14 −1.10 7.10
1R 517 42.39 −42.35 0.34 9.17
2R 451 49.17 −28.36 0.49 8.69
3R 510 49.93 −40.94 1.37 10.13

Table 4. Differences in SSHs at the self-crossover points of ICESat-2 within 91 days (Unit: cm).

Beam Num Max Min Mean Std

1L 2086 44.04 −49.76 −1.20 11.08
2L 1875 47.07 −47.96 −1.02 10.76
3L 2063 48.66 −47.71 −1.12 11.01
1R 2393 49.45 −48.17 −0.74 12.55
2R 2125 49.17 −49.39 −0.27 11.96
3R 2484 49.93 −49.51 0.01 12.80

Table 5. Differences in SSHs at the self-crossover points of ICESat-2 without time limit (Unit: cm).

Beam Num Max Min Mean Std

1L 6154 49.53 −49.91 −4.24 13.93
2L 5485 47.52 −49.63 −4.22 13.36
3L 6127 49.61 −49.52 −3.97 13.80
1R 8658 49.45 −49.90 0.04 14.07
2R 7593 49.98 −49.39 0.09 13.51
3R 8725 49.43 −49.88 −0.35 14.28
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In this paper, the difference between the cross-crossover points of two satellites is
calculated by different combinations of strong beams and Jason-3 orbits. The statistical
results are listed in Table 6. By analyzing the precision of the self-crossover points and
cross-crossover points of two satellites, it is concluded that ICESat-2 SSHs and Jason-3 SSHs
have similar centimeter precision.

Table 6. Differences in SSHs at the cross-crossover points of ICESat-2 strong beam and Jason-3 (“A”
represents the ascending orbit, “D” represents the descending orbit, “J3” represents Jason-3, and L/R
and 1/2/3 represent the corresponding ICESat-2 beam) (Unit: cm).

Beam Num Max Min Mean Std

1L_A&J3_A 44,732 43.67 −68.25 −12.30 15.43
2L_A&J3_A 41,370 44.07 −66.16 −11.38 15.04
3L_A&J3_A 44,384 42.84 −65.68 −11.40 15.03
1R_A&J3_A 55,032 40.23 −67.23 −13.41 14.58
2R_A&J3_A 53,270 41.23 −68.79 −13.80 14.79
3R_A&J3_A 56,042 40.69 −69.64 −14.50 14.97
1L_A&J3_D 25,740 95.53 −118.48 −12.75 18.19
2L_A&J3_D 24,255 116.98 −126.48 −12.95 18.02
3L_A&J3_D 24,977 114.06 −139.28 −11.61 17.73
1R_A&J3_D 31,515 40.57 −68.90 −13.91 15.17
2R_A&J3_D 29,830 40.27 −70.39 −14.97 15.01
3R_A&J3_D 32,470 37.74 −67.97 −15.34 15.02
1L_D&J3_A 26,669 123.69 −166.76 −13.58 16.83
2L_D&J3_A 25,101 43.82 −74.76 −14.50 15.13
3L_D&J3_A 26,729 142.46 −174.37 −14.07 19.19
1R_D&J3_A 32,208 58.58 −86.55 −14.38 15.25
2R_D&J3_A 29,580 109.02 −140.91 −14.53 15.70
3R_D&J3_A 32,018 73.01 −99.62 −14.25 16.16
1L_D&J3_D 47,377 42.97 −68.52 −13.11 14.87
2L_D&J3_D 44,449 37.75 −65.09 −13.70 14.68
3L_D&J3_D 47,275 50.61 −76.98 −13.58 15.36
1R_D&J3_D 55,137 82.11 −10.51 −13.49 16.52
2R_D&J3_D 51,235 76.24 −102.83 −14.16 16.81
3R_D&J3_D 54,881 59.71 −85.19 −12.73 15.85

4.2. Along-Beam DOV

When the corrected ICESat-2 SSHs are processed by Gaussian low-pass filtering, the
appropriate filtering window should be selected because the filter process will reduce
the spatial resolution of the inverse marine gravity anomaly. Gravity anomalies derived
from along-beam DOV inversion under different filtering windows were compared with
ship-borne gravity anomalies. The STDs of the differences are shown in Table 7. Table 7
shows that when the filtering window is chosen to be 4 km, the STD of the differences is
the smallest, so a filtering window of 4 km was adopted.

Table 7. STD of differences between gravity anomalies derived by different Gaussian filter windows
and NCEI ship-borne gravity anomalies (Unit: mGal).

σ/km 0 4 8

ICESat-2_ship 4.56 4.52 4.57

The along-beam DOV is calculated by the filtered ICESat-2 SSHs and is assessed in
comparison with the XGM2019e_2159-DOV model. The statistical results are shown in
Table 8. Table 8 shows that the precision of the along-beam DOV of the strong beams in the
intermediate group is higher than that of the other strong beams.
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Table 8. Statistics of differences between the along-beam DOVs and the XGM2019e_2159-DOV model
(Unit: arc_sec).

Beam Num Max Min Mean Rms Std

1L_XGM19 196,090 3.61 −3.60 −0.002 1.09 1.09
2L_XGM19 153,791 3.38 −3.37 −0.002 1.01 1.01
3L_XGM19 190,809 3.54 −3.53 −0.01 1.06 1.06
1R_XGM19 174,227 4.69 −4.69 −0.001 1.12 1.12
2R_XGM19 149,459 3.44 −3.43 −0.01 1.02 1.02
3R_XGM19 173,678 3.73 −3.72 −0.01 1.13 1.13

ICESat-2_XGM19 1,069,634 3.66 −3.65 −0.01 1.07 1.07

When calculating the gridded DOV, the data quantity and data distribution of the
along-beam DOV are influenced by the size of the search radius, thus affecting the inversion
precision of the gridded DOV. Table 9 shows the STD of the differences between the gridded
DOV under different search radii and the SIO V31.1-DOV model. It can be concluded from
Table 9 that with the expansion of the search range, the precision of the prime vertical
component is gradually improved. The precision of the meridian component is the highest
under a search radius of 8′. Therefore, the optimal search radius is selected as 8′.

Table 9. STD of differences between gridded DOVs calculated by the along-beam DOVs with different
search radii and the SIO V31.1_DOV model (Unit: arc_sec).

Search Radius 4′ 6′ 8′ 10′

ICESat-2_SIO-DOV
Meridian 1.26 1.23 1.21 1.27

Prime 4.58 4.54 4.53 4.55

The 2′ × 2′ gridded DOV within the SCS is derived with the weighted least squares
method from along-beam DOVs, and its directional components are shown in Figure 7. The
XGM2019e_2159-DOV model and SIO V31.1-DOV model are used to verify the precision of
the above gridded DOV. The results are shown in Tables 10 and 11.

Table 10. Statistics of differences between gridded DOVs calculated by the along-beam DOVs and
the XGM2019e_2159-DOV model (Unit: arc_sec).

Beam Direction Max Min Mean Rms Std

1L_XGM19
Meridian 48.51 −32.10 0.07 2.03 2.03

Prime 46.15 −63.98 −0.34 5.62 5.62

2L_XGM19
Meridian 35.64 −37.79 0.09 2.31 2.31

Prime 38.70 −50.70 −0.37 5.65 5.65

3L_XGM19
Meridian 35.76 −36.17 0.07 2.03 2.03

Prime 50.41 −50.69 −0.31 5.59 5.59

1R_XGM19
Meridian 32.65 −26.40 0.03 1.33 1.33

Prime 37.91 −46.12 −0.23 5.12 5.12

2R_XGM19
Meridian 33.89 −25.33 0.04 1.61 1.61

Prime 37.88 −51.46 −0.23 5.18 5.18

3R_XGM19
Meridian 32.08 −24.14 0.03 1.46 1.46

Prime 38.97 −51.90 −0.28 5.21 5.21

ICESat-2_XGM19
Meridian 18.62 −14.78 0.01 1.28 1.28

Prime 20.88 −22.01 −0.08 4.76 4.76
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Table 11. Statistics of differences between gridded DOVs calculated by the along-beam DOVs and
the SIO V31.1-DOV model (Unit: arc_sec).

Beam Direction Max Min Mean Rms Std

1L_SIO
Meridian 45.86 −30.38 0.12 2.08 2.08

Prime 47.61 −61.62 −0.40 5.17 5.17

2L_SIO
Meridian 30.74 −33.84 0.13 2.30 2.30

Prime 37.99 −51.32 −0.42 5.24 5.24

3L_SIO
Meridian 35.25 −33.57 0.11 2.07 2.07

Prime 52.22 −61.99 −0.40 5.22 5.22

1R_SIO
Meridian 28.88 −23.83 0.06 1.60 1.60

Prime 37.06 −45.18 −0.32 4.73 4.73

2R_SIO
Meridian 31.80 −22.10 0.13 1.93 1.93

Prime 34.91 −50.05 −0.35 4.81 4.81

3R_SIO
Meridian 29.86 −23.13 0.07 1.77 1.77

Prime 41.43 −51.93 −0.36 4.75 4.75

ICESat-2_SIO
Meridian 21.64 −17.60 0.04 1.21 1.21

Prime 35.18 −31.84 −0.15 4.53 4.53

Remote Sens. 2023, 15, x FOR PEER REVIEW 13 of 22 
 

 

When calculating the gridded DOV, the data quantity and data distribution of the 
along-beam DOV are influenced by the size of the search radius, thus affecting the inversion 
precision of the gridded DOV. Table 9 shows the STD of the differences between the gridded 
DOV under different search radii and the SIO V31.1-DOV model. It can be concluded from 
Table 9 that with the expansion of the search range, the precision of the prime vertical com-
ponent is gradually improved. The precision of the meridian component is the highest un-
der a search radius of 8′. Therefore, the optimal search radius is selected as 8′. 

Table 9. STD of differences between gridded DOVs calculated by the along-beam DOVs with dif-
ferent search radii and the SIO V31.1_DOV model (Unit: arc_sec). 

Search Radius  4′ 6′ 8′ 10′ 

ICESat-2_SIO-DOV Meridian 1.26 1.23 1.21 1.27 
Prime  4.58 4.54 4.53 4.55 

The 2′ × 2′ gridded DOV within the SCS is derived with the weighted least squares 
method from along-beam DOVs, and its directional components are shown in Figure 7. 
The XGM2019e_2159-DOV model and SIO V31.1-DOV model are used to verify the pre-
cision of the above gridded DOV. The results are shown in Tables 10 and 11. 

 
Figure 7. (a) The meridian component of the gridded DOV calculated by the ICESat-2 along-beam 
DOV; (b) the prime vertical component of the gridded DOV calculated by the ICESat-2 along-beam 
DOV. 

Table 10. Statistics of differences between gridded DOVs calculated by the along-beam DOVs and 
the XGM2019e_2159-DOV model (Unit: arc_sec). 

Beam Direction Max Min Mean Rms Std 

1L_XGM19 
Meridian 48.51 −32.10 0.07 2.03 2.03 

Prime  46.15 −63.98 −0.34 5.62 5.62 

2L_XGM19 Meridian 35.64 −37.79 0.09 2.31 2.31 
Prime  38.70 −50.70 −0.37 5.65 5.65 

3L_XGM19 Meridian 35.76 −36.17 0.07 2.03 2.03 
Prime  50.41 −50.69 −0.31 5.59 5.59 

1R_XGM19 
Meridian 32.65 −26.40 0.03 1.33 1.33 

Prime  37.91 −46.12 −0.23 5.12 5.12 

Figure 7. (a) The meridian component of the gridded DOV calculated by the ICESat-2 along-beam DOV;
(b) the prime vertical component of the gridded DOV calculated by the ICESat-2 along-beam DOV.

Due to the design of an orbital inclination of 92◦, the precision of the meridian com-
ponent is higher than that of the prime vertical component. Table 10 demonstrates that
the STDs of differences between the gridded DOVs calculated by six strong beams and
the XGM2019e_2159-DOV model are similar. The precision of the middle strong beam
is worse than that of the other two strong beams. Preliminary analysis shows that the
quantity of DOV of the strong beams of the intermediate group in the search window
is less and unevenly distributed, resulting in lower precision than other strong beams.
The along-beam DOVs derived from the six strong beams are integrated to calculate the
overall gridded DOV of all available ICESat-2 SSHs. The precision of the prime vertical
component is improved significantly after ICESat-2 data integration. The variation trend of
the differences in Table 11 is similar to that in Table 10.
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4.3. Cross-Beam DOV

The cross-beam DOV is calculated by using the method shown in Figure 4 and is
evaluated by comparisons with the XGM2019e_2159-DOV model. The statistical results
are shown in Table 12. Table 12 shows that due to the uneven cutting position of the pulse
emitted by ATLAS in the cutting process, the position of the strong beam of the intermediate
group is slightly offset compared with that of the other strong beams. The matching degree
between the strong beam of the intermediate group and other adjacent strong beams is
poor. In backward mode, the precision of 1L_2L is the lowest, while in the forward mode,
the precision of 2R_3R is the lowest. This verifies that the precision of single beam “1L”
and “3R” is worse than that of “3L” and “1R”, respectively, in “4.1 Precision Evaluation of
ICESat-2 Sea Surface Height Data”. In summary, the precision of the cross-beam DOV is
approximately similar to that of the along-beam DOV, showing that the cross-beam DOV
data are stable and reliable.

Table 12. Statistics of differences between the cross-beam DOVs and the XGM2019e_2159-DOV model
(Unit: arc_sec).

Beam Num Max Min Mean Rms Std

1L_2L_XGM19 279,439 6.95 −7.21 −0.11 2.24 2.24
2L_3L_XGM19 274,548 5.42 −5.57 0.09 1.71 1.71
1L_3L_XGM19 630,138 4.00 −4.21 −0.10 1.25 1.25
1R_2R_XGM19 209,389 7.56 −6.38 0.60 2.30 2.30
2R_3R_XGM19 221,006 9.66 −9.95 −0.15 3.26 3.26
1R_3R_XGM19 492,316 5.64 −5.08 0.29 1.71 1.71

ICESat-2_XGM19 2,096,381 6.19 −6.10 0.05 1.89 1.89

As shown in Figure 8, the directional components of the 2′ × 2′ gridded DOV derived
from cross-beam DOVs were calculated. Then, the XGM2019e_2159-DOV model and SIO
V31.1-DOV model were adopted to evaluate the precision of the derived gridded DOV. The
statistical results of the differences are shown in Tables 13 and 14.
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Remote Sens. 2023, 15, 30 15 of 21

Table 13. Statistics of differences between gridded DOVs calculated by the cross-beam DOVs and the
XGM2019e_2159-DOV model (Unit: arc_sec).

Beam Direction Max Min Mean Rms Std

1L_2L_XGM19
Meridian 30.62 −25.34 0.13 2.98 2.98

Prime 24.41 −35.12 0.35 2.24 2.24

2L_3L_XGM19
Meridian 29.54 −24.78 0.13 2.47 2.47

Prime 15.92 −31.94 −0.01 1.83 1.83

1L_3L_XGM19
Meridian 26.55 −17.20 0.10 1.78 1.78

Prime 23.15 −29.90 0.19 1.69 1.69

1R_2R_XGM19
Meridian 27.09 −33.69 −0.32 3.29 3.29

Prime 30.39 −32.02 −0.25 2.00 2.00

2R_3R_XGM19
Meridian 31.61 −28.21 0.16 4.02 4.02

Prime 30.94 −32.96 −0.35 2.66 2.66

1R_3R_XGM19
Meridian 28.23 −22.27 −0.06 2.24 2.24

Prime 38.68 −33.65 −0.32 1.76 1.76

ICESat-2_XGM19
Meridian 20.14 −17.69 0.01 1.74 1.74

Prime 24.56 −29.49 −0.01 1.60 1.60

Table 14. Statistics of differences between gridded DOVs calculated by the cross-beam DOVs and the
SIO V31.1-DOV model (Unit: arc_sec).

Beam Direction Max Min Mean Rms Std

1L_2L_SIO
Meridian 25.26 −18.77 0.17 2.72 2.72

Prime 38.87 −33.63 0.33 2.19 2.19

2L_3L_SIO
Meridian 27.99 −19.86 0.16 2.29 2.29

Prime 36.90 −30.49 −0.04 1.87 1.87

1L_3L_SIO
Meridian 23.20 −16.76 0.16 1.73 1.73

Prime 36.90 −30.49 0.13 1.66 1.66

1R_2R_SIO
Meridian 23.96 −24.88 −0.27 3.01 3.01

Prime 38.39 −29.69 −0.28 1.99 1.99

2R_3R_SIO
Meridian 32.71 −25.86 0.19 3.66 3.66

Prime 36.31 −30.63 −0.38 2.62 2.62

1R_3R_SIO
Meridian 23.68 −22.18 −0.01 2.08 2.08

Prime 37.47 −33.68 −0.13 1.82 1.82

ICESat-2_SIO
Meridian 22.38 −18.73 0.04 1.70 1.70

Prime 12.02 −12.21 −0.03 1.58 1.58

It can be seen from Table 13 that since the azimuth angle of the cross-beam DOV
is closer to the prime vertical direction than to the meridian direction, the precision of
the prime vertical component of the gridded DOV is higher than that of the meridian
component. Among the six different cross-beam combinations, the combination of the left
strong beam and the right strong beam, namely 1L_3L and 1R_3R, has higher precision than
the beam combinations containing 2L. One reason is that within the same time threshold,
the azimuths of the 1L_3L and 1R_3R combinations are closer to the prime vertical direction,
which results in the improvement of the precision of the prime vertical component. Second,
the precision of the left strong beam is similar to that of the right strong beam, resulting in
a higher precision for the combination of the left strong beam and the right strong beam.
The variation trend of the differences between gridded DOVs calculated by cross-beam
DOVs and the SIO V31.1-DOV model in Table 14 is similar to that in Table 13. It can be
concluded that the gridded DOV derived from cross-beam DOVs is helpful to improve the
precision of the prime vertical component.

4.4. Joint Along-Cross Beam DOV

To study the joint influence of the along-beam and cross-beam DOVs on the gridded
DOV, the DOV data in Tables 8 and 12 were combined. The cross-beam DOV data were
added to the along-beam DOV data to form the joint along-cross beam DOV data. The
XGM2019e_2159-DOV model was used to verify the precision of the combined DOV. Statis-
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tics of the differences between the joint along-cross beam DOV and the XGM2019e_2159-
DOV model are shown in Table 15.

Table 15. Statistics of differences between the joint along-cross DOV and the XGM2019e_2159-DOV
model (Unit: arc_sec).

Beam Beam Group Num Max Min Mean Rms Std

1L 1L_2L 475,037 6.04 −5.89 0.05 1.83 1.83
1L 1L_3L 826,898 4.18 −4.02 0.08 1.26 1.26
2L 2L_3L 428,698 4.99 −4.89 0.07 1.51 1.51
1R 1R_2R 395,840 5.50 −6.13 −0.31 1.82 1.82
1R 1R_3R 679,524 4.87 −5.29 −0.22 1.61 1.61
2R 2R_3R 370,331 8.00 −7.84 0.09 2.54 2.54

Along-Beam Cross-beam 3,163,518 5.46 −5.40 0.03 1.63 1.63

As shown in Figure 9, the directional component of the 2′ × 2′ gridded DOV is
calculated by using the combined DOV. The XGM2019e_2159-DOV model and SIO V31.1-
DOV model are used to evaluate the precision of the experimental results, and the statistical
results are shown in Tables 16 and 17. The results show that the precision of the meridian
component of the gridded DOV calculated by the joint along-cross beam DOV is higher
than that of the prime vertical component, which indicates that the joint along-cross beam
DOV can effectively improve the precision of the prime vertical component.

Table 16. Statistics of differences between gridded DOVs calculated by the joint along-cross beam
DOVs and the XGM2019e_2159-DOV model (Unit: arc_sec).

Beam Beam Group Direction Max Min Mean Rms Std

1L 1L_2L
Meridian 20.74 −19.91 0.02 0.94 0.94

Prime 24.64 −38.13 0.36 2.21 2.21

1L 1L_3L
Meridian 30.35 −16.59 0.03 1.01 1.01

Prime 23.29 −32.17 0.20 1.65 1.65

2L 2L_3L
Meridian 29.65 −17.67 0.02 0.93 0.93

Prime 18.15 −45.09 −0.01 1.79 1.79

1R 1R_2R
Meridian 18.62 −12.17 −0.02 0.86 0.86

Prime 39.13 −32.17 −0.24 1.97 1.97

1R 1R_3R
Meridian 19.85 −18.08 −0.02 0.95 0.95

Prime 38.70 −33.72 −0.33 1.75 1.75

2R 2R_3R
Meridian 18.47 −13.74 0.02 0.87 0.87

Prime 36.94 −33.29 −0.34 2.64 2.64

Along-Beam Cross-beam
Meridian 15.14 −14.79 0.01 0.84 0.84

Prime 16.79 −17.08 −0.12 1.55 1.55

Table 17. Statistics of differences between gridded DOVs calculated by the joint along-cross beam
DOVs and the SIO V31.1_DOV model (Unit: arc_sec).

Beam Beam Group Direction Max Min Mean Rms Std

1L 1L_2L
Meridian 26.03 −18.72 0.06 0.96 0.96

Prime 39.07 −40.21 0.30 2.15 2.15

1L 1L_3L
Meridian 25.87 −16.63 0.07 1.01 1.01

Prime 37.00 −32.25 0.16 1.64 1.64

2L 2L_3L
Meridian 21.96 −16.55 0.05 0.92 0.92

Prime 35.44 −35.27 −0.06 1.85 1.85

1R 1R_2R
Meridian 30.39 −16.86 0.01 0.86 0.86

Prime 37.28 −29.84 −0.28 1.98 1.98

1R 1R_3R
Meridian 18.49 −18.57 0.02 0.92 0.92

Prime 36.93 −33.75 −0.38 1.80 1.80
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Table 17. Cont.

Beam Beam Group Direction Max Min Mean Rms Std

2R 2R_3R
Meridian 20.47 −17.00 0.06 0.86 0.86

Prime 35.51 −30.96 −0.40 2.61 2.61

Along-Beam Cross-beam
Meridian 17.36 −15.70 0.04 0.80 0.80

Prime 38.31 −29.34 −0.03 1.51 1.51
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4.5. Gravity Anomaly

The 2′ × 2′ gravity anomalies in the SCS derived from the along-beam, cross-beam, and
joint along-cross beam DOVs are shown in Figure 10. The XGM2019e_2159-GRA model, SIO
V31.1-GRA model, and NCEI ship-borne gravity anomalies were adopted to evaluate the
quality of the gravity anomalies derived from three gridded DOVs. The difference statistics
are shown in Tables 18–20. The gravity anomalies derived from the joint along-cross beam
DOV were verified by the XGM2019e_2159-GRA model, SIO V31.1-GRA model, and ship-
borne gravity anomaly data, achieving the highest precision of 2.49 mGal, 3.06 mGal, and
4.41 mGal, respectively. For a long time, alleviating the nonuniform precision between the
meridian component and the prime vertical component of the deflection of the vertical
and determining the weights of the meridional and prime vertical components for marine
gravity field recovery has been key. In this paper, the gravity anomalies calculated by
the joint along-cross beam DOV prove that the multi-beam synchronous observation of
ICESat-2 can improve the precision of the gravity field.

Table 18. Statistics of differences between the along-beam DOV-derived gravity anomalies and the
XGM2019e_2159-GRA model, SIO V31.1-GRA model, and ship-borne gravity anomaly data (Unit: mGal).

Num Max Min Mean Rms Std

ICESat-2_XGM19 231,655 26.02 −25.58 0.18 2.76 2.76
ICESat-2_SIO 243,975 36.32 −37.18 −0.04 4.09 4.09
ICESat-2_ship 289,166 43.36 −45.34 −0.10 5.34 5.34
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Table 19. Statistics of differences between the cross-beam DOV-derived gravity anomalies and the
XGM2019e_2159-GRA model, SIO V31.1-GRA model, and ship-borne gravity anomaly data (Unit: mGal).

Num Max Min Mean Rms Std

ICESat-2_XGM19 231,655 32.16 −34.55 0.16 3.81 3.81
ICESat-2_SIO 243,975 39.14 −39.85 −0.02 3.83 3.83
ICESat-2_ship 289,166 40.19 −40.52 −0.05 4.93 4.93

Table 20. Statistics of differences between the joint along-cross DOV-derived gravity anomalies and the
XGM2019e_2159-GRA model, SIO V31.1-GRA model, and ship-borne gravity anomaly data (Unit: mGal).

Num Max Min Mean Rms Std

ICESat-2_XGM19 231,655 35.89 −37.54 0.16 2.49 2.49
ICESat-2_SIO 243,975 39.61 −40.86 −0.02 3.06 3.06
ICESat-2_ship 289,166 41.63 −42.36 −0.05 4.41 4.41
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5. Conclusions

In this paper, we take advantage of multibeam synchronous observations and the
high spatial sampling rate of the ICESat-2 satellite to calculate the along-beam, cross-beam,
and joint along-cross beam DOVs determined by ICESat-2 SSHs, and the corresponding
gridded DOVs and gravity anomaly with a grid of 2′ intervals in the SCS are also calculated.
The main results were summarized as follows.

(1) ICESat-2 and Jason-3/ERM SSHs have roughly the same precision, but the precision
of ICESat-2 SSHs is lower than that of Jason-3/ERM SSHs.

(2) The precision of the meridian component of gridded DOV calculated by the along-
beam DOV is higher than that of the prime vertical component. The azimuth angles of
the cross-beam DOV are mostly biased toward the prime vertical direction, resulting in
higher precision of the prime vertical component than that of the meridian component.
The meridian and prime vertical components calculated by the joint along-cross beam
DOV are verified by XGM2019e_2159-DOV model with the precision of 0.84′′ and 1.55′′,
respectively, and they are verified by SIO V31.1_DOV model with the precision of 0.80′′ and
1.51′′, respectively. It can be concluded that the joint along-cross beam DOV can effectively
improve the precision of the gridded DOV and reduce the precision difference between the
prime vertical component and meridian component of the gridded DOV.
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(3) The STDs of differences between gravity anomalies derived from the joint along-
cross beam DOVs and XGM2019e_2159-GRA model, SIO V31.1-GRA model, and the
ship-borne gravity anomalies are 2.49 mGal, 3.06 mGal, and 4.41 mGal, respectively, which
are higher than those derived from along-beam and cross-beam DOVs. Compared with
the traditional radar altimeter satellites, the precision of gravity anomaly derived from
ICESat-2 is not significantly improved. In addition to the precision and density of sea
surface height data, the gravity anomaly is also affected by other environmental factors,
including the coastline, water depth, and seabed terrain changes, which are also the key
to the study of marine gravity anomalies. ICESat-2 SSH data still show much room for
improvement in gravity field inversion.

Establishing a gravity anomaly model derived from multi-satellites altimeter data is a
major trend in marine research, which means that the technical method in this paper still
needs to be further improved. How to integrate altimeter data with different observation
frequencies and different survey missions to establish a high-precision and high-resolution
marine gravity anomaly model is a problem that needs to be considered in the next step.
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