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Abstract: Technological advances in Earth observation made images characterized by high spatial
and temporal resolutions available, nevertheless bringing with them the radiometric heterogeneity of
small geographical entities, often also changing in time. Among small geographical entities, hill lakes
exhibit a widespread distribution, and their census is sometimes partial or shows unreliable data.
High resolution and heterogeneity have boosted the development of geographic object-based image
analysis algorithms. This research analyzes which is the most suitable period for acquiring satellite
images to identify and delimitate hill lakes. This is achieved by analyzing the spectral separability of
the surface reflectance of hill lakes from surrounding bare or vegetated soils and by implementing a
semiautomatic procedure to enhance the segmentation phase of a GEOBIA algorithm. The proposed
procedure was applied to high spatial resolution satellite images acquired in two different climate periods
(arid and temperate), corresponding to dry and vegetative seasons. The segmentation parameters were
tuned by minimizing an under- and oversegmentation metric on surfaces and perimeters of hill lakes
selected as the reference. The separability of hill lakes from their surrounding was evaluated using
Euclidean and divergence metrics both in the arid and temperate periods. The classification accuracy
was evaluated by calculating the error matrix and normalized error matrix. Classes’ reflectances
in the image acquired in the arid period show the highest average separability (3–4 higher than in
the temperate one). The segmentation based on the reference areas performs more than that based on
the reference perimeters (metric ≈ 20% lower). Both separability metrics and classification accuracies
indicate that images acquired in the arid period are more suitable than temperate ones to map hill lakes.

Keywords: regionalization; geographic object-based image analysis; Euclidean distance; divergence;
hill lakes

1. Introduction

In recent years, the need for accurate classification procedures has led to the develop-
ment of object-based image analysis (OBIA) algorithms, referred to as geographic OBIA
(GEOBIA) if implemented to classify geographical entities. The object-based approach is
based on the idea that the information required to classify an image does not belong only
to a single pixel but to meaningful image objects and their mutual spatial relationships [1].

Blaschke [2] firstly, and Hossain and Chen [3] recently, presented the state of the art
of GEOBIA techniques, emphasizing that these techniques increase the accuracy of the
classification by synergistically using spectral and spatial information. GEOBIA, indeed,
overcomes the so-called “salt and pepper” [4] effect on classification typical of pixel-based
classification approaches. This result is obtained by delimitating spectrally homogeneous
regions by image segmentation. Of course, segmentation procedures never produce purely
homogeneous regions. However, the internal (within segment) heterogeneity is balanced
with the external (between segments) heterogeneity. If compared with reference objects,
automatic segmentation of an image produces over- and/or undersegmentation, thus
only partially representing the reality. Optimizing the setup of segmentation algorithms is
mandatory to improve classification accuracy.
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A tailored segmentation is required to improve the accuracy of segments to match the
real entities of the soil water vegetation system in the landscape. The soil water vegetation
system, indeed, has an intrinsic complexity made up of interconnected and (sometimes)
hardly distinguishable processes.

Indeed, resulting segments are generally regions generated by one or more homogeneity
criteria through their spectral information. Recent algorithms’ solutions have emphasized
how crucial spatial information is [5].

In the literature, many segmentation algorithms were implemented in open-source and
commercial software, allowing one to retrieve homogeneous and semantically consistent
groups of pixels. Not only is the pixels’ spectral information considered, but a combination of
spectral and spatial information is as well [6]. Recently, a generic framework for combining
multiple segmentations has been proposed [7]; the authors defined a segmentation confi-
dence score allowing quantification of the local agreement between the different input
segmentations. Johnson and Xie [8] used the variance and Local Moran’s index as a measure
of local heterogeneity. Other authors, such as those from [9], introduced an automated ap-
proach to parameterizing multiscale image segmentation. In this research, a semiautomatic
segmentation method was tested on hill lakes, since these are small enough to be seen by
low-orbit satellites.

Many methods use Earth observation images for the lake delineation, including
manual digitization, calculation of water indexes, hyperspectral indexes and methods
based on classifications, including GEOBIA. Manual digitization ensures higher accuracy,
although it is time-consuming and expensive [10]; water indexes (e.g., [11]) do not perform
accurately when lakes and surrounding surfaces share similar spectral signatures such as
hypertrophic water and dense vegetation in the wavelengths used for the calculation of
the water indexes. Index algorithms have been successfully developed for hyperspectral
images [12] including Short Wavelength Infrared, such as those acquired by the Hyperion
hyperspectral instrument. However, hyperspectral satellite instruments currently do not
provide high-spatial-resolution images. However, other authors developed quantitative
methods for deriving water fractional cover from Short Wavelength Infrared satellite data
based on the linear mixture theory [13].

The accuracy of GEOBIA, besides being influenced by the use of appropriate training
samples, mainly depends on the segmentation efficacy [14].

Hill lakes (sometimes referred to in the literature as hilly lakes) often consist of small
reservoirs playing an important role in the sustainable water management of agricultural
areas [15]. Indeed, their presence reduces losses of agricultural land, reduces dam silta-
tion, increases water table recharge and creates points for the development of irrigated
cropping [16].

Several manuscripts faced the delimitation of large water bodies in geomatics research
(e.g., [17–19]), while the extraction of hill lakes from satellite images has been under investi-
gated due to their small size, despite their widespread spatial distribution, numerousness,
and small size [20].

Nowadays, low-orbit satellites reach submeter or meter resolution [21,22], while in the
study area, hill lakes have extensions ranging from 20 to 105 m2, with an average surface of
2 × 103 m2 [23].

Besides the small surfaces, hill lakes are characterized by simple shapes that can be
roughly described as squares or rectangles.

Despite the spatial resolution of low-orbit satellite images being suitable to see small
entities, they bring with them the radiometric heterogeneity of the classes occurring in a
study area (mostly bare and vegetated soils, besides water surfaces) [24].

To account for the seasonal spectral behavior of the abovementioned classes, the method
was tested on two images out of two different periods: (i) a period when the water surface
area is close to its maximum and surrounding vegetation cover is vigorous; (ii) another
when the water surface area is at the minimum and surrounding plots are scarcely vege-
tated, sometimes dry, bare soils.
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The paper is organized as follows. In Section 2, the materials and methods are presented.
Specifically, in Sections 2.1 and 2.2, the study area and the spectral and spatial characteristics
of the selected satellite images are described. In Section 2.3, the methods, including the
spectral separability and the segmentation procedure tailored to the object-based classification
are briefly described. The results are presented and discussed in Section 3. In Section 4, the
main findings of the study are briefly summarized, and indications of the most suitable
time for acquiring satellite images to detect hill lakes are given. A list of the acronyms and
symbols used in the manuscript is reported in the Appendix A.

2. Materials and Methods
2.1. Study Area

The test area is located in western Sicily (Italy, Figure 1a). It is a subset of the Belice
River Basin (blue rectangle, in Figure 1b) and has an extension of about 70 km2. The whole
basin (panel b, black line) has an extension of 964 km2, and it is one of the largest catchments
in Sicily. The catchment is prevalently covered by grasslands and pastures (≈47%).
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Figure 1. Location map: (a) Italy (light green) in Europe (light grey); (b) the river basin (dashed
polygon) in Sicily (light green, south Italy) over-imposed the pilot area (blue rectangle). Coordinates
Reference Systems (CRS) were chosen according to the Decree 10 November 2011 entitled “Adoption
of the National Geodetic Reference System” issued by the Presidency of the Council of Ministers of
Italy (Official Gazette General Series n.48 of 27 February 2012—Ordinary Suppl. n. 37).

A great number of hill lakes (mostly small reservoirs for agricultural water supply)
are widespread in the basin. Their number and distribution were identified in high-spatial-
resolution Google Earth images acquired on 11 June 2018. The implemented dataset is made
of 797 (actual) reservoirs. The hydrographic network, like all the watercourses of Sicily,
exhibits a typical torrential character, particularly in the upstream branches. Hydrophyte
vegetation (mainly Rubus ulmifolius and Arundo donax) is associated with rivers and streams.

Besides the spectral variability of the soil water vegetation system characterizing most
of the natural catchments, the Belice River Basin was chosen because recent surveys by
the local water authority report that no hill lakes were built or dismissed in the 2015–2019
period [23]. While the Italian Committee for Large Dams, based on Earth Observation data
in 1988 and a regional census in 2010, reports that small reservoirs have increased by 60 %
in ~22 years, on the contrary, based on the Italian Environmental Data Yearbook (14th
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edition, 2016), small reservoirs should have decreased by ~23% in the 27 years from 1988 to
2015 [25].

2.2. Satellite and Climate Data

Two PlanetScope imageries were made available from Planet Labs Inc. (see portal
https://www.planet.com, accessed on 25 December 2022) within the Planet’s Education
and Research (E and R) Program. Images have a spatial resolution of 3 m and are composed
of 4 spectral bands (VIS–NIR). PlanetScope images were selected over clear-sky days (0%
cloud coverage).

The choice of the acquisition periods was based on the climatic characterization and
the temporal behavior of the spatially averaged vegetation index over the study area since
in different environments, accounting for climate and soil cover, the spectral separability of
water bodies from surrounding entities and their classification accuracies are expected to
change with seasons.

Within this research, a climatic characterization has been carried out by synthesizing
thermo-pluviometric conditions through a Péguy climograph [26] as delivered in [27] by
the Sicilian agro-meteorological information service (SIAS, Servizio Informativ Agrome-
tereologico Siciliano) of the Sicilian regional government (Regione Siciliana) [28].

Based on the Péguy climograph calculated at the SIAS meteorological station of Sciacca
(coordinates 4,162,344 North, 326,937 East, 56 m a.s.l), the area would be characterized by a
temperate climate for 7 months a year (from October to April with a peak in January, while
the remaining months shows an arid climate with the counterpart peak in August).

Regarding the temporal behavior of the vegetation cover, within this research, the
time occurrence of maxima and minima were decided based on the Terra Moderate Res-
olution Imaging Spectroradiometer (MODIS) vegetation indexes (MOD13Q1, Version 6)
product [29]. This product is generated every 16 days at 250 m spatial resolution as a Level
3 product. The MOD13Q1 product provides vegetation indexes, including the Normalized
Difference Vegetation Index (NDVI), based on a compositing approach [30]. In particular,
the algorithm chooses the best available pixel value from all the acquisitions from the 16
days based on the following criteria: low clouds, low view angle and the highest NDVI
value. The temporal behavior of this product is accessible through the MODIS and VIIRS
Land Products Global Subsetting and Visualization Tool [31].

Peaks of the vegetation index occur in different periods of the year depending on
the year itself [32]; for instance: (a) in 2018, the maximum (NDVI averaged on the whole
study area) was reached in March, while the minimum was reached in July; (b) in 2019,
the maximum of the spatially averaged NDVI occurred in January and March, while the
minimum occurred in August–September.

Considering both the climate characterization and the vegetation index temporal
behavior, an image acquired on the 15 January 2019 was analyzed to represent the spectral
characteristics of water surfaces and surrounding areas in the temperate period of the year,
and an image acquired on 3 August 2019 was representative of the spectral characteristics
in the arid period of the year. A color infrared (CIR) composite of the pilot areas (Figure 2)
allows vegetation to be readily distinguishable in the image. Vegetation emerges in shades
of red; soils vary from dark to light browns, and urban areas (sometimes bare soils as well)
are cyan blue, depending on their composition; riparian vegetation appears bright red;
hypertrophic water appears dark-reddish; oligotrophic water appears dark-bluish; turbid
water appears cyan. Both bare and vegetated soils (mainly riparian vegetation) are shown
in the arid period image (left panel, a), while a higher cover of vegetated soil is shown in
the temperate period image (right panel, b).

https://www.planet.com
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2.3. Methods

To discuss the most appropriate season to select high spatial resolution satellite images
to identify and correctly delimitate hilly lakes, the following procedure was implemented
(see flowchart in Figure 3).
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Figure 3. Flowchart of the procedure to test the proposed method.

The segmentation routine is iterated to determine the best set of parameters minimiz-
ing both the under- and oversegmentation of satellite images acquired in different periods
of the year. Several segments are selected: (i) to analyze the spectral separability among
different classes; (ii) to run the classification procedure. The accuracy of the classification
is assessed by calculating producer, user and overall accuracy, as well as Cohen’s kappa
coefficient. Misclassified entities are analyzed to highlight whether the error is due to the
segmentation or classification process.

The proposed procedure consists of three blocks: (i) firstly, the segmentation algorithm
and the criteria to assess the parameters producing the best segmentation were chosen;
(ii) then, the spectral separability between the entities chosen as a benchmark (hill lake
class in this study case, mostly small agricultural reservoirs) and the others were analyzed;
(iii) finally, once the images were classified, its accuracy was estimated as well as the
spectral characteristics of the images, allowing one to discuss the performance of mapping
the geographical entities.

Once the procedure was tested on pilot areas for both images acquired in the arid and
temperate periods, it was applied and verified over the entire basin.

2.4. Segmentation

The key phase of the GEOBIA procedure is the tuning of the segmentation algo-
rithm [3]. Some authors [33] provided a review of image segmentation techniques limiting
the analysis to optical remote sensing. Indeed, compared to optical images, radar image
segmentation techniques [34,35] still represent a challenging task because of the presence
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of speckle noise. Different segmentation algorithms have been implemented and tested in
recent years for water-body detection and delimitation [36–43]. Among these, the Felzen-
szwalb and Huttenlocher algorithm [44] is implemented within the scikit-image library
and interfaced with the Python library, Remote Sensing and GIS software library (RSGIS-
Lib). Additionally, the segmentation algorithm proposed by Shepherd et al. [45] is already
implemented in the RSGISLib library [46].

Within this research, the Shepherd et al. [45] segmentation algorithm was applied.
As reported by the authors, it compares favorably in most assessment metrics with other
well-known methods such as multiresolution segmentation [47] implemented in eCogni-
tion [48] or the commonly used mean-shift [49] implemented within the Orfeo toolbox [50]
when applied to a typical rural landscape.

An advantage of the Shepherd et al. algorithm [45] is the presence of a threshold that
prevents small water bodies that are spectrally distinct from their neighbors to be merged
with other areas due to their size.

A procedure was implemented to tune the segmentation parameters by minimizing
an under- and oversegmentation metric. The segmentation was tuned on surfaces and
perimeters of hill lakes that are small enough to be seen by low-orbit satellites.

The following segmentation parameters were calibrated by applying an iterative
procedure: the number of clusters, k; the subsampling of the image for the data used
within the segmentation, s; the minimum number of pixels within a segment, p; the spectral
distance threshold for joining the segments, d (symbols’ meaning and units are reported in
the Appendix A).

To optimize the segmentation procedure, a segmentation quality metric (D) was
minimized [51,52]. The combined metric D has the structure of the root mean square error,
RMSE, and it minimizes the oversegmentation metric, OS, and the undersegmentation
metric, US, according to the Equation (1) [53]:

D = (OS2 + US2)0.5, (1)

where OSi =
ARi−A (Ri∩Si)

ARi
and USi =

ASi−A (Ri∩Si)
ASi

.
The metric D was averaged over the whole reference dataset (D = Di) to assess the

overall performance of a given quadruple of segmentation parameters.
The operation A (Rj ∩ Si) indicates the area of a spatial intersection between two

polygon vector layers, specifically the overlap of the reference polygon and the segment
(see “OpenGIS Implementation Specification for Geographic information—Simple feature
access—Part 1: Common architecture”, https://www.ogc.org/standards/sfa, accessed on
13 November 2022).

The expression ARi − A (Ri ∩ Si) indicates the area of a reference polygon underes-
timated by a segment, while the expression ASi − A (Ri ∩ Si) indicates that the area of a
reference polygon is overestimated by a segment [54]. A segment could be larger than a
reference polygon on one side and smaller on another side of the same reference polygon,
i.e., over- and undersegmentation could coexist.

The values of AR were calculated by manually digitizing lake boundaries and then
assumed to be reference polygons; on the other hand, AS is calculated based on the segmen-
tation algorithm. Segments were selected according to the Equalized Random Stratified
sampling method [55], which selects segments that are randomly distributed within each
class, where each class has the same number of segments. The most suitable segmentation
is the one producing the higher overlap with the reference areas and the lower value of
D. To find the best set of parameters corresponding to the minimum value of D, a domain
reduction technique was applied [56], implemented and tested in a Python routine over
the pilot areas.

https://www.ogc.org/standards/sfa
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2.5. Spectral Separability

The analysis of spectral separability is a fundamental step to understanding whether a
class could be confused with other ones: specifically, the hill lakes with surrounding bare
and/or vegetated soil.

Different distance metrics could be used, including the simple Euclidean spectral
distances between their means, the divergence; the transformed divergence, and the Jeffries–
Matusita distance [57,58].

Separability was computed on the bottom of atmosphere reflectance using normal-
ization of the Euclidean distance formulation [59]. The normalized Euclidean distance, dE,
was obtained by rationing the Euclidean distance to its maximum value resulting from
the classes.

However, the Euclidean distance does not account for clusters distributions; thus,
more sophisticated separability measures such as the divergence (dD) [57] can be used,
accounting for multivariate Gaussian distributions between two classes (i and j) according
to the following formulation (2) [60]:

dD =
1
2

tr
[(

Ci − Cj
)
×
(

C−1
i − C−1

j

)]
+

1
2

tr
[(

C−1
i − C−1

j

)
×
(
µi − µj

)
×
(
µi − µj

)T
]
, (2)

In Equation (2), i and j refer to two signatures (classes) being compared; Ci and Cj
indicate their covariance matrices, respectively; tr is a trace function, i.e., the sum of the
elements of the diagonal of a square matrix; and T indicates transposition function.

Both spectral separability metrics were evaluated for the arid and temperate periods
in the pilot areas to highlight whether and to what extent segments selected to train the
classification algorithm could produce classes that can be confused with each other.

2.6. Classification

Once the best set of segmentation parameters were determined, it was possible to
classify both images representing the temperate and arid periods, thus evaluating the best
performance in delimiting hill lakes in terms of classification accuracy.

A multitude of machine learning classifiers can be trained on the same reference data
to accomplish comparable performances during a test phase [61].

Several supervised classifiers are implemented in the Python library scikit-learn [62],
including the support vector machines’ supervised learning methods [63], the decision
tree nonparametric supervised learning method [64] and neural network supervised clas-
sification models [65], among others, with different classification algorithms resulting in
different classification performances. However, the purpose of the research is not strictly to
compare the accuracy of a classification algorithm but to verify whether the choice of an
input image acquired in one season rather than another influences the identification and
delimitation of hilly lakes.

Among machine learning classifiers, the nearest neighbor classifier, NN [66], imple-
mented in the Python library scikit-learn [62], was selected and embedded in the classifica-
tion code.

The classifier was trained by choosing a number of segments to be representative of
each class. The object inherits the class from the closest sample object in the training set.
Then, the classification accuracy was tested by verifying a number n of reference segments
of the total number of segments N to ensure a given level of precision error e [67,68] (3):

n = N/
(

1 + N × e2
)

(3)

Take a Random Forest (RF) algorithm as a comparison [24,69]. It is a perturb-and-combine
technique [70] specifically designed for trees, already implemented in the sklearn.ensemble
module. The RF algorithm was also applied to the pilot areas just to verify if the user and
producer classification accuracy upset the results of the NN classifier and if the resulting
overall accuracy is remarkably different (presumably higher).
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The goodness of the classification was finally evaluated by calculating: the producer’s
accuracy, PA and the user’s accuracy, UA, for each class; as well as the overall accuracy,
OA [71] and Cohen’s kappa coefficient, K [72,73]. The classification metrics were evaluated
for the pilot area and the whole basin.

Some authors [74,75] advocate normalizing error matrices to homogeneous margins
to allow comparison of classifications that differ for the reference sample or the represented
region. The error matrix is normalized using an iterative procedure [76] so that every row
and column sum to a common value. It is worth highlighting that the motivation is not to
improve the assessment precision. Other authors [77] motivate normalizing error matrices
to assess how much the difference in K coefficient may be due to differences in the original
marginal proportions. Nevertheless, a critical evaluation of normalizing an error matrix is
given by Stehman [78].

There are a variety of formulations to assess the chance of agreement beyond chance [79];
however, the one that is commonly adopted in remote sensing is Cohen’s kappa coefficient.
Among the scales for the interpretation of the Cohen coefficient (e.g., [80–82]), the one
provided by Landis and Koch [82] has been adopted, since it is, again, widely applied in
remote sensing.

The proposed methodological approach aims to select the more suitable acquisition
period to carry out a census of the small lakes over a wide region.

3. Results and Discussion

In this Section, the results obtained through segmentation, spectral separability and
object-based classification are described.

3.1. Segmentation

The Python code, developed to optimize the segmentation of the hill lakes, was first
trained on the areas, AR., of 30 lakes selected as the reference, then on their perimeters.

The best set of parameters was chosen through a domain reduction technique com-
posed of two iterative phases: a first rough tuning and a final fine tuning.

The rough tuning on the areas of the reference lakes allowed for reducing the com-
putational demand by narrowing the parameters’ domain of ~64–93% depending on the
parameter.

The range of variability of the segmentation parameters was explored by selecting a
discretization step equal to 10 during the rough tuning and then by selecting a discretization
step equal to 5 during the fine tuning.

The fine tuning aimed to select the quadruple of parameters optimizing the matching
of the areas or the perimeters of the selected reference lakes.

Generally, the mode of D (histogram peak in Figure 4) achieved in the pilot area in the
arid period was lower (thus better) than in the temperate one.

The peak of the histogram representing the arid period, f D (black bars), is lower than
that characterizing the temperate one (blue bars); thus, the FD curve for the pilot area
representing the arid period is lower than the temperate one.

Segmentation parameters resulting from the rough and fine tuning were used for
training the surface, and perimeters of the reference polygons for both pilot areas in the
arid and temperate periods are reported (Figures 5–8). Both D(k) and D(s) do not exhibit a
clear range of variability (of k and s) to locate the minimum D. On the contrary, D(p) and
D(d) decrease then increase, thus clearly showing a minimum.
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The range explored in the second iteration (fine tuning, blue dots) resulted from the
first iteration (rough tuning, black dots).

All the parameters’ combinations at step 5 were explored, resulting in 625 iterations.
Once refining the discretization step from 10 to 5, results indicate that the same value of

D can be obtained with a different quadruple of parameters differing for just one parameter,
thus highlighting that a discretization limit has been reached and any further refining of
the discretization step would be worthless.

The best quadruple of parameters after the two iterations characterized the best
matching between the areas of the segments with the areas of the reference lakes. The best
quadruple of parameters allowed achieving DA ∼= 0.14 for the arid and DA ∼= 0.22 for
the temperate (Table 1) periods; the ranges of the variability of the parameters explored
through the two iterations are also shown between square brackets.

Table 1. Segmentation parameters, images acquired in arid and temperate periods.

k S P d DA

1st phase range: both [5, 60] [5, 200] [5, 300] [5, 300]
2nd phase range: arid [5, 25] [15, 35] [90, 110] [90, 110]

temperate [10, 30] [100, 120] [90, 110] [90, 110]
best parameters: arid 15 25 105 90 0.14

temperate 20 110 105 95 0.22

Of course, the best quadruple of parameters allowing the best matching with the area
of the reference surface (minimum DA) in principle does not guarantee the best matching
between the perimeters of the segments and the perimeters of the reference lakes (minimum
DP) (Figure 8).
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The best performances in terms of matching with the perimeters of the reference lakes
were DP ∼= 0.12 for the pilot areas in the arid period and DP ∼= 0.15 for the temperate one
(Table 2).

Table 2. Segmentation parameters and images acquired in arid and temperate periods.

k S p d DP

1st phase range: both [5, 60] [5, 200] [5, 300] [5, 300]
2nd phase range: arid [40, 60] [110, 130] [10, 30] [175, 195]

temperate [45, 65] [115, 135] [5, 25] [175, 195]
best parameters: arid 50 120 20 185 0.12

temperate 55 125 15 185 0.15

A comparison between areas AS and AR (Figure 9) shows that in the image representing
the arid period (panel a), areas were overestimated (∼=20% with an r2 ∼= 0.99); instead, in
the one representing the temperate one (panel b), two different groups emerge. One of
those overestimates the reference areas (∼=30%, with a determination coefficient r2 ∼= 0.99),
while the other underestimates the reference areas (∼=32%, r2 ∼= 0.98).
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The metric of the segmentation optimized to match the perimeters of the lakes was∼=0.12
for the arid period and ∼=0.15 for the temperate one. Results highlight that the segmentation
based on the reference areas performs more than that based on the reference perimeters;
furthermore, the image acquired in the arid period is more suitable than that acquired in
the temperate period also aiming to match the perimeters.

Given the broad interest in determining the surface of water bodies [23,83–85], seg-
mented images were then classified based on the set of parameters determined by minimiz-
ing the metric for reference areas.

3.2. Spectral Separability

The Euclidean and divergence spectral separability metrics allowed for assessing the
separability between hill lakes (L) versus dark soil (DS), light soil (LS), densely vegetated
soil (DV) and vegetated soil (V), thus quantifying to what extent the L class can be confused
with other classes (Figure 10).
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Figure 10. Histogram of the separability distance for the pilot areas representing the arid (black) and
temperate (blue) periods: (a) normalized Euclidean distance, dE; (b) normalized divergence, dD.

Results show that, in the arid period, the densely vegetated soil class could be spec-
trally confused with the hill lakes’ class (dE = 0.40 and dD = 0.10); while in the temperate
period, the dark soil class is the one that could be more easily misclassified with the hill
lakes’ class (dE = 0.01 and dD = 0.02). The average dE and dD are reported in Table 3 to
synthesize the effect of the period of acquisition on spectral separability.

Table 3. Average normalized spectral separability using all the spectral bands for both the Euclidean
and the divergence metrics in the arid and temperate periods.

Euclidean Divergence

Pilot area, arid period 0.49 0.39
Pilot area, temperate period 0.12 0.14

Results indicate that images acquired in the arid period should be more suitable to
distinguish the class hill lakes from other surfaces than those acquired in the temperate
one. Indeed, the average separability using both the Euclidean and Divergence metrics in
the arid period were ∼=4-and 3-times higher than those obtained in the temperate one.

3.3. Classification

The NN and the RF algorithms were used to classify the pilot area and the whole
catchment. The classification accuracies were evaluated both on the images representing
the arid and temperate periods.

Here, a comparison of the lakes detected by classifying the pilot area in both arid and
temperate periods (Figure 11) using the NN algorithm is shown.

The majority of the lakes (50) were classified by processing the image representing
the arid period (UA = 1, PA ∼= 0.75), while six hill lakes were misclassified as dark soil
and four as densely vegetated soil. Among these 10, only 1 misclassification was due to a
segmentation error (densely vegetated soil). A lower number of lakes (37) were classified
only by the image in the temperate period (UA ∼= 0.23, PA ∼= 0.58), while 23 dark soils
were classified as hill lakes due to segmentation errors and five lakes were classified as
dark soil due to classification errors. This could be due to the increasing similarity of the
water and wet soil spectral signatures for increasing soil water content [86]. Using both the
images representing the arid and temperate periods, 62 lakes out of 76 were identified in
the pilot area.



Remote Sens. 2023, 15, 262 14 of 22

Remote Sens. 2023, 15, 262 14 of 23 
 

 

Here, a comparison of the lakes detected by classifying the pilot area in both arid 
and temperate periods (Figure 11) using the NN algorithm is shown. 

 
Figure 11. Spatial distribution of the hill lakes in the pilot area resulting from the segmenta-
tion-classification process. Cyan points represent lakes identified both from the images represent-
ing the arid and temperate periods; black points identify lakes classified only in the arid period; 
blue points identify lakes classified only in the temperate one. 

The majority of the lakes (50) were classified by processing the image representing 
the arid period (UA = 1, PA ≅ 0.75), while six hill lakes were misclassified as dark soil and 
four as densely vegetated soil. Among these 10, only 1 misclassification was due to a 
segmentation error (densely vegetated soil). A lower number of lakes (37) were classified 
only by the image in the temperate period (UA ≅ 0.23, PA ≅ 0.58), while 23 dark soils were 
classified as hill lakes due to segmentation errors and five lakes were classified as dark 
soil due to classification errors. This could be due to the increasing similarity of the water 
and wet soil spectral signatures for increasing soil water content [86]. Using both the 
images representing the arid and temperate periods, 62 lakes out of 76 were identified in 
the pilot area. 

It is worth highlighting that the segments selected from the two images are different. 
For quantifying the classification accuracy, 150 segments were selected (30 segments for 
each class) out of a total of ~ 20,000 segments, allowing one to reach a level of precision < 
0.1 (≈ 0.08). 

By aggregating the classes into hill lakes versus other classes, the overall accuracy 
(OA ≅ 0.93 and ≅ 0.81 for the arid and temperate periods, respectively) confirms the out-
comes of the spectral separability analysis. Indeed, the overall accuracy for the image 
representing the arid period is higher than that characterizing the temperate one (Table 
4); accordingly, the dE for the arid period (black histograms in Figure 5) is higher than the 
one characterizing the temperate one (blue histogram). These accuracies decrease by 0.06 
and 0.09 over the images representing the arid and temperate periods, respectively, after 
taking into account the agreement by chance. The Cohen coefficient K, indeed, was 0.68 
over the image representing the arid period and 0.58 over the image representing the 
temperate one. Based on the Landis and Koch scale [82], the agreement beyond chance 

Figure 11. Spatial distribution of the hill lakes in the pilot area resulting from the segmentation-
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identify lakes classified only in the temperate one.

It is worth highlighting that the segments selected from the two images are different.
For quantifying the classification accuracy, 150 segments were selected (30 segments for
each class) out of a total of ~20,000 segments, allowing one to reach a level of precision <0.1
(≈0.08).

By aggregating the classes into hill lakes versus other classes, the overall accuracy
(OA ∼= 0.93 and ∼=0.81 for the arid and temperate periods, respectively) confirms the
outcomes of the spectral separability analysis. Indeed, the overall accuracy for the image
representing the arid period is higher than that characterizing the temperate one (Table 4);
accordingly, the dE for the arid period (black histograms in Figure 5) is higher than the one
characterizing the temperate one (blue histogram). These accuracies decrease by 0.06 and
0.09 over the images representing the arid and temperate periods, respectively, after taking
into account the agreement by chance. The Cohen coefficient K, indeed, was 0.68 over the
image representing the arid period and 0.58 over the image representing the temperate one.
Based on the Landis and Koch scale [82], the agreement beyond chance can be considered
to be “substantial” (0.6 < K ≤ 0.8) for the arid period image and “moderate” (0.4 < K ≤ 0.6)
for the temperate one.
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Table 4. Error matrix of the NN classification. When the achieved accuracy is higher than that
achieved by the RF classifier, its value is underlined.

Classified
Arid Period Temperate Period

L LS DS DV V PA L LS DS DV V PA

Reference

L 30 0 6
(CL)

4
(3CL + 1SE) 0 0.75 7 0 5

(CL) 0 0 0.58

LS 0 20 4 0 0 0.83 0 27 1 1 1 0.90
DS 0 3 15 0 0 0.83 23 (SE) 3 22 6 2 0.39
DV 0 0 0 23 7 0.77 0 0 2 18 1 0.86
V 0 7 5 3 23 0.61 0 0 0 5 26 0.84

UA 1 0.67 0.50 0.77 0.77 0.23 0.90 0.73 0.60 0.87

OA 0.74 0.67
K 0.68 0.58

By aggregating the classes into hill lakes versus other classes, the overall accuracy
(OA ∼= 0.93 and ∼=0.81 for the arid and temperate periods, respectively) confirms the
outcomes of the spectral separability analysis. Indeed, the overall accuracy for the image
representing the arid period is higher than that characterizing the temperate one (Table 4);
accordingly, the dE for the arid period (black histograms in Figure 5) is higher than the one
characterizing the temperate one (blue histogram). These accuracies decrease by 0.06 and
0.09 over the images representing the arid and temperate periods, respectively, after taking
into account the agreement by chance. The Cohen coefficient K, indeed, was 0.68 over the
image representing the arid period and 0.58 over the image representing the temperate one.
Based on the Landis and Koch scale [82], the agreement beyond chance can be considered
to be “substantial” (0.6 < K ≤ 0.8) for the arid period image and “moderate” (0.4 < K ≤ 0.6)
for the temperate one.

After normalizing (Table 5) the error matrices, the overall accuracies increase to 0.87
and 0.72 for the images representing the arid and temperate periods. The agreement beyond
chance increases as well to 0.83 and 0.65 to “almost perfect” and “substantial” agreement
(arid and temperate periods, respectively).

Table 5. Normalized error matrix of the NN classification. When the achieved normalized accuracy
is higher than that achieved by the RF classifier, its value is underlined.

Classified
Arid Period Temperate Period

L LS DS DV V PA L LS DS DV V PA

Reference

L 1 0 0 0 0 1 0.58 0 0.42 0 0 0.58
LS 0 0.83 0.17 0 0 0.83 0 0.93 0.03 0.02 0.02 0.93
DS 0 0.17 0.83 0 0 0.83 0.42 0.07 0.41 0.07 0.03 0.41
DV 0 0 0 0.83 0.17 0.83 0 0 0.14 0.79 0.06 0.88
V 0 0 0 0.16 0.83 0.83 0 0 0 0.12 0.88 0.88

UA 1 0.83 0.83 0.83 0.83 0.58 0.93 0.41 0.79 0.88

OA 0.87 0.72
K 0.83 0.65

Before normalization, the value of K was 8% lower than the OA in the arid period, and
13% lower than the OA in the temperate one. After normalization, the difference between
K and OA was changed (it was reduced) due to the differences in the original marginal
proportions; indeed, the value of K was 5% lower than the OA in the arid period and 10%
lower than the OA in the temperate one.

The highest overall accuracy and agreement beyond chance are reached by classifying
the image representing the arid period.

The lower spectral separability characterizing the hill lakes versus dark soil in the
temperate period was confirmed by the accuracy assessment analyses; looking at Table 4,
23 of the 30 hill lakes used as reference were classified as dark soil instead of hill lakes.
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To corroborate the indications of the NN classifier, the RF classifier was run over the
same images. The PA values of the RF classification over the image representing the arid
period resulted in a better performance compared to the NN classifier; additionally, the UA
values of the RF classification confirmed an improved classification.

Over the image representing the temperate period, the PA values were better except for
the LS and DS classes, while the UA values were worse compared to the NN classification
except for the DS class.

Again, the RF classifier achieved better results over the image representing the arid
period (the OA and K of the error matrix were equal to 0.90 and 0.88) and worse results
over the image representing the temperate one (the OA and K were equal to 0.53 and 0.41).

Once accuracies are normalized, the PA values of the RF classification over the image
representing the arid period confirmed the better performance of the RF compared to the
NN classifier; furthermore, the UA values of the RF classification confirm the RF better
performance as well.

Over the image representing the temperate period, the RF classifier resulted in higher
PA values except for the L, DV and V classes, while the UA values were worse compared
to the NN classification except for the L and DS classes. Overall, the OA and K of the
normalized error matrix were equal to 0.91 and 0.89 over the arid period image and 0.71 and
0.64 over the temperate period image. However, not all the PA and UA values improved,
although, as expected, the RF performed slightly more accurately, especially over the arid
period image.

Then, as a result of the segmentation–classification procedure, some typical segmenta-
tion and classification errors are shown (Figure 12).
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Figure 12. Segmentation or classification issues (yellow line bounded polygons) overimposed to
the CIR composition of the images representing the arid and temperate periods (upper and lower
panels, respectively): (a) erroneous segmentation; (b,c) misclassification; (d) correct segmentation
and classification.

In the image representing the arid period, panel (a) shows that the lake is underseg-
mented; indeed, the segment includes the surrounding vegetation; panel (b) shows that
although the lake is correctly segmented, it is misclassified as densely vegetated soil (DV).
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In the image representing the temperate period, panel (c) shows that although the
lake is correctly segmented, it is classified as dark soil (DS); finally, a lake that is accurately
segmented and correctly classified is shown in panel (d).

By classifying the image of the arid period over the whole catchment, 531 of 797 lakes
were identified. The OA and K over the whole study area were 0.69 and 0.62, respectively
(Table 6), and these values increase to 0.72 and 0.65 after normalization. Based on the
Landis and Koch scale [35], the agreement beyond chance can be considered as substantial
(0.6 < K ≤ 0.8).

Table 6. Accuracy assessment of the image of the arid period over the whole basin.

Classified
Not Normalized Error Matrix Normalized Error Matrix

L LS DS DV V PA L LS DS DV V PA

Reference

L 21 0 4 2 3 0.70 0.71 0 0.15 0.05 0.08 0.71
LS 0 24 2 0 2 0.86 0 0.83 0.10 0 0.07 0.83
DS 7 3 21 7 5 0.49 0.17 0.06 0.56 0.11 0.10 0.56
DV 2 0 2 18 0 0.82 0.12 0 0.14 0.74 0 0.75
V 0 3 1 3 20 0.74 0 0.11 0.05 0.09 0.75 0.75

UA 0.70 0.80 0.70 0.60 0.67 0.71 0.83 0.56 0.74 0.75

OA 0.69 0.72
K 0.62 0.65

Of course, by aggregating the classes into hill lakes versus other classes, the overall
accuracy increases (OA ∼= 0.88, no matrix normalization accounted for). Moreover, seasonal
variations of the water level, mainly due to irrigation and rainfall, affect the extension of
the reservoirs that are different in the two periods. However, the lake’s steep banks (45–60◦)
limit the variation of water surface area.

4. Conclusions

In conclusion, the proposed procedure was set up for analyzing the suitability of Earth
observation periods for classifying features whose spectral separability change over time.

The procedure allowed one to describe the errors occurring both in the segmentation
and classification phases of a GEOBIA algorithm. The spectral separability of the lakes from
surrounding entities in the arid period is higher than in the temperate one: the average
normalized Euclidean separability of water surfaces from soil and vegetation is ≈4-times
higher than in the temperate period (≈3-times higher by considering the divergence metric).

Coherently, in the arid period, the metric of the segmentation optimized to match
lakes’ areas was lower (∼=0.14) than that achieved in the temperate one (∼=0.22).

In accordance with the separability analysis, the classification using the Nearest Neigh-
bor classifier returned a higher overall accuracy after normalization on the image represent-
ing the arid period (∼=0.87 versus ∼=0.72 in the temperate one). Moreover, the estimation of
the extent of the lakes in the pilot area during the arid period was satisfying in terms of the
determination coefficient (r2 ∼= 0.99), although it was characterized by an overestimation of
20%. It is worth highlighting that despite the seasonal variations of the water level, which
depend on rainfall and irrigation seasons, the steepness of the banks limits the variation of
the water surface.

An analysis of lakes’ classification errors highlights that: low producer accuracy in the
pilot area during the arid and temperate periods (0.75 and 0.58, respectively) are mainly
due to classification errors (9 of 10 in the pilot area during the arid period and 5 of 5 in the
temperate one); user accuracy in the temperate period was unsatisfactory (0.23), implying
that combining lakes classified through both images is not advisable.

However, further research is required to investigate the effect of the trophic level on
the spectral separability of hill lakes from surrounding features since the water trophic
state rules the irradiance water attenuation through the water column [87] and the water
spectral reflectance [88] at the surface.
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Additionally, results are representative of arid and temperate climates as classified by
the Péguy climograph; however, other climate indexes [89] could be employed to select
case studies representative of different climates worldwide.
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Abbreviations

Acronym Meaning
CIR Cooler infrared
CRS Coordinates Reference Systems
DS Dark soil
DV Densely vegetated soil
GEOBIA Geographic Object-Based Image Analysis
GIS Geographic Information System
L Hill lake
LS Light soil
MODIS Moderate Resolution Imaging Spectroradiometer
NIR Near Infrared
NN Nearest Neighbor classifier
OBIA Object-Based Image Analysis
RF Random Forest
RSGISLib Remote Sensing and GIS software library

SIAS
Servizio Informativo Agrometereologico Siciliano,
Sicilian agro-meteorological information service

V Vegetated soil
VIIRS Visible Infrared Imaging Radiometer Suite
VIS Visible

Appendix A

Table A1. List of Symbols.

Symbol Meaning Unit

A (Ri ∩ Si) Area of the intersection between the reference and segmented polygons (m2)
AR Area of the reference surfaces (m2)
AS Area of the segments (m2)
CL Misclassified entities (number)
Ci, Cj Covariance matrices of the signatures i and j (—)
f D Frequency of occurrence of D (—)
FD Cumulate of f D (—)
d Distance threshold for joining the segments (m)
dE Normalized Euclidean distance (—)
dD Normalized Divergence (—)
D Root mean square of the over and under segmentation quality metric (—)
DA D quality metric calibrated to match the areas of the reference polygons (—)

https://knb.ecoinformatics.org
https://doi.org/10.5063/F1X34VWC
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Table A1. Cont.

Symbol Meaning Unit

DP
D quality metric calibrated to match the perimeters of the reference
polygons (—)

e Level of precision error (—)
k Number of clusters (—)
K Cohen’s kappa coefficient (—)
n Number of reference segments (—)
N Total number of segments (—)
NDVI Normalized Difference Vegetation Index (—)
OA Overall accuracy (—)
OS Oversegmentation (—)
p Minimum number of pixels within a segment (—)
PR Perimeter of the reference surfaces (m)
PS Perimeter of the segments (m)
PA Producer’s accuracy (—)
s Subsampling of the image for the data used within the segmentation (—)
SE Mis-segmented entities (number)
UA User’s accuracy (—)
US Undersegmentation (—)
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