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Abstract: In near-field remote sensing, noncontact methods (radars) that measure stage and surface
water velocity have the potential to supplement traditional bridge scour monitoring tools because
they are safer to access and are less likely to be damaged compared with in-stream sensors. The
objective of this study was to evaluate the use of radars for monitoring the hydraulic conditions
that contribute to bridge–pier scour in gravel-bed channels. Measurements collected with a radar
were also leveraged along with minimal field measurements to evaluate whether time-integrated
stream power per unit area (Ω) was correlated with observed scour depth at a scour-critical bridge in
Colorado. The results of this study showed that (1) there was close agreement between radar-based
and U.S. Geological Survey streamgage-based measurements of stage and discharge, indicating that
radars may be viable tools for monitoring flow conditions that lead to bridge pier scour; (2) Ω and
pier scour depth were correlated, indicating that radar-derived Ω measurements may be used to
estimate scour depth in real time and predict scour depth based on the measured trajectory of Ω. The
approach presented in this study is intended to supplement, rather than replace, existing high-fidelity
scour monitoring techniques and provide data quickly in information-poor areas.

Keywords: radar; noncontact; bridge scour; stream power; discharge; velocity; river; probability concept

1. Introduction

Federal and state transportation departments are responsible for maintaining approxi-
mately half a million bridges spanning streams and rivers in the United States, which can be
compromised by scour caused by channel realignment or changes in sediment transport [1].
Bridge scour, defined as the erosion of bed sediment near bridge foundations, is the leading
cause of bridge failure in the United States [2–4] and costs upwards of USD 50 million per
year [5]. Failure caused by bridge scour can occur suddenly, making scour monitoring a
crucial part of the strategy to mitigate scour-related bridge failure [6,7]. A scour monitoring
plan is typically defined in a plan of action (POA), which is required for “scour critical”
bridges identified in Item 113 of the National Bridge Inventory and is developed by the
bridge owner [1]. The purpose of a POA is to define site-specific actions that will be taken
to correct scour problems and minimize the potential for bridge failure [1]. In the state
of Colorado, many of the 200+ bridges classified as “scour critical” are located in remote
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areas where traditional scour monitoring techniques, such as visual inspections and/or
in-stream instrumentation, require additional time and cost [1,8,9]. Furthermore, many
bridges in the state cross steep, high-energy mountain rivers, which pose additional risks to
field personnel and lead to a high likelihood that in-stream equipment could be damaged
during a flood.

In near-field remote sensing, noncontact instruments have the potential to supplement
traditional bridge scour monitoring tools because they are less likely to be damaged and are
safer for field personnel to access [1,9–12]. Noncontact instruments capable of measuring
scour directly, such as ground-penetrating radar or continuous seismic reflection profiling,
are promising but are not yet fully operational [1,11,13–19]. Instead, Doppler velocity
radars coupled with pulsed (stage) radars are a fully operational alternative that can be
deployed quickly to measure the hydraulic conditions under which scour occurs [12,20].

The primary objective of this study was to evaluate the use of noncontact methods
(radars) for monitoring the hydraulic conditions that contribute to bridge–pier scour in
gravel-bed channels. Radars measure surface water velocity and stage, and once calibrated
with basic site information, they can be used to estimate discharge using the probability
concept (PC) method [21–26]. Combined with measurements from radars, the PC method
can be used to measure discharge rapidly and eliminates the need to develop costly, time-
intensive stage–discharge rating curves in ungaged rivers, which is a substantial advantage
over traditional streamgage methods [12]. However, the accuracy of velocity and discharge
estimates derived from radars, especially in the context of bridge scour monitoring, is a
relatively new area of investigation [12].

The second objective was to evaluate whether hydraulic measurements collected with
radar could be leveraged along with limited field measurements (i.e., slope, cross-sectional
geometry, and surface grain size) to evaluate the relation between time-integrated stream
power per unit area (Ω, in joules) and pier scour depth at a scour-critical bridge on the
Gunnison River, a gravel-bed river in Colorado. Stream power and cumulative (time-
integrated) stream power has primarily been used in the bridge scour literature to predict
bridge scour thresholds and depths in channels with resistant boundaries, where it scales
with the depth of erosion into bedrock or cohesive soils [27–33]. In this study, the use of
stream power for predicting pier scour was extrapolated to an alluvial channel.

There are several compelling reasons to extend the application of stream power to
alluvial channels for scour monitoring. First, stream power is related to the fundamental
processes that control scour, including sediment transport [34–38], channel aggradation
and degradation [39], morphodynamics [40–44], geomorphic change [45–48], and sediment
grain size selection [49]. Second, the Ω metric represents both the magnitude and duration
of flow [45,47], whereas more common bridge scour equations and some stream-power-
based models only take instantaneous flow values into account (e.g., [32,50–53]). As a result,
Ω may better represent the time-integrated flow conditions under which scour occurs.

In this study, we present a framework for using noncontact methods to measure the stage,
velocity, and flow conditions under which pier scour occurs, and present a method for using
those measurements to estimate pier scour depth in real time, based on measurements of Ω.
Furthermore, because scour is simulated along a defined trajectory, the Ω-based approach
presented in this study enables the user to assess and even predict the maximum observed
scour in real time, in response to changes in flow and streambed elevation (i.e., changes in
Ω). Although measured hydraulic parameters from radars could also be combined with
simple scour-predictive equations to derive the instantaneous maximum scour potential
of a flooding event, that approach lacks the predictive capabilities of a Ω-based approach
and generally overestimates observed scour. By utilizing radars, this approach is designed
to be implemented quickly and cost effectively and to provide useable scour monitoring
information in remote, previously ungaged locations. Findings from this study can be used to
supplement existing scour monitoring techniques in information-poor areas.



Remote Sens. 2022, 14, 1978 3 of 31

2. Materials and Methods
2.1. Study Site

Bridge pier scour depths were collected from May 2016 to July 2019, and noncontact
flow measurements were collected from August 2018 to August 2019 at a scour-critical
bridge on Colorado State Highway 141 over the Gunnison River at milepost 153.0 [8]
(Figure 1). This bridge, also known as Whitewater Bridge, was chosen because it is collo-
cated with an established U.S. Geological Survey (USGS) streamgage 09152500 (Gunnison
River near Grand Junction, Colorado) that provided validation data [54]. This site was also
chosen because of the existing infrastructure (echosounders and data loggers) associated
with a previous USGS and CDOT research site [55].
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Figure 1. Map of the study site collocated with USGS streamgage (09152500) on the Gunnison River near
Grand Junction, Colorado. Elevations reported in meters above North American Vertical Datum (NAVD 88).

The Gunnison River is an armored, gravel-bed channel that drains an area of ap-
proximately 20,539 square kilometers (km2) at Whitewater Bridge [56–58]. The study site
is located roughly 22 river-miles upstream from the confluence between the Gunnison
River and the Colorado River at Grand Junction, Colorado, at an elevation of 1417 m
(Figure 1), and the mean annual precipitation in the basin is 52 cm according to USGS
StreamStats [56]. Runoff patterns in the region are dominated by the timing and magnitude
of spring snowmelt; however, upstream reservoirs have altered the timing and magnitude
of flood peaks on the Gunnison River since 1966 [59]. Consequently, peak flows have de-
creased substantially since 1966 [55,57,60]. The USGS streamgage (09152500) is located just
upstream from the bridge and has measured daily discharge since 1896 [54]. Between 1919
(the first year when discharge data were published continuously) and 2019, the average
(arithmetic mean) of the median, minimum, and maximum daily discharges were 43.3, 18.9,
and 330.6 cubic meters per second (m3/s), respectively [54].

The Whitewater Bridge is a concrete, 5-span, rolled-I-Beam bridge, built in 1958,
consisting of 4 sharp-nosed bridge piers that are 0.88 m wide [8]. The bridge is 9.75 m wide
and 95.25 m in length [8]. At the time the POA was developed, the streambed under the
bridge was composed of gravel and was underlain by a mixture of sand, gravel, boulders,
and some finer particles (sand and silt) [8]. According to the CDOT POA for Whitewater
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Bridge, total pier scour depths associated with a 500-year flow event are estimated to be
3.14–4.21 m, which is a similar range to that of the magnitudes of estimated abutment
scour depths (2.53–4.08 m) [8]. CDOT’s POA also identified thresholds for close monitoring
or closure of the bridge based on stages that correspond to the 25-year and 50-year flow
events, respectively [8].

2.2. Overview of Instrumentation and Data Collection

The experimental setup consisted of a single radar sensor (consisting of a Doppler
velocity radar and pulsed stage radar) mounted to the Whitewater Bridge, a single-beam
echosounder mounted to bridge pier 4 [8], and a traditional USGS streamgage located
approximately 30 m upstream from the bridge (Figure 2). The radar was used to measure
water surface velocity and stage, and to estimate discharge; the single-beam echosounder
was used to measure streambed elevation at the bridge pier; and the pre-existing USGS
streamgage provided validation for radar-based stage and discharge measurements. Data
from the single-beam echosounder and USGS streamgage were collected during four
snowmelt runoff seasons, and data from the radar were collected during one concurrent
runoff season (Table 1).
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Figure 2. Aerial photos of instrumentation with respect to the Whitewater Bridge taken by Mark
Henneberg (a); side view of radar and single-beam echosounder mounted to the bridge (b); and
panorama view of the cableway used to collect discharge measurements adjacent to the USGS
streamgage and the Whitewater Bridge (c).
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Table 1. Overview of data collected, including instrumentation, measurements, and measurement
time periods.

Data Source Location Measured Data Derived Data Measurement
Period

Intermittent,
Continuous,
or Discrete

Citation

Single-beam
echo sounder

Upstream side
of bridge pier 4

Streambed
elevation (ft in

NAVD 88)
Scour depth (m) May 2016–July 2019 Intermittent [54]

Radar

Mounted on
bridge, but
footprint

approximately
3 m upstream
of bridge pier

Velocity (ft/s),
Stage (ft in
NAVD88)

Discharge (m3/s),
unit stream power
(W/m2), shields

stress (Pa/Pa)

August
2018–August 2019 Continuous [61]

USGS
stream-gage

station

Located
approximately
30 m upstream

from bridge

Stage (ft in
NAVD 88),
discharge

(m3/s)

Unit stream power
(W/m2), shields

stress (Pa/Pa)
1896–present Continuous [54,62]

ADCP
cross-section

survey

Underneath the
radar footprint

Cross-section (ft
in NAVD 88) Stage–area relation 2018 Discrete [63]

2.2.1. Single-Beam Echosounder Data Collection

One Airmar EchoRangeTM SmartTM Sensor echosounder (Airmar, Milford, NH, USA)
was mounted on the east side of Whitewater Bridge pier 4, at the transition between the
upstream nose and the straight section of the pier wall, to measure streambed elevation
(Figure 2b). The echosounder was mounted at an elevation of 1412 m (as referenced to
the National American Vertical Datum [NAVD] 88) and has a beam width of 9 degrees,
which resulted in an acoustic footprint of about 0.36 m in diameter near the base of the pier
(assuming a distance to streambed of about 3 m). The diameter of the acoustic footprint
changed because of variations in streambed elevation over time. Streambed elevation data
were recorded every 15 min and transmitted via satellite uplink every hour. Transmitted
data are hosted on the National Water Information System (NWIS) database website for
USGS streamgage 09152500 [54]. Sounding depths, which are traditionally collected to
validate echosounder data, were not measured because during periods of high velocity
(especially near the pier) conditions were not safe enough to access the area under the
bridge monitored by the echosounder. Streambed elevation data collected by the single-
beam echosounder were used for several purposes: changes in streambed elevation were
used to compute event-based scour depths, and streambed elevation was subtracted from
stage measurements to calculate flow depth at the bridge pier.

2.2.2. Radar Siting and Data Collection

Radar-based stage and velocity measurements were collected using an RQ-30 radar
manufactured by Sommer Messtechnik, mounted to the Whitewater Bridge near pier 4
(Figure 2). The radar was sited directly above the y-axis (the axis representing stream depth),
which is the location within a cross-section that contains the maximum depth-averaged
velocity and maximum surface velocity [21–26,64,65], following the method described
by [12]. The radar was sited and installed facing upstream to avoid complex streamflow
patterns including eddies, secondary flows, and macroturbulence to the extent possible.
Proper siting of the y-axis is necessary to estimate discharge using the PC method described
in Section 2.3.1. See Figure 3 from [66] for an illustration of the y-axis defined from an
acoustic Doppler current profiler (ADCP) profile.

The position of the y-axis was determined by first collecting a series of vertical velocity
profiles along a cross-section immediately upstream from the bridge using an ADCP and a
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stationary moving bed test (SMBT). Velocity data from the SMBT was processed in WinRiver
II software to determine the position of the y-axis and thus the location where the radar
was installed. An R-script was then used to automatically extract parameters required for
the PC method from the vertical velocity profile. Radar-based surface velocity and stage
data were recorded every 15 min and transmitted every hour. Radar-based velocity, stage,
and siting data were published by [61].

2.2.3. Conventional In-Stream Instrumentation and Measurements Used for Computations
and Validation of Noncontact Data

Conventional methods were used to measure velocity, stage, and discharge to assist
with siting the radar and assessing the accuracy of radar-based measurements. Cross-
sectional channel geometry used to generate the stage–area rating for estimating radar-
based discharge was measured using an ADCP at sections that were too deep to wade;
these were measured using real-time kinematic global navigation satellite system along
shallow sections and dry streambanks in accordance with protocols described by [67]. The
cross-section was collected under the radar footprint and is published in [63]. Instantaneous
or “site visit” measurements of velocity, stage, and discharge were made using in-stream
mechanical current meters or ADCPs [68]. Site visit measurements were accessed using the
dataRetrieval package in R [69,70].

Continuous estimates of river discharge at the USGS streamgage were empirically de-
rived from stage–discharge curves based on the relation between river stage measurements
collected with a bubbler system and discharge measurements collected during periodic site
visits. All conventional measurements were collected in accordance with standard USGS
protocols and accuracies [68,71]. Transmitted discharge and stage data are hosted on the
NWIS website for USGS streamgage 09152500 or in USGS ScienceBase [54,62].

2.3. Data Analysis
2.3.1. Estimating Discharge from Radar Measurements Using the PC Method

Radar-based discharge was estimated using the PC method, an algorithm that can be
used to estimate the mean channel velocity and discharge based on a coefficient, φ, defined
as the ratio of mean velocity to maximum velocity. The PC method relies on a velocity
distribution equation, pioneered by C.-L. Chiu [21–26,64,65], and based on Shannon’s
Information Entropy [72]. Using the PC method, mean velocity is calculated as the product
of φ and the maximum surface velocity measured by the radar at the y-axis. Radar-based
discharge is computed as the product of φ, the maximum surface velocity, and the cross-
sectional area (determined from a stage–area rating in stable boundary channels). Previous
research indicates that φ remains constant during changes in stage, velocity, and discharge,
assuming the stage–area relation remains constant [12,26]. Therefore, once established
for a cross-section, φ can be used to compute a mean velocity and discharge for various
flow conditions.

The radar-based surface velocity can be related to the Chiu velocity distribution, and
subsequently to a mean channel velocity using Equations (1)–(5). Velocity distribution
along the y-axis in probability space is represented by Equation (1):

u =
umax

M
ln
[
1 +

(
eM − 1

)
F(u)

]
(1)

where u = time-averaged velocity as a function of depth at the y-axis; umax = maximum
instream velocity at the y-axis; M = parameter of the probability distribution used to
describe the velocity distribution; F(u) =

∫ u
0 f (u)du represents the cumulative distribution

function, or the probability of a randomly sampled point velocity less than or equal to u.
At those cross-sections where umax occurs below the water surface, the velocity distribution
at the y-axis can be characterized by Equation (2):

u =
umax

M
ln
[

1 +
(

eM − 1
) y

D− h
exp
(

1− y
D− h

)]
(2)
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where D = maximum depth, y = height of measurement above channel bottom, and
h = vertical distance from the water surface to location of maximum velocity. A curvilinear
coordinate system [64] is used to translate the velocity distribution from probability space
to physical space and is used to describe the variables h, D, and y. In practice, Equation (2)
is used only when there is a clear and observed velocity distribution where umax occurs
below the water surface. In those instances, radar-based velocities are used to estimate umax
and assume u = uD (radar-based velocity), as described by Equation (3) [26]:

umax = uD×M× {ln
[

1 +
(

eM − 1
) 1

1− h
D

exp

(
1− 1

1− h
D

)]
}−1 (3)

In those instances when umax occurs at the water surface, the velocity distribution at
the y-axis can be characterized by Equation (4):

u =
umax

M
ln
[
1 +

(
eM − 1

) y
D

exp
(

1− y
D

)]
(4)

The probability distribution f (u) is resilient (i.e., invariant with time and water level at
a channel section) and, hence, its parameter M is constant at a channel section. h/D is a
function of M and constant at a channel section [22].

The parameter φ, which is a function of M, can be computed using two methods:
(1) using vertical velocity and depth data obtained from a single survey of the y-axis during
radar siting; or (2) using multiple historical pairs of mean and maximum velocities obtained
during site visits. The first option relies on data from ADCP surveys that can be measured
and analyzed quickly, so that a φ value, and subsequently discharge estimates, can be
computed from radar-based velocity measurements shortly after radar siting. With that
method, values for umax, M(φ), and h/D are computed using a nonlinear estimator in R [73].
By default, Equations (2) and (4) are solved using a Gauss–Newton nonlinear least squares
method. See Figures 4 and 5 from [66] for illustrations of observed and simulated vertical
velocity profiles that coincide with the y-axis used to compute φ. In this study, φ estimates
derived from the first method, based on a single survey of the y-axis, are referred to as
“rapid” φ estimates.

The second method relies on concurrent mean and maximum velocity measurements,
where mean velocity is derived from a conventional discharge measurement; the greater
the number of paired measurements and range of velocities, the more robust the φ esti-
mate [12,22,74]. Although the second method is preferred, it requires additional time and
site visits. In this study, φ estimates derived from the second method are referred to as
“trained” φ estimates.

The coefficient φ is defined for both the “rapid” φ and “trained” φ methods in Equation (5):

φ =
umean

umax
=

eM

(eM − 1)
− 1

M
(5)

Once φ has been calculated, radar-based discharge is calculated based on umax, which
can be measured in real time (e.g., [12]), and Equation (6):

Q = φ× umax × A (6)

where Q = discharge and A = cross-sectional area.
In this study, radar-based discharge was computed in two ways. First, radar-based

discharge was computed using the PC method parameterized with the “rapid-φ” value,
derived from a vertical velocity profile collected at the y-axis at the time of installation,
estimates of cross-sectional area derived from radar-based stage, previously collected cross-
section profiles, and estimates of the maximum surface velocity measured by the radar.
Radar-based discharge resulting from this first method is henceforth referred to as the fully
radar-based discharge.
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To assess the extent to which radar-based discharge estimates would be improved by
a more robust φ value and more stable stage measurements, discharge was also computed
using the PC method parameterized with the “trained-φ” value, derived from multiple
USGS site visits during the time the radar was operating, estimates of cross-sectional
area derived from USGS-streamgage-based stage, and estimates of the maximum surface
velocity measured by the radar. The trained-φ value was calculated from 15 measurements
of cross-sectionally averaged velocity, measured during USGS site visits, and maximum
surface velocity, measured by the radar. Discharges during the 15 USGS site visits ranged
from 21 to 405 m3/s. Radar-based discharge resulting from the second method is henceforth
referred to as the hybrid-radar-based approach. A locally weighted smoothing (LOESS)
filter was applied to both hybrid and fully radar-based datasets to eliminate spikes using
the loess function in R, assuming a second-order polynomial and span (which controls the
degree of smoothing) of 0.007 [69]; both the unfiltered (raw) and LOESS-filtered datasets
are evaluated in the results section.

Radar-based discharge estimates derived from additional combinations of stage and
φ values were also computed and are published in Appendix A for reference. Those
combinations included fully radar-based discharge estimates calculated using the trained-φ
value and hybrid-radar-based discharge estimates calculated using the rapid-φ value.

2.3.2. Statistical Metrics Used to Assess Radar-Based Measurement Accuracy

The accuracies of radar-based stage and discharge measurements were evaluated
against conventional, streamgage-based measurements made at the collocated USGS
streamgage for the time period when both sets of measurements overlapped (February
2019–August 2019). A series of quantitative statistics—including the root mean square error
(RMSE), mean absolute error (MAE), percent bias (PBIAS), Pearson correlation coefficient
(r), Nash–Sutcliffe efficiency (NSE) coefficient, Kling–Gupta efficiency (KGE) coefficient,
alpha (αKGE), and, in the case of discharge, volumetric efficiency (VE)—were used to mea-
sure the goodness of fit between the radar-based (simulated) and the USGS-streamgage-
based measurements (observed) using the HydroGOF package in R [75]. Statistical metrics
were used to evaluate the goodness of fit for the full dataset and for the 1st, 2nd, 3rd, and
4th quartiles of the dataset to assess whether the agreement between the radar-based and
the USGS-streamgage-based measurements varied with flow magnitude.

Both RMSE and MAE were used to quantify the average errors between radar-based
and USGS-streamgage-based measurements, in units of the variables of interest. MAE
measures the average magnitude of the absolute value of errors, and therefore weighs all
errors equally, without consideration of direction [76,77]. RMSE measures the square root of
the mean square error and weights larger errors more heavily [76–78]. Both MAE and RMSE
vary from 0 to ∞, with 0 indicating perfect agreement between simulated and observed
values. RMSE and MAE values less than half the standard deviation are considered to
be low [79], which was the same criteria adopted in this study to represent satisfactory
agreement between radar-based and streamgage-based measurements.

PBIAS measures the average tendency of simulated data to be larger or smaller than
observed data [77]. A PBIAS value of 0.0 is optimal; positive PBIAS values indicate
the simulated data underestimate observed data; and negative PBIAS values indicate
the simulated data overestimate observed data [77,80]. Generally, model performance
is considered very good when PBIAS falls between −10% and 10% and is considered
good when PBIAS falls between 10% and 15% or −10% and −15% [77]. In this study,
PBIAS values falling between −15% and 15% were considered satisfactory. The Pearson
correlation coefficient (r) represents the degree of collinearity between simulated and
observed data and varies between −1, for perfect negative correlation, and 1, for perfect
positive correlation [76,77]. Although the criteria for satisfactory model performance based
on r values is not well established in the literature (e.g., [77,81]), r values > 0.90 were
considered satisfactory in this study.
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The Nash–Sutcliffe efficiency coefficient (NSE) is another metric used to assess the level
of agreement between radar-based and streamgage-based measurements. The NSE coefficient
is a measure of the magnitude of error variance in the simulated data normalized by the
magnitude of error variance in observed data [82]. The NSE coefficient is a normalized
measure of agreement between simulated and observed values that ranges from −∞ to 1 [82].
An NSE value greater than 0 indicates that simulated values are as accurate as the mean of
the observed data, and an NSE value of 1 indicates a perfect match between the two datasets.
Generally, an NSE value greater than 0.75 indicates very good agreement between simulated
and observed data [77,83], and NSE values greater than 0.75 were considered satisfactory in
this study.

Although NSE is a normalized metric, it has been shown to overemphasize differences
at large flows due to the squaring of deviations [76,84]. A complementary metric for
comparing simulated and observed discharge data is volumetric efficiency (VE) [78]. VE
weights all disparities between simulated and observed data equally. VE represents the
fraction of water delivered with correct timing and varies from 0 to 1 [78]. Although the
criteria for satisfactory model performance based on VE values are not well established
in the literature (e.g., [77,81]), VE values > 0.85 were considered satisfactory in this study,
which is a more conservative threshold compared with an NSE of 0.75 [78].

Lastly, the original KGE (another alternative to the NSE) and one of KGE’s components,
αKGE (a measure of the flow variability error), were used to assess agreement between
radar-based and streamgage-based measurements [85–88]. KGE is composed of the same
statistical elements as NSE, but is a reformulation designed to correct underestimation of
discharge variability [85,86,89]. KGE ranges from −∞ to 1, and a value of −0.41 indicates
simulated values are as accurate as the mean of the observed data (in comparison, an
NSE = 0 corresponds to the mean flow benchmark) [88]. The parameters used to calculate
KGE include the following: r—the Pearson correlation coefficient; β—the ratio between
simulated and observed means; and αKGE—the ratio between simulated and observed
standard deviations [85,86,89]. Ideal values of r, β, and αKGE are 1 [85,86,88,89]. Although
the criteria for satisfactory model performance based on KGE and αKGE values is not well
established in the literature (e.g., [77,81]), in this study, KGE values greater than 0.75, and
αKGE values between 0.85 and 1.15, were considered satisfactory.

2.3.3. Estimating Scour Depth Based on Time-Integrated Stream Power per Unit Area (Ω)
and the Onset of Sediment Motion

Time-integrated stream power per unit area, Ω (in joules), also referred to as energy
per unit area in the literature, was defined as:

Ω =
∫
(ω) dt (7)

where t is the time in seconds, and ω is unit stream power (in W/m2), defined as:

ω = (ρ g Q S)/B (8)

where ρ is water density in kg/m3, g is gravitational acceleration in m/s2, Q is discharge in
m3/s, S is the water surface slope in m/m, and B is water surface width in meters [32–34,45].
Note that the definition of Ω in this study is consistent with [45,47]; however, others have de-
fined Ω differently as the total stream power equal to (ρ g Q S) (in units of W/m) (e.g., [34]).
To calculate ω, Q was derived from both continuous USGS streamgage records collected
over the 4-year monitoring period and from (LOESS-filtered) radar-based measurements
collected during the last year of monitoring. Slope (S) was estimated from an empirical
relation between Q and S measured by [90]. Channel top width (B) was estimated from
stage measurements and the stage–width curve, derived from cross-sectional geometry
measured at the bridge.
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The Ω values were calculated for periods when sustained flows exceeded the critical
threshold for sediment motion at the bridge pier. On the rising and falling limbs of the
snowmelt hydrograph, flow occasionally oscillated above and below the threshold for
sediment motion. For the purposes of calculating Ω, the beginning of an event was defined
as the time when flow first exceeded the threshold for sediment motion after a period of
low flow lasting at least 2 weeks; the end of an event was defined as the time when flow
exceeded the threshold for sediment motion, prior to a period of low flow lasting at least
2 weeks. Over the course of an entire high-flow event, there were brief periods (less than
2 weeks in duration) when flow did not exceed the threshold for sediment transport, which,
by definition, were not included in the calculation for Ω.

Periods when flow exceeded the threshold for sediment motion at the bridge pier were
defined by times when the ratio of shields stress to critical shields stress (τ∗/τ∗c ) exceeded
unity. Shields stress (τ∗) is defined as:

τ∗ =
ρ g H S

(ρs − ρ) g d50
(9)

where H is the flow depth at the bridge pier in m, ρs is the density of quartz sediment
in kg/m3, and d50 is the median grain size based on Wolman pebble counts [91] of
surface particles, conducted by [90] on active gravel bars located within 250 ft upstream or
downstream from the USGS streamgage. We assume that the onset of sediment motion can
reasonably be determined based on the d50 because differences in particle exposure offset
differences in particle size [92–97].

Although the streambed material at the bridge pier was not sampled directly, the
approach presented in this study is intended to be representative of an inexpensive but less
precise method for characterizing sediment size when compared with more comprehensive
evaluations of scour depth, such as the ones found in POAs. Consequently, we assume
that the sampled streambed material is representative of the material that composes the
streambed at the pier and the material that fills the scour hole. However, we acknowledge
that material sourced from the scour hole at depth or supplied from upstream may be
different from the material sampled on gravel bars used to characterize the d50 in this study,
which is a limitation of this study.

In order to discern whether the results of this study were sensitive to variations in
τ∗c , critical shields stress (τ∗c ) was estimated from two separate empirical equations based
on the slope (S) [97,98]. The τ∗c values calculated using the equation by [97], based on
empirical data from flumes and natural streams, are henceforth referred to as τ∗c, Lamb.
The τ∗c values calculated using the equation by [98], based on measurements of flow and
bedload transport from 45 gravel-bed rivers in Northwestern America, are referred to
as τ∗c,Mueller.

Flow depth at the bridge pier was estimated by subtracting the streambed elevation
measured by the single-beam echosounder from water stage (elevation) measured by
either the radar or the USGS streamgage. The raw streambed elevation data measured
by the single-beam echosounder was noisy, so a LOESS curve, fit to the raw streambed
elevation data, was used in calculations of flow depth. Streambed elevation data were only
available during periods when the water surface elevation was high enough to submerge
the echosounder, which was mounted above the streambed to avoid debris. As a result,
streambed elevation data were missing during periods when the stage was low, which
typically occurred between snowmelt-driven peak discharges.

The maximum event scour depth was defined as the maximum difference between
the streambed elevation at the beginning of the high-flow event, when the τ∗/τ∗c ratio
exceeded unity for the first time, and the minimum streambed elevation at the time of scour.
Streambed elevation at the beginning of the high-flow event was calculated as the average
of streambed elevation values, measured over the 24 h preceding the time at which the
τ∗/τ∗c ratio exceeded unity for the first time. The minimum streambed elevation at the time
of scour was defined as the minimum recorded elevation following the largest recorded
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monotonic decrease in streambed elevation and preceding a period of stable streambed
elevation or increased streambed elevation. Nondimensional scour depth, or relative scour
depth, was calculated by dividing the maximum event scour depth (ys) by pier width (b).
The Ω value associated with the minimum streambed elevation (maximum relative scour
depth) was recorded as the value hypothesized to scale with ys/b.

3. Results

Scour was detected during all three high-flow events that exceeded the critical thresh-
old for sediment motion (τ∗/τ∗c > 1). High-flow events peaked in May or June 2016, 2017,
and 2019, and were numbered sequentially for reference (i.e., high-flow events 1, 2, and
3, respectively). The magnitude of peak discharges associated with high-flow events 1–3
ranged from 297 to 486 m3/s, and their recurrence intervals were 1.7, 4.2, and 4.7 years,
respectively (Table 2 and Figure 3). Recurrence intervals were calculated using the USGS
software program PeakFQ version 7.2 [99] and the same method as [100], based on annual
peak discharge measurements between 1897 and 2019. Flow depths measured at the bridge
pier during peak discharges ranged from 4.99 to 5.64 m, and the maximum surface velocity
measured during the peak discharge of high-flow event 3, the only event for which surface
velocity was measured, was 2.92 m/s (Table 2). Streambed elevation data were recorded
during the majority of high-flow events 1, 2, and 3, when the single-beam echosounder was
submerged, and were also recorded during the prolonged low-flow period that occurred
in 2018. During the 2018 low-flow period, streambed elevations and corresponding stage
were higher compared with previous low-flow periods.

Table 2. Timing and flow characteristics of the peak discharges recorded during high-flow events 1–3.

Parameter at Peak Discharge High-Flow Event 1 High-Flow Event 2 High-Flow Event 3

Discharge (m3/s) 297 461 486
Recurrence Interval (in years) 1.7 4.2 4.7

Date and Time (UTC) 22 May 2016 21:45 26 May 2017 21:45 10 June 2019 1:45
Unit Stream Power, ω (W/m2) 34.3 50.6 53.5

Surface Velocity (m/s) NA NA 2.92
Flow Depth at Bridge Pier (m) 4.99 5.36 5.64

Channel Width (m) 91.5 107.9 109.2

Remote Sens. 2022, 14, x FOR PEER REVIEW 6 of 32 
 

 

2.2.2. Radar Siting and Data Collection 
Radar-based stage and velocity measurements were collected using an RQ-30 radar 

manufactured by Sommer Messtechnik, mounted to the Whitewater Bridge near pier 4 
(Figure 2). The radar was sited directly above the y-axis (the axis representing stream 
depth), which is the location within a cross-section that contains the maximum depth-
averaged velocity and maximum surface velocity [21–26,64,65], following the method de-
scribed by [12]. The radar was sited and installed facing upstream to avoid complex 
streamflow patterns including eddies, secondary flows, and macroturbulence to the ex-
tent possible. Proper siting of the y-axis is necessary to estimate discharge using the PC 
method described in Section 2.3.1. See Figure 3 from [66] for an illustration of the y-axis 
defined from an acoustic Doppler current profiler (ADCP) profile. 

 
Figure 3. Time series of discharge and streambed elevation datasets collected at the study site. The 
black line represents discharge estimates generated from conventional methods at the USGS stream-
gage (09125000), the red line denotes discharge estimates generated from the PC method based on 
measurements from the radar, and the tan circles denote streambed elevation data collected from 
the single-beam echosounder. Discharge estimates are in cubic meters per second and correspond 
with the primary (left-hand) y-axis, whereas streambed elevation data are in meters above NAVD 
88 and correspond with the secondary (right-hand) y-axis. 

The position of the y-axis was determined by first collecting a series of vertical veloc-
ity profiles along a cross-section immediately upstream from the bridge using an ADCP 
and a stationary moving bed test (SMBT). Velocity data from the SMBT was processed in 
WinRiver II software to determine the position of the y-axis and thus the location where 
the radar was installed. An R-script was then used to automatically extract parameters 
required for the PC method from the vertical velocity profile. Radar-based surface velocity 
and stage data were recorded every 15 min and transmitted every hour. Radar-based ve-
locity, stage, and siting data were published by [61]. 

2.2.3. Conventional In-Stream Instrumentation and Measurements Used for  
Computations and Validation of Noncontact Data 



Remote Sens. 2022, 14, 1978 12 of 31

Figure 3. Time series of discharge and streambed elevation datasets collected at the study site.
The black line represents discharge estimates generated from conventional methods at the USGS
streamgage (09125000), the red line denotes discharge estimates generated from the PC method based
on measurements from the radar, and the tan circles denote streambed elevation data collected from
the single-beam echosounder. Discharge estimates are in cubic meters per second and correspond
with the primary (left-hand) y-axis, whereas streambed elevation data are in meters above NAVD 88
and correspond with the secondary (right-hand) y-axis.

3.1. Performance of Radar-Based Stage and Discharge Estimates
3.1.1. Overview of Radar-Based Measurement Performance

The accuracies of radar-based stage and discharge measurements were evaluated
against conventional, streamgage-based measurements made at the collocated USGS
streamgage for the time period when both sets of measurements overlapped during high-
flow event 3 (February 2019–August 2019). Overall, the agreement between radar-based
and USGS-streamgage-based estimates of stage and discharge was good, and all goodness-
of-fit statistics for the entire datasets (all time periods and quartiles) exceeded criteria for
satisfactory performance. In general, radar-based measurements captured the timing of
acute changes in flow conditions, but overpredicted stage measurements and underpre-
dicted USGS-streamgage-based discharge measurements at higher flows.

3.1.2. Radar-Based Stage Performance

Statistical metrics based on the entire dataset (all quartiles) and individual quartiles
(1st–4th) indicated very good agreement between radar-based stage and streamgage-based
stage measurements and exceeded this study’s criteria for satisfactory performance as
outlined in Section 2.3.2 (Table 3, Figure 4). However, radar-based stage measurements
were larger and more variable than streamgage-based measurements, particularly at higher
stages (Table 3, Figure 4). For example, MAE and RMSE values associated with the
upper two quartiles of stage data were larger compared with values associated with the
lower two quartiles, indicating that deviations between radar-based and streamgage-based
stage measurements were larger (in absolute terms) at higher stage (Table 3). Although
PBIAS values for all quartiles were zero, indicating no detectable bias in radar-based stage
estimates, αKGE values associated with the upper two quartiles of stage data exceeded 1,
indicating that radar-based stage estimates were more variable than streamgage-based
measurements at higher stages.

Table 3. Goodness-of-fit statistics associated with radar-based and USGS-streamgage-based stage
measurements, values in bold indicate they meet this study’s criteria for satisfactory performance
defined in Section 2.3.2.

Parameter Entire Dataset 1st Quartile 2nd Quartile 3rd Quartile 4th Quartile

Mean absolute error (MAE), in meters 0.02 0.00 0.00 0.01 0.03
Root mean square error (RMSE), in meters 0.04 0.01 0.00 0.01 0.06

Percent bias (PBIAS), in percentage 0.00 0.00 0.00 0.00 0.00
Nash–Sutcliffe efficiency (NSE),

dimensionless 1.00 0.92 0.99 1.00 0.99

Kling–Gupta efficiency (KGE), dimensionless 0.97 0.92 0.94 0.99 0.92
Alpha (αKGE), dimensionless 1.03 0.92 0.94 1.01 1.08

Pearson correlation coefficient (r),
dimensionless 1.00 0.99 1.00 1.00 1.00
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3.1.3. Radar-Based Discharge Performance

Statistical metrics indicated that overall agreement between both sets of radar-based
discharge estimates and USGS-streamgage-based discharge estimates was good, and that fully
radar-based discharge estimates underperformed hybrid-radar-based discharge estimates
(Table 4 and Figure 5). Following the workflow outlined in Section 2.3.1, the rapid-φ value
used to calculate fully radar-based discharge estimates was 0.52, and the trained-φ value used
to calculate hybrid-radar-based discharge estimates was 0.58. All statistical metrics based
on both radar-based datasets exceeded this study’s definition of satisfactory performance;
although, some metrics associated with the 1st, 2nd, and 3rd quartiles did not (Table 4). For
both sets of radar-based discharge estimates, metrics associated with the upper two quartiles
of discharge data, when sediment was estimated to be mobile, outperformed metrics from the
lower two quartiles, when sediment was estimated to be immobile.

Both the fully and hybrid-radar-based discharge estimates were generally effective at
capturing discharge magnitude and the timing of acute changes in discharge (Figure 5).
For both radar-based datasets, the improved agreement between the LOESS-filtered dis-
charge estimates and the streamgage-based discharge estimates can be seen graphically;
the LOESS-filtered data are less noisy compared with unfiltered (raw) data (Figure 5). In ad-
dition, LOESS filtering reduced spikes in discharge, which marginally improved statistical
agreement between radar-based and streamgage-based discharges (Table 4).

Although fully radar-based discharge estimates adequately captured the timing and
volume of flows (all VE values were >0.85 and KGE values exceeded 0.75, with the ex-
ception of the 1st quartile), they underpredicted streamgage-based discharges at all flow
magnitudes (overall PBIAS of about 12%) (Table 4, part (a); and Figure 5). The MAE,
RMSE, and PBIAS values associated with the fully radar-based dataset were at least triple
the values associated with the hybrid-radar-based dataset (with the exception of the 1st
quartile), indicating comparatively poorer performance. The NSE, VE, KGE, and αKGE
values derived from fully radar-based discharge estimates were also lower than values
derived from hybrid-radar-based discharge estimates, indicating poorer overall perfor-
mance in terms of magnitude, timing, and variability. Despite the poorer performance
of fully radar-based discharge estimates, NSE, VE, KGE, and αKGE values still met the
criteria for satisfactory performance defined in this study (with the exception of the 1st
quartile) (Table 4, part (a)). The underprediction of streamgage-based discharge estimates
was attributed to underestimation of the rapid-φ value, which was substantial enough
to offset inflation in fully radar-based discharge estimates caused by overpredictions in
radar-based stage (Figure 4).
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Table 4. Goodness-of-fit statistics associated with radar-based and USGS-streamgage-based discharge
measurements, values in bold indicate they meet this study’s criteria for satisfactory performance
defined in Section 2.3.2. (a) contains statistics from the fully radar-based, rapid-φ dataset in the format
unfiltered (raw) data/LOESS-filtered data, and (b) contains statistics from the hybrid-radar-based,
trained-φ dataset in the format unfiltered (raw) data/LOESS-filtered data.

(a) Statistics Derived From Fully Radar-Based, Rapid-φ Dataset

Parameter Entire Dataset 1st Quartile 2nd Quartile 3rd Quartile 4th Quartile

Mean absolute error (MAE),
in m3/s 15.18/15.15 1.35/1.24 11.28/10.97 19.47/19.43 28.48/28.83

Root mean square error
(RMSE), in m3/s 18.88/18.87 1.69/1.51 12.25/11.93 19.78/19.86 29.64/29.71

Percent bias (PBIAS), in
percentage 11.84/11.85 1.51/1.39 15.13/14.73 14.33/14.31 10.71/10.86

Nash–Sutcliffe efficiency
(NSE), dimensionless 0.97/0.97 0.69/0.75 0.80/0.81 −0.42/−0.43 0.90/0.90

Volumetric efficiency (VE),
dimensionless 0.88/0.88 0.95/0.96 0.85/0.85 0.86/0.86 0.89/0.89

Kling–Gupta efficiency
(KGE), dimensionless 0.85/0.85 0.65/0.61 0.78/0.79 0.82/0.83 0.89/0.89

Alpha (αKGE),
dimensionless 0.91/0.91 0.68/0.62 0.85/0.86 0.89/0.91 0.98/0.98

Pearson correlation
coefficient (r), dimensionless 1.00/1.00 0.86/0.93 1.00/1.00 0.98/0.97 1.00/1.00

(b) Statistics Derived From Hybrid-Radar-Based, Trained-φ Dataset

Parameter Entire Dataset 1st Quartile 2nd Quartile 3rd Quartile 4th Quartile

Mean absolute error (MAE),
in m3/s 4.03/3.83 3.33/3.33 2.66/2.46 3.65/3.78 6.49/5.74

Root mean square error
(RMSE), in m3/s 5.68/4.90 3.66/3.57 3.41/3.07 4.74/4.52 9.07/7.29

Percent bias (PBIAS), in
percentage 0.86/0.86 −11.96/−12.03 2.54/2.23 2.20/2.20 1.03/1.12

Nash–Sutcliffe efficiency
(NSE), dimensionless 1.00/1.00 −0.45/−0.37 0.98/0.99 0.92/0.93 0.99/0.99

Volumetric efficiency (VE),
dimensionless 0.97/0.97 0.88/0.88 0.96/0.97 0.97/0.97 0.98/0.98

Kling–Gupta efficiency
(KGE), dimensionless 0.99/0.98 0.73/0.71 0.96/0.97 0.97/0.97 0.98/0.98

Alpha (αKGE),
dimensionless 0.99/0.99 0.80/0.74 0.97/0.98 1.01/1.01 1.02/1.02

Pearson correlation
coefficient (r), dimensionless 1.00/1.00 0.86/0.93 1.00/1.00 0.98/0.98 1.00/1.00

Hybrid-radar-based discharge estimates (both unfiltered (raw) and LOESS-filtered dis-
charge estimates) outperformed fully radar-based discharge estimates, with the exception
of data within first quartile (Table 4). Overall, data derived from the hybrid-radar-based
approach were characterized by very low MAE, RMSE, and PBIAS statistics, and near-
perfect NSE, VE, KGE, αKGE, and r values (Table 4, part (b)). Such favorable metrics
indicate that hybrid-radar-based discharge estimates matched USGS-streamgage-based
discharge estimates almost perfectly in terms of flow magnitude, timing, and variability.
Hybrid-radar-based discharge estimates within the 2nd through 4th quartiles slightly over-
estimated streamgage-based estimates (PBIAS between 1.03 and 2.54%), whereas discharge
estimates within the 1st quartile were not satisfactory and overpredicted streamgage-based
discharge by over 10% (Table 4). Despite those minor discrepancies, at 0.97, the VE for the
entire dataset was nearly perfect for both unfiltered and LOESS-filtered datasets (Table 4,
part (b)). These metrics, along with time series and 1:1 plots, allow for visual comparison
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between the radar-based and streamgage-based discharge estimates, and confirm that the
hybrid-radar-based approach performed very well (Table 4 and Figure 5).
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Figure 5. Comparisons of unfiltered (raw) radar-based discharge estimates (red), LOESS-filtered
radar-based discharge estimates (royal blue), continuous USGS-streamgage-based discharge estimates
(black), and USGS site visit stage discharge measurements (cyan), for the fully radar-based, rapid-φ
dataset (A,B) and the hybrid-radar-based, trained-φ dataset (C,D). These include the time series of
both datasets (A,C) and scatterplots of both radar-based discharge datasets versus USGS continuous
streamgage-based datasets (B,D).

3.2. Observations on Bridge Pier Scour and Ω

Bridge pier scour was detected during all three high-flow events that exceeded the
critical threshold for sediment transport and occurred on the rising limb of each event
(Figure 6). The minimum streambed elevation at the time of scour, used to calculate the
maximum scour depth, was interpreted from timeseries of streambed elevation (Figure 6).
The minimum streambed elevations during high-flow events 1 and 3 (black arrows within
Figure 6) were straightforward to identify because those minimums followed monotonic
declines in streambed elevation and preceded periods of stable or increasing streambed
elevation. Streambed elevation data were noisier and less straightforward to interpret
during high-flow event 2 (Figure 6). During high-flow event 2, we interpreted the minimum
streambed elevation to correspond with the smallest recorded streambed elevation on the
rising limb (Figure 6).
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Accumulated debris may have obfuscated the streambed underneath the echosounder
and led to noisier and elevated streambed elevation measurements during high-flow
event 2, which may explain why streambed elevation data were difficult to interpret. An
alternative or additional explanation for noisy streambed elevation measurements is that the
location of the scour hole may have shifted relative to the position of the echosounder. Three
observations lend confidence to our interpretation of the minimum streambed elevation
during high-flow event 2: (1) the scour event occurred on the rising limb of the hydrograph,
which is consistent with conventional knowledge on the timing of pier scour under live-bed
conditions [32]; (2) the streambed elevation data measured around the time of scour were
consistent over a continuous 1 h period; and (3) the streambed elevation at the time of
scour were consistent with more reliable streambed elevation values recorded over the
falling limb and after flow fell below the threshold for sediment motion, which supports
the interpretation that debris may have obfuscated the streambed. Ultimately, however, the
time of scour during high-flow event 2 is not definitive, and we acknowledge that the lack
of a clearly defined minimum streambed elevation and our inability to collect soundings to
validate the echosounder data are a weakness of this study. Results from high-flow event 2
also illustrate the challenges associated with using and interpreting echosounder data.

Based on measurements of scour depth and Ω, high-flow event 1 (in 2016) was charac-
terized by the smallest scour depth and smallest Ω value at the time of scour; high-flow
event 2 (in 2017) was characterized by the second-largest scour depth and Ω value at the
time of scour; and high-flow event 3 (in 2019) was characterized by the largest scour depth
and Ω value at the time of scour (Table 5). For each high-flow event, estimates of Ω varied
depending on which τ∗c value was used to determine when sediment was mobile (either
τ∗c, Lamb or τ∗c,Mueller). Total flow durations and Ω values were both larger when calculated
using τ∗c,Mueller values because they corresponded to lower sediment transport thresholds
compared with τ∗c, Lamb values (Table 5 and Figure 6). Consequently, flows that were close
to τ∗c on the rising and falling limbs of the hydrograph often exceeded τ∗c,Mueller but not
τ∗c, Lamb. At the end of high-flow events 1, 2, and 3, Ω values calculated using τ∗c,Mueller
were 1.5, 1.2, and 1.7 times greater, respectively, compared with Ω values calculated using
τ∗c, Lamb (based on data from Table 5).

Additionally, Ω estimates varied depending upon the discharge estimate (either radar-
based or streamgage-based) used in calculations. Results indicated that Ω values calculated
using the hybrid-radar-based discharge estimates were slightly less (PBIAS 0.78–1.24%)
than Ω values calculated using USGS-streamgage-based discharge estimates, whereas
Ω values calculated using fully radar-based discharge estimates were much less (PBIAS
11.12–32.70%) than Ω values calculated using USGS-streamgage-based discharge estimates
(Table 6). Those findings were consistent with results from Section 3.1.2, which showed
better agreement between hybrid-radar-based discharge estimates and streamgage-based
discharge estimates than between fully radar-based discharge estimates and streamgage-
based discharge estimates (Tables 4 and 6). Despite differences between radar-based and
streamgage-based Ω values, the hybrid-radar-based results and fully radar-based results
calculated using τ∗c,Mueller still exceeded this study’s criteria for satisfactory performance,
although fully radar-based results calculated using τ∗c,Lamb did not (Table 6).



Remote Sens. 2022, 14, 1978 18 of 31

Table 5. Stream power and scour measurement results (including relative scour depth (scour depth
[ys] normalized by pier width [b], or ys/b) for each high-flow event, discharge estimation method,
and τ∗c value. “NA” refers to data that are not applicable.

Parameter τ*
c

Value

High-Flow Event 1
[USGS Streamgage

Data]

High-Flow Event 2
[USGS Streamgage

Data]

High-Flow Event 3
[USGS Streamgage

Data]

High-Flow Event 3
[Fully Radar-Based †

Data]

High-Flow Event 3
[Hybrid Radar-Based

†† Data]

Peak ω (W/m2)
τ∗c,Lamb 34.3 50.6 53.5 52.1 55.4

τ∗c,Mueller 34.3 50.6 53.5 52.1 55.4

Mean ω (W/m2)
τ∗c,Lamb 23.7 30.5 30.6 27.5 30.4

τ∗c,Mueller 19.5 27.0 27.1 24.3 26.9

Scour Depth, ys (m) NA 0.38 0.59 0.87 0.87 0.87

Relative Scour Depth,
ys/b (m/m) NA 0.43 0.67 0.98 0.98 0.98

Date and Time of Scour
(UTZ) NA 13 May 2016 20:00 24 May 2017 17:15 4 June 2019 00:45 4 June 2019 00:45 4 June 2019 00:45

Ω at the Time of Scour
(J × 103)

τ∗c,Lamb 6292 26,139 30,850 26,986 30,529

τ∗c,Mueller 9323 32,175 51,538 44796 50,718

Ω at the End of the
Event (J × 103)

τ∗c,Lamb 44,001 91,646 108,895 97,818 107,891

τ∗c,Mueller 59,548 104,495 136,879 121,276 134,509

Total Flood Duration for
τ∗ > τ∗c

(s × 103)

τ∗c,Lamb 1853 3005 3554 3554 3554

τ∗c,Mueller 3047 3875 5048 4996 4996

† Fully radar-based data refers to radar-based discharge estimates calculated using the fully radar-based approach
and the rapid-phi value. †† Hybrid radar-based data refers to radar-based discharge estimates calculated using
the hybrid radar-based approach and the trained-phi value.

Table 6. Goodness-of-fit statistics associated with radar-based and USGS-streamgage-based Ω
estimates in the following format: τ∗c,Mueller derived/τ∗c,Lamb derived. Values in bold indicate they
meet this study’s criteria for satisfactory performance defined in Section 2.3.2.

Parameter Hybrid-Radar-Based Dataset Fully Radar-Based Dataset

Mean absolute error (MAE), in J × 103 8.73 × 105/4.57 × 105 7.81 × 106/2.57× 107

Root mean square error (RMSE), in J × 103 9.64 × 105/5.39 × 105 8.98 × 106/2.68 × 107

Percent bias (PBIAS), in percentage 1.24/0.78 11.12/32.70

Pearson correlation coefficient, dimensionless 1.00/1.00 1.00/0.99

3.3. Comparison of Observed Scour Depth and Simulated Scour Depth Based on Pier Scour Equations

Although evaluating the accuracy of existing pier scour equations was not the focus
of this study, here we present a brief comparison of observed and predicted scour depths.
Scour depths were estimated from three commonly used pier scour equations, including the
Hydraulic Engineering Circular 18 (HEC-18) pier scour equation (based on the Colorado State
University equation) reported by [32] (Equation (7.1)), the updated HEC-18 pier scour equation
for non-cohesive soils reported by [101] (Equation (19)), and the pier scour equation developed
for Colorado mountain streams by [53] (Equation (18)). Scour depths were simulated for
high-flow event 3, which was the only high-flow event with available velocity data (Table 2
and Figure 3). The maximum surface velocity recorded by the radar was transformed to the
depth-averaged approach velocity using an α coefficient of 0.8 ([102,103]). Relative scour
depths (scour depth [ys] normalized by pier width [b], or ys/b) estimated using the methods
due to [32], [101], and [53] were 2.16 m/m, 2.05 m/m, and 1.18 m/m, respectively, which
all exceeded the measured ys/b of 0.98 m/m. Relative scour depth (ys/b) simulated using
the [53] method was closest to the measured ys/b.
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3.4. Relation between Relative Scour Depth (ys/b) and Time-Integrated Stream Power per Unit
Area (Ω)

Relative scour depth (ys/b) was positively correlated with the magnitude of Ω at the
time of scour (Table 5, Figure 7). Exponential trendlines were fit to data derived from USGS
streamgage data based on τ∗c, Lamb and τ∗c,Mueller to illustrate the range of conditions repre-
sented by the data and the predictive capabilities of this approach using the nls function
from the stats package in R [69]. Pearson correlation coefficients (r) values ranged from 0.94
to 0.99, indicating strong correlations (Figure 7). For equivalent Ω values, trendlines based
on USGS streamgage data underpredicted ys/b values associated with radar-based data,
particularly the fully radar-based data points. Underprediction of ys/b values associated
with radar-based data was attributed to underestimation bias in radar-based discharge
estimates and thus Ω estimates.
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Although data from additional scour events would be needed to verify the robustness
of the trendlines presented in Figure 7, observations on the evolution of ys/b with increasing
Ω can be made. For example, the shape of the trendline indicates that ys/b increases more
rapidly at larger Ω values and increases more slowly at smaller Ω values (Figure 7).
The upper portion of the curve (ys/b > 1), however, is poorly constrained and is likely
inaccurate. The maximum ys/b ratio observed in natural systems or physical experiments
is 3.6 depending on Froude number and pier shape [31,32,104,105]. According to [31], the
maximum observable ys/b in natural systems is 2.5. However, if one were to extrapolate
the trendline presented in Figure 7 to ys/b = 2 (which is still well below the maximum limit
of ys/b), therefore doubling of the maximum ys/b observed in this study, then the result
would correspond to an unrealistically large Ω value, associated with an event larger than
the Bonneville paleoflood [45,106] (Figure 7). Ultimately, additional data would be needed
to test the robustness of the trendline and to constrain its trajectory at larger values of ys/b.
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4. Discussion
4.1. Utility of Radars for Monitoring the Hydraulic Conditions That Contribute to Bridge Pier Scour

In this study, we demonstrated that radars can be used to monitor the hydraulic
conditions (stage and discharge) that contribute to bridge pier scour. In comparison with
USGS streamgage data, radar-based measurements captured the timing and magnitude of
discharge and stage satisfactorily, especially during higher flows when larger quantities of
bed sediment were mobile and the potential for deep scour was greatest [52]. Our findings
are also consistent with results from a study by [12], which found close agreement between
radar-based and USGS-streamgage-based discharges at 10 different sites over a range of
flow conditions.

In addition to providing information on the magnitude and timing of flow events that
could be critical in information-poor areas, radars have several other advantages. First, radars
can be used to produce usable stage and discharge estimates within a day of installation. The
only information needed to begin estimating discharge using radar-based measurements and
the PC method is a cross-sectional profile, to generate a stage–area rating, and a vertical velocity
profile at the y-axis, to estimate a rapid-φ value. In comparison, discharge estimates generated
from traditional streamgages may be more accurate, but those estimates are generated from
stage–discharge rating curves that require many site visits and potentially many months to
establish [107]. Consequently, compared with traditional streamgages, radars may provide
real-time discharge measurements much more quickly and more cheaply; although, these
benefits might be partially offset by losses in data quality.

Additionally, radars are mounted above flowing water and debris and are therefore
less susceptible to damage. As a result, they may be characterized by lower maintenance
costs compared with in-stream monitoring instruments such as sonar or sounding rods
for bridge scour monitoring [1], or pressure transducer and stilling well instruments for
stage/discharge monitoring. For example, in this study, two single-beam echosounders
were initially installed for redundancy, but one was damaged during a high-flow event
and consequently excluded from analyses. Radars can also be mounted directly to a bridge,
close to telemetry and power supply, which reduces the need for costly infrastructure.
Lastly, radars are safer to operate compared with in-stream instrumentation because they
can be installed and serviced outside of the wetted channel.

Noncontact, radar-based measurements (i.e., stage, surface velocity, and discharge)
could be incorporated into scour monitoring plans in several ways. One approach for
estimating scour depth based on Ω values derived from radar measurements was presented
in this study. Real-time stage, surface velocity, and discharge measurements could also be
used to trigger scour alerts predefined in a POA [1]. At Whitewater Bridge, for example,
in-person monitoring is triggered by an exceedance of the discharge or stage corresponding
to 820 m3/s (25-year flow event) at the collocated USGS streamgage [8]. Closure of the
bridge is triggered by an exceedance of the discharge or stage corresponding to 975 m3/s
(50-year flow event) [8]. In the absence of data from a pre-existing streamgage, stage or
discharge measurements from radars could be used to trigger scour monitoring alerts, such
as the ones defined in POAs; although, more information on the accuracy of radar-based
measurements under varying environmental conditions would be needed before relying
on them for safety interventions.

Although the noncontact monitoring approach presented in this study provided good-
quality data and improved upon several limitations of traditional methods, the accuracies
of noncontact measurements were influenced by several factors unique to radars that merit
further consideration, including the number of site visit measurements used to constrain
the φ-value, proper radar siting, and the measurement of unobstructed flow (e.g., outside
the influence of bridge piers). The factor that played the largest role in improving the
accuracy of radar-based discharge estimates was using a trained-φ value instead of a rapid-
φ value, even though that modification would also require more intensive data collection.
The trained-φ value substantially improved discharge estimates by reducing the PBIAS
value from about 12%, based on fully radar-based discharge measurements, to only about
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1%, based on hybrid-radar-based discharge estimates. Although determining an ideal or a
minimum number of site visit measurements to estimate a trained-φ value was beyond the
scope of this study, collecting measurements across a wide range of flows is more important
than collecting a large number of measurements to constrain the trained-φ value [12].

Additionally, proper radar siting is key to collecting accurate stage, and thus discharge,
estimates [12]. In this study, radar-based stage measurements were consistently larger than
USGS-streamgage-based stage measurements, particularly at higher flows. Differences
in stage may be explained by differences in the hydraulic conditions encountered by the
USGS streamgage and the bridge-mounted radar. The USGS streamgage was located
approximately 30 m upstream from the Whitewater Bridge, along a free-flowing section of
the river, whereas the radar was mounted to the bridge itself, facing upstream. Deviations
in stage estimates were likely caused by “backwater rise”, which refers to an increase
in water surface elevation just upstream from bridge piers caused by a reduction in the
cross-sectional area of the flow and is a phenomenon amplified at greater discharges [108].
Radar-based stage measurements could therefore be improved by installing the radar in a
location that does not experience flow pileup at higher stages but does experience the same
hydraulic conditions (i.e., water stage and discharge) measured by the USGS streamgage.

In terms of the physical siting of the radar, mounting the radar away from the piers—
either on the bridge deck in between piers or outward on a boom to avoid the pier’s
sphere of influence—may improve measurement agreement. If the ideal site for measuring
radar-based stage is not coincident with the y-axis, where radar-based velocity is measured,
then two separate radars could be installed at different locations within the cross-section to
optimize data quality. However, installing two separate stage and velocity radars would
likely add additional cost and complexity to the radar–gage design.

Wind and secondary flows, which added noisiness to stage and velocity measurements,
are additional factors that warrant consideration (and need to be minimized) to the extent
possible during site selection. Wind can bias measurements in both positive and negative
directions depending on its direction; although, if wind measurements are available, then
they can be used to correct biases and reduce noise in radar-based discharge estimates [12].
Secondary flows, such as eddies, that persist at the water surface for periods similar to or
longer than the radar sampling duration (used to determine the dominant velocity), can
also cause additional noise and spikes in surface velocity measurements [12]. Depending
on the setting, noisiness due to wind and secondary flows can be improved by increasing
the velocity sampling duration, so long as the duration remains shorter than the rate at
which stage and velocity are changing. Alternatively, LOESS filtering could be incorporated
directly into data collection platforms to eliminate noise and spikes. Although LOESS
filtering did not improve agreement between radar-based and streamgage-based data
substantially (it only marginally improved goodness-of-fit statistics (Tables 3 and 4)),
eliminating noise and spikes could be important for preventing false alerts in a scour
monitoring capacity.

Disparities between radar-based and streamgage-based stage and discharge caused
by siting, wind, and other factors have several implications for scour monitoring. Radar-
based stage was consistently greater than USGS-streamgage-based stage, which could
cause stage-related monitoring thresholds to be exceeded prematurely. Conversely, fully
radar-based discharge was consistently lower than USGS-streamgage-based discharge,
which could cause discharge-related monitoring thresholds to be exceeded too late for
adequate warning. However, data quality, and thus the accuracy of scour alert triggers,
could be improved by implementing the aforementioned operational changes. Overall,
the good statistical agreement between radar-based and USGS-streamgage-based flow
measurements indicates that radars are a viable option for scour monitoring.

4.2. Applicability of Ω for Estimating Relative Scour Depth (ys/b)

Based on a limited dataset collected over three high-flow events, Ω values at the time of
scour were found to be strongly correlated with ys/b, indicating that Ω values can be used to



Remote Sens. 2022, 14, 1978 22 of 31

estimate scour depth. A positive correlation between Ω values and ys/b was expected because
numerous previous studies have shown that stream power is related to the processes that
control scour. For example, stream power is correlated with channel-shaping processes that
include sediment transport [34–38], channel aggradation and degradation [39], morphody-
namics [40–44], geomorphic change [45–48], landscape incision rates [109,110], and sediment
grain size selection [49]. A precedence also exists for using cumulative stream power in
scour monitoring because it scales with the depth of erosion into bedrock or cohesive soils
in the absence of alluvial cover [27–30,32,33,111]. Although the mechanics of erosion into
bedrock are different from erosion in alluvial channels, cumulative stream power scales with
underlying drivers of erosion common to both processes (i.e., flow magnitude and duration).
Therefore, under transport limited conditions, the results of this study support the premise
that Ω can be used to estimate scour depth.

In addition, the Ω metric better reflects both the magnitude and duration of flow and
characterizes the flow conditions and flow history that contribute to scour compared with
traditional methods. Scour depth is not instantaneous and instead depends on both flow
magnitude and the length of time a given flow is sustained and exceeds the threshold
for sediment transport, which is not captured, for example, in traditional bridge scour
equations based on the magnitude of instantaneous flow metrics, such as velocity or
depth [32,112]. In some ways, the results of this study echo the conceptual model put
forth by [45], who posited that the degree of landscape modification (or in this case, scour)
resulting from a flow event depends upon both the intensity and duration of flow that
exceeds resistance thresholds, quantified by Ω, and not solely upon the extent to which an
event exceeds resistance thresholds (quantified by flow magnitude).

The quantitative relation between Ω and ys/b defined in this study can be leveraged
to model pier scour depth for several applications. The principal advantage of the Ω-based
approach is that it models scour depth along a defined trajectory, which enables a user
to assess and even predict scour depth in real time, in response to changes in flow and
streambed elevation (i.e., changes in Ω). The shape of the relation between Ω and ys/b
may also play a role in the urgency of heightened monitoring when observed Ω values
correspond to critical scour depths that may pose a risk to the structural integrity of the
bridge. For example, more vigilant monitoring may be needed during periods when ys/b
values rise sharply with increases in Ω (Figure 7), assuming those periods coincide with, or
immediately precede, critical levels of ys/b. Although simulating ys/b in real time based
on Ω values may not serve as the primary line of defense in assessing scour risk, it may
provide complementary information to an existing scour monitoring plan, which would be
helpful in the event that an in situ sensor was damaged by high water or debris.

Another advantage of the Ω-based approach is that ys/b can be simulated under a
range of different flow scenarios (represented by variations in Ω) to identify the set of flow
conditions that minimize or maximize scour. Depending on the site, results from a scour
sensitivity analysis could provide guidance on the timing, magnitude, and duration of
streamflow that minimizes scour depth. Conversely, streamflow patterns that lead to ys/b
values associated with critical scour risk could also be identified. If sufficient historical
data were available, those flow conditions could be compared against the historical flow
record to examine the frequency of scour critical events and the environmental conditions
that generated them (e.g., precipitation intensity, snowpack levels). However, as noted in
the results section, the relation between Ω and ys/b presented in this study was poorly
constrained and likely inaccurate at values of ys/b > 1, limiting its present utility for
examining large scour events.

Despite its advantages for monitoring scour risk in real time, the Ω-based approach
presented in this study has several limitations. First, the simulated relation between Ω and
ys/b presented in this study is an empirical correlation between flow energy and relative
scour depth [113], not a direct measure of the physical processes that cause pier scour,
which include flow-acceleration- and current-induced vortices [32,114,115]. Consequently,
previously collected discharge and scour depth data would be needed to build the relation
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between Ω and ys/b, and the strength of the correlation between those two variables is
only as reliable as the quality of the input data. In this study, for example, differences in
the ways discharge was computed using the PC method, and differences in values of τ∗c
used to compute Ω, led to some variability in the relation between Ω and ys/b (Figure 7).
A large source of variability in Ω estimates was the choice of τ∗c value, so if τ∗c could
be determined more precisely, perhaps empirically [95], then the uncertainty would be
reduced. Alternatively, a range of τ∗c values (such as +/−25%) could be computed to test
the sensitivity of Ω, however Ω values would still be dependent on the chosen τ∗c value.

Another challenge with building an empirical relation between Ω and ys/b is the time
required to collect the input data needed to build the relation. Although the data derived
from radar measurements (i.e., discharge and Ω) can be collected very quickly after the
instrument is installed, ys/b values from a minimum of three unique scour events are still
needed. In this study, ys/b data took 4 years to collect, which may be prohibitively long
depending on monitoring timelines. Ideally, more than three data points that span a wide
range of ys/b values would be used to build a robust relation. Good data quality is also
needed to build a reliable empirical relation between Ω and ys/b; however, as was the case
with high-flow event 2, data quality can be reduced by debris or other factors. In lieu of
reliable data, the time needed to build an empirical relation between Ω and ys/b may be
lengthened. A long data-collection period could be circumvented if historical scour and
discharge data were available at the site; although, such circumstances are rare.

In addition to the challenges associated with building an empirical relation between
Ω and ys/b, the second limiting feature of the Ω-based approach is that without more data
from Whitewater Bridge or other study sites, the simulated trendline presented in this
study is not transferrable to other sites. Although it may be possible to apply the relation
between Ω and ys/b simulated in this study to similar armored gravel-bed rivers, there
is no previous work to support that idea. Nondimensional metrics similar to Ω, such as
the total flow work index that scales with bedload yield [116–118] or the effective flow
work that scales with scour depth and rate [119,120], may be related to ys/b across rivers of
different sizes; however, those metrics cannot be tested without discharge and scour data
from additional sites. So, although it was beyond the scope of this study to examine the
degree to which Ω is correlated with ys/b at other sites, with additional data, it may be
possible to do so. A widely applicable relation between Ω, or similar dimensionless metrics,
and ys/b would be especially powerful because it would eliminate the need to collect
discharge and scour depth data in advance and, combined with radars, would make the
implementation of the Ω-based approach very fast (operational within days of installation).

The third limitation of the Ω-based approach is that it is not entirely noncontact
because it relies upon measurements of streambed elevation collected with a single-beam
echosounder. Streambed elevation measurements were used to estimate ys/b and local
flow depth at the bridge pier. The latter was used to calculate τ∗ and determine when
flow conditions exceeded the threshold for sediment transport (and thus when Ω > 0).
Several strategies could be adopted to make the Ω-based approach entirely noncontact.
For example, noncontact instruments capable of measuring scour and streambed elevation
directly, such as ground-penetrating radar or continuous seismic reflection profiling, could
be used instead of a single-beam echosounder; although, those instruments are not yet
fully operational for scour monitoring applications [1,11,13–19]. Alternatively, τ∗ could
be estimated from surface velocity measurements rather than from flow depth using
the entropy theory [65], although that method relies on von Karman’s constant, which
studies have shown is nonuniversal in flows with low submergence or during sediment
transport [121]. Another strategy that may be suitable at certain sites, and would eliminate
the need for real-time flow depth measurements, would be to impose a static streambed
elevation and assume that changes in flow depth due to fluctuations in streambed elevation
are small in comparison with the total flow depth. However, that strategy would introduce
additional errors and underestimate discharge, τ∗, and ultimately Ω. An alternative
strategy would be to determine the threshold for sediment transport from critical ω values



Remote Sens. 2022, 14, 1978 24 of 31

derived from discharge estimates rather than from τ∗ values derived from flow depth
measurements [27,28,122,123]. However, without taking into account real-time scour and
increases in the cross-sectional area, that method would also lead to underestimates of
discharge and Ω.

The fourth limitation of the Ω-based approach is that it does not account for sediment
supply. Under high sediment supply conditions, for example, scour depths would be
overestimated using the Ω-based approach if the rate of sediment in-filling exceeded the
rate of sediment removal within the scour hole [32,124]. However, that same limitation
also applies to most other methods for estimating bridge pier scour [32,52,124,125]. Lastly,
the Ω-based approach provides a coarse estimate of scour depth and, as a result, does not
account for differences in the strength of flow acceleration and deceleration on the rising
and falling limbs of the hydrograph that may influence scour [119,126–128].

Despite these limitations, Ω values provide a reasonable estimate of scour depth
and therefore represent one strategy for utilizing radar-based data that could supplement
existing scour monitoring plans and provide useable data quickly in remote, previously
ungaged locations—albeit with potentially lower accuracy than more intensive scour
monitoring or modeling techniques.

5. Conclusions

This study presents a straightforward framework for using noncontact methods to
measure the stage and streamflow conditions that contribute to bridge pier scour, as well
as a method for using those measurements to estimate bridge pier scour depth in real
time based on discharge-derived Ω values. Results indicated there was good agreement
between radar-based and USGS-streamgage-based stage and discharge estimates on the
Gunnison River, Colorado; although, radar-based estimates of discharge underpredicted
USGS-streamgage-based estimates of discharge, particularly at high flows. Additionally,
using a trained-φ value instead of a rapid-φ value substantially improved the accuracy of
radar-based discharge estimates, but required more intensive field data collection. Overall,
the good statistical agreement between radar-based and USGS-streamgage-based stage and
discharge measurements indicates that radars are viable tools for measuring the hydraulic
conditions that contribute to bridge pier scour.

Another key finding was that Ω values at the time of scour were strongly correlated
with ys/b, indicating that Ω values derived from radar measurements can be used to
coarsely estimate scour potential when paired with limited field measurements (i.e., slope,
cross-sectional geometry, and surface grain size). The principal advantage of the Ω-based
approach is that the relation between Ω and ys/b could be leveraged to assess and even
predict scour potential in real time in response to changes in flow and streambed elevation;
although, more work would be helpful to verify the robustness of the relation between Ω
and ys/b before implementing the approach in an operational setting.

The Ω-based approach also has several limitations that effect its transferability and
feasibility: (1) additional data would be needed to verify whether the site-specific relation
between Ω and ys/b could be replicated at other critical scour sites on gravel-bed rivers;
(2) good-quality data from at least three scour events would be needed to build a relation
between Ω and ys/b, which could take several years to collect; (3) the method is not entirely
noncontact because it relies on streambed elevation data to measure flow depth, which
is used to estimate when the threshold for sediment transport is exceeded; and (4) the
approach does not account for changes in sediment supply. Despite those limitations,
utilizing radar-derived Ω estimates to assess bridge pier scour potential is a promising
approach designed to be implemented quickly and cost effectively. The approach is not
intended to replace the existing high-fidelity scour monitoring techniques, but rather to
supplement existing scour monitoring techniques and to provide coarse and less expensive
data quickly in information-poor areas.
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dataset, including a time series (left) and a scatterplot (right).
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Figure A2. Comparisons of unfiltered (raw) radar-based discharge estimates (red), LOESS-filtered
radar-based discharge estimates (royal blue), continuous USGS-streamgage-based discharge estimates
(black), and USGS site visit stage discharge measurements (cyan), for the hybrid-radar-based, rapid-φ
dataset, including a time series (left) and a scatterplot (right).

Table A1. Goodness-of-fit statistics associated with radar-based and USGS-streamgage-based dis-
charge measurements, from the fully radar-based, trained-φ dataset. Values in bold indicate they
meet this study’s criteria for satisfactory performance defined in Section 2.3.2.

Parameter Entire Dataset 1st Quartile 2nd Quartile 3rd Quartile 4th Quartile

Mean absolute error (MAE), in m3/s 5.66/5.69 2.78/2.78 3.90/4.24 6.23/6.16 9.67/9.51
Root mean square error (RMSE), in m3/s 7.44/7.73 3.06/3.15 4.65/4.89 7.24/6.81 11.72/12.59

Percent bias (PBIAS), in percentage 1.68/1.67 −9.98/−9.86 4.89/5.33 4.42/4.45 0.57/0.40
Nash–Sutcliffe Efficiency (NSE),

dimensionless 0.99/0.99 −0.02/−0.07 0.97/0.97 0.81/0.83 0.98/0.98

Volumetric efficiency (VE), dimensionless 0.96/0.95 0.90/0.90 0.95/0.94 0.95/0.95 0.96/0.96
Kling–Gupta efficiency (KGE), dimensionless 0.98/0.98 0.66/0.70 0.93/0.92 0.95/0.95 0.90/0.90

Alpha (αKGE), dimensionless 1.01/1.01 0.69/0.75 0.96/0.94 1.01/0.99 1.10/1.10
Pearson correlation coefficient (r),

dimensionless 1.00/1.00 0.93/0.86 1.00/1.00 0.97/0.98 1.00/1.00

Table A2. Goodness-of-fit statistics associated with radar-based and USGS-streamgage-based dis-
charge measurements, from the hybrid-radar-based, rapid-φ dataset. Values in bold indicate they
meet this study’s criteria for satisfactory performance defined in Section 2.3.2.

Parameter Entire Dataset 1st Quartile 2nd Quartile 3rd Quartile 4th Quartile

Mean absolute error (MAE), in m3/s 14.37/14.34 1.27/1.16 9.45/9.00 16.73/16.70 29.93/30.41
Root mean square error (RMSE), in m3/s 18.91/19.13 1.62/1.43 10.40/10.02 17.17/17.50 32.01/32.45

Percent bias (PBIAS), in percentage 11.11/11.11 −0.38/−0.51 12.62/12.04 12.32/12.30 11.26/11.45
Nash–Sutcliffe efficiency (NSE),

dimensionless 0.97/0.96 0.72/0.78 0.86/0.87 −0.07/−0.11 0.88/0.88

Volumetric efficiency (VE), dimensionless 0.96/0.89 0.90/0.96 0.95/0.88 0.95/0.88 0.96/0.89
Kling–Gupta efficiency (KGE), dimensionless 0.84/0.84 0.69/0.65 0.82/0.83 0.84/0.86 0.86/0.86

Alpha (αKGE), dimensionless 0.89/0.88 0.72/0.66 0.87/0.89 0.90/0.95 0.91/0.91
Pearson correlation coefficient (r),

dimensionless 1.00/1.00 0.86/0.92 1.00/0.99 0.98/0.95 1.00/1.00
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