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Abstract: At present, Synthetic Aperture Radar Interferometry (InSAR) has been an important
technique for active landslides recognition in the geological survey field. However, the traditional
interpretation method through human–computer interaction highly relies on expert experience,
which is time-consuming and subjective. To solve the problem, this study designed an end-to-end
semantic segmentation network, called deep residual shrinkage U-Net (DRs-UNet), to automatically
extract potential active landslides in InSAR imagery. The proposed model was inspired by the
structure of U-Net and adopted a residual shrinkage building unit (RSBU) as the feature extraction
block in its encoder part. The method of this study has three main advantages: (1) The RSBU in the
encoder part incorporated with soft thresholding can reduce the influence of noise from InSAR images.
(2) The residual connection of the RSBU makes the training of the network easier and accelerates
the convergency process. (3) The feature fusion of the corresponding layers between the encoder
and decoder effectively improves the classification accuracy. Two widely used networks, U-Net
and SegNet, were trained under the same experiment environment to compare with the proposed
method. The experiment results in the test set show that our method achieved the best performance;
specifically, the F1 score is 1.48% and 4.1% higher than U-Net and SegNet, which indicates a better
balance between precision and recall. Additionally, our method has the best IoU score of over 90%.
Furthermore, we applied our network to a test area located in Zhongxinrong County along Jinsha
River where landslides are highly evolved. The quantitative evaluation results prove that our method
is effective for the automatic recognition of potential active landslide hazards from InSAR imagery.

Keywords: landslide; semantic segmentation; InSAR; automatic recognition

1. Introduction

The rapid identification of potential active landslides in a wide range is of great sig-
nificance to prevent destructive geological hazards. Traditionally, landslides recognition
is conducted through visual interpretation on optical remote sensing images and verifi-
cation with field investigation, which is based on interpreters’ expert knowledge of and
experience with field surveys, so it is time-consuming and costly [1]. Therefore, it is urgent
to develop automatic methods for identifying the location and distribution of landslides
in practical application. Then a potential active landslides inventory could be established
as the database for subsequent prevention efforts and time–series monitoring of a specific
single landslide.
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In recent years, a wide variety of remote sensors has been used for landslide hazards
studies, such as optical remote sensing imagery, SAR (Synthetic Aperture Radar), LiDAR
(Light Detection and Ranging), and so on [2]. Among them, the InSAR technology based on
SAR data, with its advantages of all-weather, wide range, and high precision, has become
one of the important means to study surface deformation disasters [3]. Landslide identifi-
cation using remote sensing imagery is an economical and efficient method. There have
been many studies using optical remote sensing images and InSAR for semi-automatic
or automatic landslide extraction [4,5]. Landslide recognition based on remote sensing
images can be divided into pixel-based and object-based methods. After the occurrence
of a landslide, the difference in spectral characteristics between landslide pixels and non-
landslide pixels will increase significantly, on which the traditional pixel-based landslide
recognition methods are based. However, pixel-based methods only make use of the
spectral information of individual pixels, lacking consideration of the correlation between
adjacent pixels, so pixel-based classification methods usually cannot attain ideal perfor-
mance [1]. Object-based methods first segment imagery into different objects based on
homogeneous pixels and then further classify them using spectral, textural, and spatial
contextual features. Compared to pixel-based methods, object-based methods consider
more information, so they usually have better performance in classification tasks [6,7]. In
terms of landslide extraction research, pixel-based and object-based methods are often
combined with traditional machine learning algorithms, such as artificial neural networks
(ANN) [8,9], random forest (RF) [10,11], support vector machine (SVM) [12,13], and so on.

With the rapid development of remote sensing technology, masses of accumulated
data are available for study purposes. For example, the Sentinel-1 satellite of the European
Spatial Agency (ESA) has a 12-day satellite revisit period, generating a massive amount of
open-source data every day. Nevertheless, conventional machine learning algorithms need
an onerous handcraft feature extraction process, which is generally time-consuming, and
they can neither fully extract nor effectively utilize features from such big data. How to
make full use of big data and mine useful information becomes a problem demanding a
prompt solution in the field of earth science [14]. In recent years, deep learning (DL) has
been gradually applied to many disciplines and has become the state-of-the-art method
in many cases, such as medical images comprehending, land use and land cover (LULC)
classification, road extraction, landslide extraction, and so on [15]. Deep learning is a subset
of machine learning (ML), and it is an extension algorithm of artificial neural networks, but
it has more complex architecture and neural layers; the characteristics of DL make it better
than ML at mining features from big data automatically. The applications of DL in the
research of landslides hazards can be divided into three categories: landslide recognition,
landslide susceptibility mapping, and landslide displacement prediction [16].

Landslide recognition is a hot research topic recently. In existing studies, high spectral
and spatial resolution remote sensing imagery are the primary data for deep learning-based
landslide recognition [17–21]. In optical remote sensing images, the spectral and textu-
ral features change relatively significantly before and after the occurrence of landslides,
making it easier to distinguish them from the environment. Ding et al. applied a six-layer
convolutional neural network (CNN) for landslide extraction using GF-1 remote sensing
images before and after the landslide occurred and achieved a recall of 72.6% [22]. Omid
et al. compared the performance of several conventional machine learning algorithms and
convolutional neural networks in landslide recognition, analyzed the influence of the depth
of CNN, the size of input data, and topographic factors of the landslide recognition accu-
racy. The experiment results indicated that when only spectral information was utilized, a
four-layer depth CNN with an input image size of 16× 16 pixels could achieve the best
mean Intersection over Union of 78.26% [8]. Ji et al. produced an open-source landslide
dataset with 0.8 m resolution to remedy the problem of lacking enough labeled data for deep
learning applications in landslide extraction. The attention mechanism is an important mile-
stone in the development of deep learning model structures. In order to extract distinctive
feature representations of landslides from complicated backgrounds, a new 3D Spatial-
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Channel Attention Module (3D SCAM) was proposed. According to the experiments,
the proposed 3D SCAM performed better than the SE module (Squeeze-and-Excitation
module) [23], BAM (Bottleneck Attention Module) [24], and CBAM (Convolutional Block
Attention Module) [25]. The ResNet-50 embedded with 3D SCAM obtained the best results
in the test data with an F1 score of 96.62% [26]. U-Net [27] was originally proposed for
medical image segmentation, but many studies have shown that it is also a robust baseline
model for target extraction in remote sensing images. There is a series of studies based on
improved U-Net models to automatically extract landslides, and satisfactory results have
been obtained [9,28–31].

Landslide recognition can be divided into historical landslide recognition and early
landslide recognition [32]. However, the studies mentioned above all focused on historical
landslides. Although InSAR has been widely used for active landslide identification, there
is a great lack of research on active landslide identification combining deep learning with
InSAR [33–35]. Therefore, for this study, we chose areas around the Lancang River and the
Jinsha River to explore the feasibility of automatic active landslides recognition from InSAR
imagery. With reference to the structure of U-Net, a deep semantic segmentation model
called deep residual shrinkage U-Net (DRs-UNet) embedded with a residual shrinkage
building unit [36] was proposed. Semantic segmentation is a typical application in computer
vision that aims to annotate every pixel within imagery with a specific semantic label.
Through semantic segmentation methods, people can acquire both the location and extent
of a landslide. For an input of InSAR deformation phase imagery, our pipeline extracts
feature maps by eight consecutively stacked RSBU blocks (residual shrinkage building unit
blocks). The RSBU-block restrains noise from feature maps by an automatically learned
threshold, and its residual connection structure can solve the degradation problem during
the training process as the network deepens. Furthermore, two widely applied models, i.e.,
U-Net, and SegNet [37] were selected to compare with the proposed method. In addition,
we applied our method to an independent test area located in the Zhongxinrong County
section of the Jinsha River to evaluate the performance.

There have been many studies concerning the automatic extraction of historical land-
slides in optical remote sensing imagery using deep learning-based methods but few works
concentrating on recognition of active landslides. The main goal of this study is to demon-
strate that the proposed DRs-UNet could effectively extract active landslides from InSAR
deformation phase imagery.

2. Study Area

As shown in Figure 1, the study area is located in the middle and upper reaches of the
Lancang River and the middle reaches of the Jinsha River in the southeastern part of the
Qinghai–Tibet Plateau. The area is in the Hengduan Mountains where the transition zone
of China’s first and second terrain grade is, with an average elevation of 4350 m. The wet
season starts in June and ends in October, when over 80% of the annual rainfall occurs. The
study area lies in the collision zone between the Indian Plate and the Eurasian Plate; with
complex geological conditions, strong seismic activities here lead to the frequent occurrence
of landslides. Because of ample hydropower resources, a large number of hydroelectric
power plants have been built and planned for construction. Potential active landslides
pose a serious threat to the security of residents’ lives and property, as well as the normal
operation of hydropower facilities. A number of studies have been conducted in this area,
including early identification of landslides and spatial analysis of their distribution in the
“Three Rivers” (Nujiang River, Lancang River, and Jinsha River) regions [38,39] and active
landslides inventory mapping along the Jinsha River corridor [40].
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Figure 1. Geographical location map of the research area. The research area is comprised of a study
area (cyan frame) and an independent test area (red frame). Red points represent active landslides
through manual interpretation.

3. Data Preparation
3.1. InSAR Data

In this study, 30 SAR images of Sentinel-1 (https://scihub.copernicus.eu/dhus/#/
home (accessed on 1 May 2020)) for each of the ascending and descending orbits were used
for D-InSAR (Differential Interferometry Synthetic Aperture Radar) processing. We built
D-InSAR imagery pairs at 12-day and 24-day intervals of both ascending and descending
tracks. Then, the InSAR phase imagery was averaged over the whole period, which was
expected to weaken the interference of random noise [41]. In addition, high-resolution
optical remote sensing images, geological maps, and topographic data were selected to
comprehensively interpret active landslides. Based on the interpreting results, the dataset
was produced to train landslide extraction models.

InSAR technology can realize large-scale, high-precision, and all-weather surface
deformation measurement and has become the main technology of surface deformation
hazards research. D-InSAR is developed based on InSAR; two or more SAR images
spanning the deformation period are used for interferometric processing to obtain the
initial interferogram consisting of atmospheric phase, topographic phase, deformation
phase, etc. Then, the phase contributions other than the surface deformation phase are
separated, and, finally, the surface deformation phase is converted to the deformation
displacement in the line-of-sight direction to obtain the displacement during the two
imaging moments [42,43]. The SAR data used for this study were provided by ESA’s open-
source Sentinel-1 satellite, and the relevant parameters of the data are shown in Table 1.
D-InSAR was conducted using the GAMMA Software; the process flow is presented in
Figure 2.

https://scihub.copernicus.eu/dhus/#/home
https://scihub.copernicus.eu/dhus/#/home
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Table 1. Parameters of radar image data used in the study.

SAR Sensor Waveband
(cm) Direction Spatial

Resolution (m)
Incidence
Angle (◦)

The Heading
Angle (◦)

Number
of Scenes Polarization Temporal

Coverage

Sentinel-1 C (5.63 cm) Ascending 5 by 20 38.5◦ −12.6 30 VV 2019.3–2020.3
Sentinel-1 C (5.63 cm) Descending 5 by 20 40.6◦ 129.6 30 VV 2019.3–2020.3
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Figure 2. D-InSAR process flow.

Given that the purpose of this study was to rapidly and comprehensively identify
the location and extent of active landslides, accurate calculation of displacement is not
necessary, so interferograms were not converted to displacement velocity maps. Figure 3
shows the D-InSAR processing results of ascending and descending tracks in a sub-region
of the study area, respectively. It is worth noting that some phase patterns caused by glacier
movement and snowmelt, mainly in high mountains, are very similar to those caused by
landslides displacement, such as the phase patches marked by black frames in Figure 3,
which are mainly distributed above the snowline.
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3.2. Data Preprocessing

The first part of Figure 5 represents the data preprocessing. First of all, the active
landslides were manually interpreted and outlined on the InSAR interferograms using
the Environmental Systems Research Institute’s (ESRI) ArcGIS software to obtain binary
masks, as shown in Figure 4b, in which white and black pixels belong to landslides and
no-landslides, respectively. It is worth noting that the raw input data in this study are
three-channel fusion imagery of the D-InSAR phase and SAR intensity maps. Due to the
limitation of computer memory conditions, the size of input data could not be too large, so
the data needed to be cut into small patches. Furthermore, considering that the performance
of the deep learning model depended heavily on the size of the training dataset [44], he
data were cut with a 50% overlap to enlarge the dataset. Figure 4 demonstrates the process
of image splitting.
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A total of 1712 images of 128× 128 pixels were collected. Then, the samples were
normalized using the Z-score method so that each sample had a mean pixel value of 0 and
a variance of 1. The objective of normalization was to facilitate the training process of the
deep learning models. Finally, according to the ratio of 7:2:1, the dataset was divided into
the training, validation, and test sets. Note that the training and validation sets were used
to train the model and choose optimal model parameters, respectively, while the test set
was to quantitatively evaluate the performance of a model.

4. Method

Figure 5 shows the flowchart of this study. The first stage was data preprocessing;
with the help of geological experts, active landslides were labeled using InSAR imagery
combined with multi-source remote sensing data and geological data. Then, the annotated
data were sliced into image patches and normalized and were further split into three data
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sets, i.e., training, validation, and test sets. Next, models were constructed and trained.
At the stage of accuracy evaluation, the trained models were quantitatively evaluated by
precision, recall, F1 score, and IoU (Intersection over Union). Finally, in practical application,
the deformation phase caused by snow melt and glacier movement is similar to that which is
caused by landslide displacement. Therefore, an elevation threshold should be determined
according to some factors, e.g., snowline, ELA (equilibrium-line altitude) and so on, of a
specific area to mask out useless objects and optimize the recognition results.
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4.1. Deep Learning and Semantic Segmentation

The task of semantic segmentation is to annotate every pixel in the image with a
semantic label. In remote sensing and earth observation, semantic segmentation has
been widely applied to land cover and land use classification, change detection, landslide
recognition, etc. [9,22,26,45–47]. For instance, the method of the extraction of landslides
from remote sensing imagery based on the semantic segmentation method is to label
pixels belonging to landslides and non-landslides differently (e.g., “1” for landslides, “0”
for non-landslides). Long et al. [48] proposed one of the first deep learning works for
semantic image segmentation, using a fully convolutional network (FCN) including only
convolution layers. FCN replaces the dense connection layers in the traditional CNN model
with convolutional layers so that it not only accepts input images of arbitrary size but also
greatly reduces model parameters, and the segmented image of the same size as the input
image is output after upsampling by deconvolution layers. Since FCN implements an end-
to-end approach to training models that can be applied to dense prediction tasks for images
of arbitrary size, it has become a cornerstone for the development of subsequent deep
learning semantic segmentation models [49]. In recent years, with the development of deep
learning semantic segmentation techniques, the encoder–decoder structure has become the
main subject of research [44]. The design of the encoder-decoder structure compensates
for the defect that FCN does not take into account global contextual information. The
encoder–decoder network is composed of two parts: an encoder extracting potential feature
representations hierarchically from raw images through stacked convolution layers and
a decoder-predicting probability map at the pixel level [50]. The encoding and decoding
parts are generally symmetrical so that the information can flow from the encoder to
the corresponding layer in the decoder for better integration of high-level and low-level
features. SegNet, U-Net, HRNet [51], and LinkNet [52] all take such a structure. In terms of
deep learning-based landslide recognition, U-Net and ResNet [53] are the most commonly
used baselines, and a series of related studies have shown that they are easy to train and
have high robustness [54].
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4.2. Proposed DRs-UNet

The deep residual shrinkage network (DRSN) is a variant of ResNet, which was
originally proposed by Zhao et al. [36] for fault diagnosis of mechanical transmission
systems. Conventional CNNs suffer from the vanishing gradients problem as the network
deepens, making the training process difficult. To solve this problem, He et al. [53] proposed
the ResNet, composed of a series of residual modules with shortcut connections. As shown
in Figure 6, the output feature maps of the residual module are connected to the input
feature maps through an identity shortcut. Suppose the input feature of the residual module
is xl , the output feature of the residual branch is F(xl), and the final output feature xl+1
equals the element-wise addition of xl and F(xl): F(xl) + xl . The forward propagation can
be expressed as Equation (1):

xl+1 = F(x, wl) + xl (1)

where wl is the weight and F(x, wl) is the residual mapping to be learned by the network.
There are two forms of residual modules: the plain residual module containing two convo-
lution layers, which were used in ResNet-18 and ResNet-34, as shown in Figure 6a, and
the Bottleneck Residual Block, including three convolution layers, as Figure 6b represents,
which deeper networks adopt, i.e., ResNet-50 and ResNet-152. In this study, the backbone
of our proposed method builds on the plain residual block.
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Although ResNet can effectively solve the network degradation problem, the learning
ability of the model is greatly weakened when dealing with signals of high noise. Soft
thresholding is a key step in many traditional denoising methods. In general, the raw signal
is transformed to a domain in which the near-zero numbers are unimportant, and then soft
thresholding is applied to convert the near-zero features to zeros [36]. The function of soft
thresholding can be expressed as follows:

y =


x− τ, x > τ

0,−τ ≤ x ≤ τ
x + τ, x < −τ

(2)

where y is the output feature maps, x is the input feature maps, and τ is the threshold. As
represented in Figure 7c, soft thresholding is embedded in the RSBU-block. In the residual
branch of the plain residual block, the output feature map from two stacked convolution
layers is converted to absolute values and then passed to a GAP (Global Average Pooling)
layer to obtain feature |x|. Next, the feature |x| is put into a two-layer fully connected layer
that is subjected to batch normalization (BN) and linear rectification function operations.
Then, the feature is scaled to (0, 1) by a sigmoid function to obtain the feature α. Finally,
the threshold t is calculated through the element-wise multiplication of α and |x|, and then
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soft thresholding is applied to the feature x. The final output of the RSBU-block is the
element-wise summation of the raw input feature and the feature x that has been denoised
by the soft thresholding. The calculation of the threshold in the RSBU-block is similar to
the attention calculation method of the SENet [23], where the global features obtained by
the GAP are used to learn the weights between different channels, and then the weights
are used to multiply the input feature maps to obtain the threshold. Using the learned
threshold, the features are filtered using soft thresholding (Equation (2)) to suppress noise
and redundant information. The threshold is automatically learned via gradient descent
algorithm. The derivative of soft thresholding can be expressed as Equation (3):

∂y
∂x

=


1, x > τ

0,−τ ≤ x ≤ τ
1, x < −τ

(3)
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There are two main difficulties in identifying active landslides from InSAR images
using CNNs. First, the phase patches caused by the deformation of some non-active
landslides, such as snowmelt, are very similar to those of active landslides. Second,
subject to atmospheric delay, vegetation coverage, and spatial–temporal decoherence, a
large amount of impulse noise is generated when performing large-scale InSAR phase
calculations [55]. These may reduce the overall precision of landslide extraction. To address
the problem, an encoder–decoder network, DRs-UNet, is designed with reference to the
model structure of U-Net to achieve end-to-end active landslide extraction. DRs-UNet
contains an encoder and a decoder. The encoding part downsamples the input data and
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extracts potential feature representations through a series of stacked convolutional layers
and pooling layers. The decoder restores the resolution of the feature maps to finally obtain
the segmentation map.

Figure 7a demonstrates that the backbone of the encoder part is based on a deep
residual shrinkage network (DRSN), which has been demonstrated to be applicable to the
process of highly noised images by several studies [56–59]. The DRSN in this study was
rebuilt from the ResNet-18. Specifically, the encoder consists of an initial module and eight
stacked RSBU-blocks. The initial module consists of a convolutional layer with a kernel
size of 2 and a pooling layer whose output feature maps are sequentially subjected to a
BN operation and a ReLU nonlinear activation function. Figure 7c represents the inner
core structure of the RSBU-block whose forward propagation was elaborated earlier in this
section. The RSBU-block is improved through residual modules using the soft thresholding
method, which can not only effectively prevent the vanishing and exploding gradients
problem caused by the deepening of the CNN and accelerate the training and convergence
of the model but also can attenuate the influence of noise from features to the network
and reduce the redundant information. Thus, the classification accuracy is improved. The
encoder downsamples features using four blocks so that the size of the feature maps is
reduced to 1/8 of the original images. In the decoding stage, the features extracted by the
encoder are first fed into four transpose convolution blocks (TCB) to be upsampled. As
shown in Figure 7d, the TCB consists of a transposed convolutional layer with a kernel
size of 3 and a stride of 2 and then a convolutional layer with kernel size and stride of 3
and 1, respectively. As shown in Figure 7a, the features of each RSBU-block are connected
to those of the corresponding TCB by skip connection (i.e., the feature maps of larger size
are cropped and then concatenated to the smaller size features in the channel dimension).
During the convolution and pooling operations in the encoding stage, a large amount of
spatial information was lost, so the lower layers (layers near the input image) of the CNN
retained more spatial information. By fusing low-level and high-level features through
skip connection, the accuracy of segmentation can be improved. All the convolution layers
in the decoding path are subjected to a BN and ReLU layer. After passing through four
repeated TCBs, the feature map progressively increases dimensionally, and the number of
channels decreases gradually. Finally, there is a convolutional layer with both a kernel size
and stride of 1, then a sigmoid layer is used to predict the probability map with the same
spatial size as the original input image. The closer the pixel value is to 1, the more likely
the pixel is to be a landslide feature, and a pixel value of 0 means a non-landslide feature.

5. Results and Analysis
5.1. Experiment Settings and Evaluation Criteria

The experiments were implemented in a computer with the configuration of Intel Core
i7-11800H CPU (2.30 GHz) and NVIDIA GeForce RTX 3060. In this article, Pytorch (GPU
version) was adopted as the deep learning framework. CUDA 11.0 and CuDNN 8.2 were
selected for GPU parallel calculation and acceleration, respectively. The Adam optimizer
was used to update and optimize the parameters. The initial learning rate of training was
set to 1× 10−3 for better training of the model. The learning rate was dynamically adjusted
as the number of training epochs increased, which is presented in Figure 8. The learning
rate decreases per 10 epochs by a ratio of 0.5.

The BCE Loss (Binary Cross-Entropy Loss) was chosen as the loss function for training,
which is defined as follows:

loss = − 1
N

N

∑
i=1

yi · log a + (1− yi) · log(1− a) (4)

a = p(yi = 1|xi) (5)

where N denotes the number of classification categories, and a represents the probability
that the label category of xi is yi = 1. During the training process, the batch size and
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the number of epochs were set to 16 and 80, respectively. The default 0.5 was chosen
as the threshold to classify the predicted probability maps into the landslide and non-
landslide targets.
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The confusion matrix for the binary classification task in this paper is shown in Table 2.
In this article, TP (true positive) denotes correctly classified landslide targets. TN (true
negative) indicates that the model correctly predicts the non-landslide target. FP (false
positive) denotes non-landslide targets that are incorrectly predicted as landslides. FN
(false negative) indicates that the model incorrectly classified the landslide target.

Table 2. Confusion matrix for landslides extraction task.

Prediction
Landslide Non-Landslide

Ground Truth
Landslide TP FN

Non-landslide FP TN

Several quantitative evaluation metrics, i.e., precision, recall, F1 score, and Intersection
over Union (IoU) were used to evaluate the performance of different models. Precision
represents the proportion of the samples that are correctly classified within the samples
predicted to be positive. Recall represents the correct pixels over the labels. The F1 score
is the harmonic mean of precision and recall, which is a more balanced metric that takes
into account both precision and recall. IoU represents the intersection over the union of the
ground truth and the model prediction. Precision, recall, F1 score, and IoU are expressed
as follows:

Precision =
TP

TP + FP
(6)

Recall =
TP

TP + FN
(7)

F1 =
2× Precision× Recall

Precision + Recall
(8)

IoU =
TP

TP + FP + FN
(9)

5.2. Experiment Results

The U-Net and Vgg16-based [60] SegNet, which are widely used in semantic seg-
mentation tasks, were trained under the same experimental settings to compare with the
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designed DRs-UNet model. Figure 9a–c summarizes the training and validation loss curves
of DRs-Unet, U-Net, and SegNet, respectively, and Figure 9d–f shows the F1 score with
the change of epochs. It can be seen that the loss and F1 score curves of all models become
smooth after about 60 epochs, and the models reach convergence as the epochs continue to
increase. It is worth noting that the loss values of DRs-UNet are lower than those of the
other two models after convergence. The probable reason is that the RSBU-block could
better solve the vanishing gradient problem. Furthermore, the F1 score curves of the
proposed method during both training and validation are consistently higher than those
of other comparative models as the epoch increases, which indicates that DRs-UNet has a
better balance between precision and recall and achieves the best accuracy.
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Table 3 shows the results of the quantitative evaluation of the three models on the test
dataset. Given that the topography is an important factor that affects the stability of the
ground surface in the mountainous areas, for instance, slope can reflect the steepness of the
hillsides in the study area, while curvature can reflect the topography and the complexity
of the terrain. Generally speaking, landslides are more likely to occur in areas with greater
slope [61–63]. Therefore, we also trained the DRs-UNet using DEM, Slope (Slope), and
Curvature together with InSAR imagery separately to analyze how topographic factors
affect the accuracy. It can be seen from Table 3 that the DRs-UNet model had the highest
score in all metrics, with precision, recall, F1 score, and IoU of 96.07%, 96.12%, 96.08%, and
92.48%, respectively. Among them, the IoU of U-Net and SegNet were both below 90% on
the test set. U-Net performed slightly better than SegNet, which may be attributed to the
skip connection of U-Net that incorporates the low-level and high-level features so that the
decoding path has more spatial information to improve the segmentation performance.
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Table 3. Evaluation of the active landslides extraction results on the test dataset.

Model Data Precision
(%)

Recall
(%)

F1 Score
(%) IoU (%)

DRs-UNet

InSAR imagery 96.07 96.12 96.08 92.48
InSAR imagery + DEM 88.48 95.26 91.70 84.72
InSAR imagery + Slope 95.18 96.79 95.97 92.27

InSAR imagery + Curvatures 95.83 97.40 96.61 93.46
U-Net InSAR imagery 94.02 95.22 94.60 89.77
SegNet InSAR imagery 90.77 93.24 91.98 85.20

Note: The values in bold indicate the highest score of the corresponding metrics.

However, the results show that after adding the DEM for training, the overall accuracy
of the DRs-UNet model decreased, which may be due to the active landslides in this area
having a weak relation to the elevation. The slope factor did not obviously change the
overall accuracy; however, the curvature improved the overall performance slightly, with
an increase in recall, F1 score, and IoU of 1.28%, 0.53%, and 0.98%, respectively. However,
the improvement of the accuracy after adding Curvatures was not significant. In addition,
when the model was practically applied for landslide extraction on a large scale, adding
topographic factors made the preparation of input data more onerous. Therefore, we chose
to apply the model trained only by InSAR imagery in the subsequent work. Figure 10
shows some prediction results of the three models on the test set.
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5.3. Results of the Zhongxinrong Test Area

The Zhongxinrong section of the Jinsha River was selected as an independent test area
to evaluate different models’ performance. In this paper, the time of data acquisition in this
area was consistent with the data used for model training. The test area is characterized
by strong slope erosion due to the downcutting effect of the river, resulting in a dense
distribution of landslides. Due to the limitation of computer memory, it is not possible
to input large-scale images directly into the network for inference. Therefore, the sliding
window method was adopted. The sliding window extracted 128 × 128 pixel patches
with an overlap ratio locally, and then the patches were fed into the network in mini
batches. Finally, the output binary classification maps (“1” for landslide targets, “0” for
non-landslide targets) were mosaicked according to their positions on the original map.
Figure 11a–c shows the active landslide extraction results of DRs-UNet, U-Net, and SegNet
on the ascending track of the area, respectively. To present the recognition results in detail
and compare them with recently published results, the detection results of the pre-study [39]
were superimposed on the final map (green dots in Figure 11d).
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the pre-study [39].
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It can be seen from rectangle 1 that the DRs-UNet model works best for the extraction of
the landslides that are characterized by weak signals. In addition, the landslide highlighted
by rectangle 2 was only recognized by DRs-UNet. Due to the effect of decoherence caused
by high vegetation coverage, the deformation signals of the landslide in rectangle 2 are
discontinuous with impulse noise (Figure 12). Since DRs-UNet embeds soft thresholding
in the RSBU-block, which can automatically learn the threshold, the features below the
threshold will be directly set to 0, thus reducing the impact of redundant information and
noise on the extraction accuracy. For this reason, DRs-UNet can recognize active landslides
with high vegetation coverage from InSAR imagery with higher accuracy. However, the
model has some false positive results, as shown in rectangle 3.
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To compare the quantitative evaluation criteria of different models in this test area,
the F1 score and IoU were calculated based on the confusion matrix of the extracted results.
From the results shown in Table 4, it is known that DRs-UNet has the highest IoU and
F1 score, 79.26% and 88.31%, respectively. Additionally, compared to U-Net and SegNet,
DRs-UNet is a more lightweight model with only 17.19 million parameters (65.6 MB) and
19.1 G FLOPs, but it achieved the highest accuracy.

Table 4. Quantitative assessment, complexity of different models in the test area.

Model F1 Score (%) IoU (%) Parameters (Million) Size (MB) FLOPs (G)

DRs-UNet 88.31 79.26 17.19 65.60 19.12
U-Net 81.86 72.18 31.03 118.40 54.68
SegNet 80.97 69.5 29.45 112.32 40.10

Note: The values in bold indicate the highest score of the corresponding metrics.

6. Discussions

As the means of collecting data become easier, a large amount of accumulated data
is available to be exploited. For instance, the revisit period of a single Sentinel-1 satellite
is only 12 days, which can be shortened to 6 days by a tandem formation, producing
massive data every day. Using deep learning methods, such big data can be fully exploited
to automatically, quickly, and adequately extract ground surface information contained
therein. In this study, SAR imagery from Sentinel-1 is used as the raw data to prepare
the dataset. A deep semantic segmentation model called DRs-UNet was proposed for the
early identification of potential active landslides. The proposed method was compared to
U-Net and SegNet, and the experiment results indicated that our method had the highest
overall accuracy. Specifically, as presented in Table 3, the F1 score of DRs-UNet is 1.48%
and 4.1% higher than those of the other two models, and the IoU is 2.71% and 7.28% higher.
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Figure 10 shows some recognition results of the three models on the test set, and it can be
seen that the proposed method extracts more accurately in terms of landslide signals that
are relatively weak, as well as small-scale landslides. Moreover, according to the results
shown in the sixth row of Figure 10, the method proposed in this study can extract a more
complete potential active landslide surrounded by high pepper-and-salt noise, while the
results of other two methods are incomplete; the SegNet cannot even identify the landslide.

Furthermore, we applied our method to the Zhongxinrong county section of the Jinsha
River. This area is characterized by a strong downcutting effect caused by rivers. The
elevation and slope of this region are 2300~3000 m and 20~50 degrees, respectively. The
typical landslide in this area are colluvium slopes whose lithology are mainly composed
of ophiolite, mudstone, sandstone, siltstone, coal streak, tuff, etc. The IoU in this area
is 79.26%; it is 7.08% and 9.76% higher than those of the other two comparisons, which
demonstrates the feasibility of using our method for the rapid identification of potential
active landslide hazards.

Inaccurate samples can affect the training of the network. When labeling samples,
because of the similar patterns of some local deformation signals, the labeled target may be
an area with surface subsidence, deformation caused by cut fill, etc. but not necessarily a
landslide. In addition, visual interpretation relies on expert experience, and the recognition
results are rather subjective. For example, even a skillful interpreter is unable to accurately
delineate a potential active landslide just from InSAR imagery. Geological, topographic, and
optical remote sensing data are usually referenced together with InSAR imagery. Therefore,
in practical application, the extent of potential landslides extracted using the proposed
method will be somewhat different from the accurate extent. The goal of early identification
of potential landslides is to recognize as many as possible, which means a consequence
of high false positives is acceptable. The proposed method can improve efficiency for
the identification of potential active landslides. Interpreters can filter undesirable targets
based on the automatic extraction results, which can immensely reduce costs. Furthermore,
time-series monitoring can be conducted on a single landslide subsequently, which can
avoid atmospheric effects on large-scale InSAR computation, and it is important for the
prevention and management of destructive landslides.

The early identification of active landslide hazards aims to discover landslides that
threaten the safety of human lives and property [64]. The phase patterns caused by the
melt and movement of glaciers and snow are very similar to those of landslides, which is
the main factor that causes false positive results, mostly when applied to large scale areas.
In China, the southwest region is the most seriously endangered by landslide hazards. For
instance, there are the Hengduan Mountains, located in the northeast of the Qinghai–Tibet
plateau where there are complex terrain, large terrain undulation, and widely distributed
glaciers. The snow cover is mainly distributed in high-altitude areas, and the areas above
the snowline are covered by snow all year round. In 2019, the snow cover fraction (SCF)
above a 3000 m elevation is about 50%; because human activity is rare, the snow cover over
a 3000 m elevation is stable [65]. The average snow cover days (SCD) exceed 30 per year
in the Hengduan Mountains, and the ELA (equilibrium-line altitude) is 5132 m [66,67].
Therefore, when using the proposed method for large-scale landslides identification in this
area, the local snow line, ELA, etc., can be taken into account to choose a suitable elevation
threshold to filter the extraction results.

Because of the special side-looking imaging geometry of SAR satellites, different
observation angles will yield different InSAR results. Furthermore, in mountainous areas
with steep terrain, the phenomenon of layover is very likely to occur [68]. On the one hand,
a landslide may be detected either on AT (ascending track) or DT (descending track) but
cannot be detected on both tracks. Therefore, in order to avoid the omission of potential
landslides, the recognition results of AT and DT are fused. On the other hand, sometimes
a landslide may be extracted both on AT and DT; when the extractions of AT and DT are
intersected, we count these objects as the same deformation source. Specifically, as shown
in Figure 13, if an element in the extraction result of the AT intersects with one or more
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elements in the DT, these elements are counted as the same deformation source, and the
one with the largest area element is retained as the fusion result of the AT and DT.
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7. Conclusions

In this study, an improved deep semantic segmentation model was proposed to auto-
matically identify potential active landslides. Given that the InSAR imagery contains high
noise, it can cause a lot of redundant information and influence the learning efficiency of the
convolution layers. In order to address this problem, the RSBU-block was embedded in the
proposed network. On the one hand, DRs-UNet can effectively improve the discriminative
feature learning ability from features with high noise, and the residual connection can
promote the convergency during the training process. On the other hand, the skip connec-
tion fuses the high- and low-level features and restores the spatial information lost during
the decoding path, which can effectively promote the classification performance. Two
networks, i.e., U-Net and SegNet, were adopted as comparisons. To verify the efficiency
of the proposed model, besides quantitative evaluation on the test set, an independent
area known to have high landslide density was used to test the model. According to the
statistic evaluations, DRs-UNet has higher overall accuracy and robustness, and also shows
significant advantages in terms of parameter size and computational efficiency.

Recently, in the field of geological hazards, deep learning-based methods have been
state-of-the-art in many cases, which can immensely improve the automation and accuracy
of geological disasters identification. There have been many studies using deep learning
methods to automatically extract historical landslides. However, the automatic recogni-
tion of potential active landslides based on deep learning is still lacking. This study is
expected to be a reference scheme for the early identification of active landslides based on
deep learning.
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