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Abstract: A high spatio-temporal resolution land surface temperature (LST) is necessary for various 
research fields because LST plays a crucial role in the energy exchange between the atmosphere and 
the ground surface. The moderate-resolution imaging spectroradiometer (MODIS) LST has been 
widely used, but it is not available under cloudy conditions. This study proposed a novel approach 
for reconstructing all-sky 1 km MODIS LST in South Korea during the summer seasons using vari-
ous data sources, considering the cloud effects on LST. In South Korea, a Local Data Assimilation 
and Prediction System (LDAPS) with a relatively high spatial resolution of 1.5 km has been operated 
since 2013. The LDAPS model’s analysis data, binary MODIS cloud cover, and auxiliary data were 
used as input variables, while MODIS LST and cloudy-sky in situ LST were used together as target 
variables based on the light gradient boosting machine (LightGBM) approach. As a result of spatial 
five-fold cross-validation using MODIS LST, the proposed model had a coefficient of determination 
(R2) of 0.89–0.91 with a root mean square error (RMSE) of 1.11–1.39 °C during the daytime, and an 
R2 of 0.96–0.97 with an RMSE of 0.59–0.60 °C at nighttime. In addition, the reconstructed LST under 
the cloud was evaluated using leave-one-station-out cross-validation (LOSOCV) using 22 weather 
stations. From the LOSOCV results under cloudy conditions, the proposed LightGBM model had 
an R2 of 0.55–0.63 with an RMSE of 2.41–3.00 °C during the daytime, and an R2 of 0.70–0.74 with an 
RMSE of 1.31–1.36 °C at nighttime. These results indicated that the reconstructed LST has higher 
accuracy than the LDAPS model. This study also demonstrated that cloud cover information im-
proved the cloudy-sky LST estimation accuracy by adequately reflecting the heterogeneity of the 
relationship between LST and input variables under clear and cloudy skies. The reconstructed all-
sky LST can be used in a variety of research applications including weather monitoring and fore-
casting. 

Keywords: land surface temperature; MODIS; in situ observations; cloud cover information; light 
gradient boosting machine 
 

1. Introduction 
Land surface temperature (LST) is the radiative temperature of the Earth’s surface. 

LST plays a key role in the energy balance between the atmosphere and the ground sur-
face [1,2]. A high spatiotemporal resolution LST is widely required for various research 
fields such as heat flux monitoring, the biogeochemical cycle, and land surface process 
modeling [3–7]. Therefore, it is essential to produce spatiotemporally seamless LST in an 
accurate manner. 

LST can be monitored with high temporal resolution at weather stations. However, 
LST measured at weather stations is point-scale, inherently aspatial. The number of 
weather stations is insufficient due to the considerable labor and cost associated with their 
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management and maintenance [8]. So, there is a limitation on spatially monitoring LST 
based on weather stations in vast areas, particularly when topographical complexity is 
high. Owing to the exponential growth of satellite remote sensing fields over the past dec-
ades, LST can be retrieved with high accuracy of 1–2 K using thermal infrared (TIR) sen-
sors over large areas [2]. 

Therefore, satellite-based LST has been utilized more than weather station-measured 
LST in many studies [9–13]. Among various satellite-based LSTs, the moderate-resolution 
imaging spectroradiometer (MODIS) satellite-based LST has been widely utilized because 
of its 1 km spatial resolution and four-times-a-day temporal resolution. Unfortunately, 
MODIS or other TIR-based LST cannot be used under cloudy conditions, often problem-
atic in humid areas [5,14–17]. Thus, TIR-based LSTs typically contain a large number of 
missing pixels. 

Under cloudy conditions, there are four typical methods for filling missing LST pix-
els. The first is the gap-filling method that adopts the spatial and temporal information of 
neighboring clear-sky LST pixels to interpolate missing cloudy-sky LST pixels [18–21]. It 
uses spatial and temporal correlations between the missing and adjacent pixels. However, 
cloud effects on LST exist, with a cooling effect during the daytime due to a decrease in 
downwelling shortwave radiation and a warming effect at nighttime due to an increase 
in downwelling longwave radiation [22,23]. As the gap-filling method replaces the miss-
ing LST with the spatially and temporally neighboring clear-sky LST pattern, it is difficult 
to reflect the cloud effects on LST. The second is the surface energy balance (SEB) tech-
nique, which estimates the LST under the cloud by calculating the difference between 
clear-sky and cloudy-sky pixels using the SEB equation [24–28]. However, complex pa-
rameterization of air temperature and wind speed is required for the SEB technique. In 
addition, since its performance depends on input shortwave radiation (SR), it is difficult 
to apply the SEB technique at night when SR does not contribute to the spatial variation 
of LST. 

The third approach is to use passive microwave (PMW) satellite data. Due to its abil-
ity to penetrate water vapor and the cloud, PMW has the advantage of acquiring all-sky 
surface information. For example, the advanced microwave scanning radiometer 2 
(AMSR2) brightness temperature has been used to retrieve LST. Numerous all-sky 1 km 
MODIS LST reconstruction methods have been developed through the fusion of MODIS 
and AMSR2 data, including physical, semi-empirical, empirical, and machine learning 
approaches [29–33]. However, the temperature retrieved from PMW is not the surface 
temperature but rather the subsurface temperature [34]. In addition, PMW-derived LST 
has low spatial and temporal resolutions (10–25 km and approximately 1 to 2 days) com-
pared to MODIS LST. 

The fourth approach is to use numerical models, which can produce all-sky LST with 
high temporal resolution. Although numerical model-derived LST is spatially smoothed 
to reduce grid-scale noise, using such LST as input data in statistical models has been an 
alternative approach for LST gap-filling [35,36]. Many previous studies have frequently 
used Global Land Data Assimilation System (GLDAS) models due to their ability to cover 
a large area without introducing spatial gaps [37–39]. However, GLDAS has a coarser 
spatial resolution of 0.25° than MODIS. In areas with complex topography, it is necessary 
to use high-resolution numerical models such as weather research and forecasting (WRF), 
which can monitor mesoscale weather phenomena in local areas. 

Many studies have reconstructed all-sky 1 km MODIS LST based on machine learn-
ing approaches because they can consider non-linear relationships among input and tar-
get variables [14,36,40]. Most previous studies modeled a relationship between predictand 
variables and clear-sky LST, and then applied it to cloudy conditions. However, the rela-
tionship varies by sky conditions (i.e., cloudy or clear). To deal with such a problem, both 
Yoo et al. (2020) and Li et al. (2021) conducted all-sky LST reconstruction by training ma-
chine learning models using in situ cloudy-sky LST observations [15,37]. These studies 
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found that the use of in situ cloudy-sky LST observations can be beneficial to the consid-
eration of the cloud effects on LST in all-sky LST reconstruction models. However, due to 
the sparse distribution of in situ measurements, relying exclusively on in situ observations 
may limit spatial representation. Thus, it is necessary to develop an effective all-sky 1 km 
MODIS LST reconstruction approach that combines MODIS and in situ cloudy-sky LSTs 
and high-resolution numerical models. 

This study aims to construct an all-sky 1 km MODIS LST over South Korea using the 
light gradient boosting machine (LightGBM) approach, considering the cloud effects on 
LST. LightGBM uses a gradient boosting framework with high computational speed and 
efficient memory usage without compromising performance. MODIS data, in situ obser-
vations, and the high-resolution Local Data Assimilation and Prediction System (LDAPS) 
output were used for MODIS LST reconstruction. The proposed approach is expected to 
produce reliable all-sky LST by considering the relationships between LST and predictand 
variables both under clear and cloudy skies. The key objectives of this study were to (1) 
develop an all-sky 1 km MODIS LST reconstruction model, (2) evaluate the developed 
model based on systematic validations using two different LST sources (i.e., MODIS LST 
and in situ observations), and (3) examine whether the model incorporating the cloud ef-
fect improves the estimation accuracy of cloudy-sky LST. 

2. Study Area and Data 
2.1. Study Area 

The study area is South Korea (~99,840 km2; 124°–130°E, 33°–39°N), which is located 
in Northeast Asia (Figure 1). South Korea has a hot and humid summer owing to the 
North Pacific air mass and cold winters due to dry continental high pressure. The annual 
mean temperature in South Korea is approximately 10–15 °C, with a mean temperature of 
23–26 °C in August, the hottest month. Additionally, due to the East Asian monsoon, it 
experiences extremely humid summers with concentrated precipitation (i.e., the annual 
rainfall was 1306.3 mm on average across 1991–2020 with a mean summer rainfall of 710.9 
mm). This results in a high cloud cover rate in South Korea during the summer. Therefore, 
this research focused on summer seasons (i.e., June to August across 2013–2020). 

 
Figure 1. Study area and spatial distribution of the weather stations used in this study. Station num-
bers are labeled in order of decreasing latitude. Elevation is derived from Shuttle Radar Topography 
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Mission (SRTM) digital elevation model (DEM) with 90 m spatial resolution. Land cover is extracted 
from the MODIS land cover with 500 m spatial resolution for 2019. 

2.2. MODIS Data 
This study used daily MODIS LST products (MOD11A1 for Terra and MYD11A1 for 

Aqua) with a spatial resolution of 1 km. The MODIS LST is retrieved from two different 
TIR bands (i.e., band 31 with 10.78–11.28 μm and band 32 with 11.77–12.27 μm) via a gen-
eralized split-window algorithm [41]. Terra MODIS provides LST observed at 10:30 a.m. 
and 10:30 p.m., and Aqua MODIS provides LST observed at 1:30 p.m. and 1:30 a.m. local 
time. The MODIS LST data from 2013 to 2020 were obtained through Earthdata Search 
(https://search.earthdata.nasa.gov/search; assessed on 1 August, 2020). In addition, an-
nual MODIS land cover (MCD12Q1) was employed for data processing and analysis. 

2.3. In situ LST Data 
Hourly in situ LST observations (i.e., 1 a.m./p.m., 2 a.m./p.m., 10 a.m./p.m., and 11 

a.m./p.m.) were acquired from automated surface observing systems (ASOS) managed by 
the Korea Meteorological Administration (KMA). ASOS provides LST data measured di-
rectly at 0 cm via a platinum resistance temperature sensor. There are 102 ASOSs in South 
Korea, but the stations that changed their location between 2013 and 2020 were excluded. 
In addition, we excluded the stations with a calibration error (root mean square error; 
RMSE) >3 °C from the bias correction described in Section 3.1 to minimize the spatial dis-
crepancy between in situ measurements and satellite data. Finally, data collected from a 
total of 22 ASOS stations were used in this study. 

2.4. LDAPS Model Data 
The KMA is currently operating the LDAPS model based on UK Met Office’s Unified 

Model (UM model), which uses non-hydrostatic dynamics, semi-Lagrangian advection, 
and semi-implicit time-stepping [42]. LDAPS uses the Global Data Assimilation and Pre-
diction System (GDAPS) with a coarse spatial resolution of 10–25 km as initial and bound-
ary conditions. LDAPS produces analysis data eight times a day with 3 h intervals (i.e., 0, 
3, 6, 12, 15, 18, and 21 UTC). It has a spatial resolution of 1.5 km and 70 vertical levels in 
the Korean Peninsula and the surrounding seas. This study used several surface grid data 
from LDAPS: LST and four parameters—air temperature (Tair), relative humidity (RH), 
wind speed (WS), and precipitation (Ppt)—closely related to the spatio-temporal changes 
of LST [43]. 

2.5. Auxiliary Data 
The elevation, slope, impervious area ratio, mean WS, day of the year (DOY), longi-

tude, and latitude were used as auxiliary variables to consider the spatial and temporal 
variation of LST. The elevation, slope, and impervious area ratio provide information on 
topography and landcover that affect the spatial variability of LST [43,44]. Elevation was 
constructed from the Shuttle Radar Topography Mission (SRTM) Digital Elevation Model 
(DEM) with a spatial resolution of 90 m (https://earthexplorer.usgs.gov; assessed on 1 Au-
gust, 2021). The slope was retrieved using DEM data with the “Slope” tool of Spatial An-
alyst Toolbox in ArcGIS. The Global Human Settlement (GHS) built-up dataset with a 250 
m spatial resolution was employed as built-up area information (https://ghsl.jrc.ec.eu-
ropa.eu/ghs_bu2019.php; assessed on 1 August, 2021). The mean WS was extracted from 
the Global Wind Atlas, which offers local wind climates with a 250 m spatial resolution. 
Longitude and latitude were also extracted from the grid of MODIS LST to account for 
clear-sky LST pixels in the vicinity of missing LST under the cloud. Lastly, DOY was used 
after conversion to a range between −1 and 1 through cosine transformation to represent 
the temporal variability of LST. 
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3. Methods 
3.1. Data Processing 

This study used the MODIS LST time series filtered to include only high-quality data 
via the quality flag. However, since MODIS LST is of lower quality in built-up areas than 
in other land covers [45], there are insufficient samples for a machine learning model to 
learn LST characteristics in built-up areas. To develop an LST reconstruction model that 
can reflect all land surface characteristics in the study area, this study used MODIS LST 
in the built-up areas without the quality-screening process. In addition, the MODIS qual-
ity flag contains information about the existence of clouds in each pixel. We extracted the 
cloud cover from the MODIS quality flag and used it to consider the varied relationship 
between LST and input variables on clear and cloudy skies. 

The LDAPS data with 3 h intervals were linearly interpolated to the MODIS obser-
vation time and bilinearly resampled to 1 km spatial resolution. The hourly observed in 
situ LST was also linearly interpolated to match the MODIS view time. The point-scale in 
situ LST measurements showed a trend of increasing more rapidly than the 1 km MODIS 
LST at high temperatures in summer. To reduce the spatial scale discrepancy between 
MODIS LST and in situ observations, a polynomial regression-based bias correction was 
applied [15]. Considering the distribution range of daytime LST lowered by cloud in sum-
mer, MODIS and in situ LSTs from May to October were used for the bias correction. 

Figure 2 summarizes the entire procedure of this study. The LDAPS model’s analysis 
data (i.e., LST, Tair, RH, WS, and Ppt), binary MODIS cloud cover, and seven auxiliary 
variables (i.e., elevation, slope, impervious area ratio, mean WS, DOY, longitude, and lat-
itude) were used as input data, while the MODIS LST and bias-corrected in situ cloudy-
sky LST were used as reference data. The MODIS LST was sampled over the entirety of 
South Korea, while the cloudy-sky LST was collected from 22 ASOS stations. Using 
LightGBM, an all-sky MODIS LST reconstruction model was developed for each MODIS 
view time. 

 
Figure 2. Flowchart of the LightGBM-based all-sky 1 km MODIS LST reconstruction model pro-
posed in this study. 

3.2. Light Gradient Boosting Machine 
Ensemble machine learning approaches (e.g., random forest (RF) and extreme gradi-

ent boosting (XGBoost)) have been widely used for producing an all-sky LST in many 
previous studies [14,36,40]. Both RF and XGBoost grow multiple decision trees and then 
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average their outputs to obtain a final prediction for regression, generally yielding better 
performance than single decision trees. However, they are slow and ineffective when 
training with a large number of samples [46]. One solution to this problem is to reduce the 
number of samples, but there is no clear method for optimizing data sampling. 

LightGBM was proposed to accelerate the training process without a reduction in 
accuracy [47,48]. LightGBM belongs to the Gradient Boosting Decision Tree (GBDT) algo-
rithm, which approximates a gradient decent step in the direction of minimizing the loss 
function (residual errors). Existing GBDT methods (e.g., XGBoost) use a level-wise tree 
growth strategy that keeps the trees balanced, which often takes a great deal of time to 
optimize. On the other hand, LightGBM uses the leaf-wise tree growth strategy, which 
splits the leaf with the most loss and does not bother the remaining leaves on the same 
level, saving processing time. Additionally, LightGBM employs Gradient-Based One Side 
Sampling (GOSS), a sampling method based on gradients. The key concept of GOSS is 
that the instances with large gradients contribute much more to growing a decision tree 
than those with small gradients. Consequently, GOSS keeps the instances with large gra-
dients, but it performs random sampling on those with small gradients. Through the leaf-
wise tree growth strategy and GOSS, LightGBM has a fast training speed with low 
memory consumption and often performs better than other boosting algorithms [47,49]. 
Therefore, this study adopted LightGBM to produce all-sky LST for a relatively long-term 
period (i.e., 2013–2020), with more than 10 million samples per MODIS view time [50,51]. 

We implemented LightGBM using the ‘lightgbm’ package in Python. The hyperpa-
rameters of LightGBM include max_depth, min_data_in_leaf, num_leaves, and n_estima-
tors. The max_depth parameter presents the maximum depth of a tree. The 
min_data_in_leaf and the num_leaves parameters determine the minimum number of 
samples in a leaf and the number of leaves, respectively. These three parameters control 
the overfitting of the LightGBM model. Lastly, the n_estimators parameter indicates the 
number of trees. Table 1 shows the combination of hyperparameters tested for model op-
timization in this study. The LightGBM optimization process in this study is described in 
Section 3.3. 

Table 1. Various combinations of hyperparameters tested to optimize the proposed LightGBM 
model. 

max_depth min_data_in_leaf num_leaves n_estimators 
16, 18, 20 50, 100, 500 215, 217, 219 500, 1000 

3.3. Performance Evaluation of the Proposed Approach 
Three different cross-validation approaches were conducted to evaluate the robust-

ness and generalization of the proposed model. First, random five-fold cross-validation 
(RDCV) was performed using MODIS LST to evaluate the reconstructed clear-sky LST. To 
evaluate the spatial distribution of the simulated LST, spatial five-fold cross-validation 
(SPCV) was also conducted. Finally, leave-one-station-out cross-validation (LOSOCV) us-
ing 22 ASOSs was performed to evaluate the estimated cloudy-sky LST. In the cross-vali-
dation process, the training and validation sets were randomly divided by 8:2 from the 
total dataset, except for the independent test data. For example, RDCV randomly divided 
the total dataset into five subsets, where one subset was used for test data and the remain-
ing four subsets were divided again by 8:2 for training and validation. The optimal hy-
perparameters were selected based on the lowest validation RMSE (Equation (1)) through 
the grid search method. This process was repeated five times, and then RDCV perfor-
mance was obtained by averaging the test result for each fold. This hyperparameter tun-
ing and evaluation approach based on cross-validation has been widely adopted in recent 
studies that used machine learning [52–54]. 

The proposed model was compared with temporally spline-interpolated LDAPS LST 
considering its diurnal cycle pattern [55]. The coefficient of determination (R2; Equation 
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(2)), bias (difference; Equation (3)), RMSE, and relative RMSE (rRMSE; Equation (4)) were 
used for accuracy assessment. 

𝑅𝑀𝑆𝐸 (°C) = ඩ෍ (𝑦ො௜ − 𝑦௜)ଶ𝑛௡
ଵ  (1)

𝑅ଶ = 1 − ∑ (𝑦ො௜ − 𝑦ത)ଶ௡ଵ∑ (𝑦௜ − 𝑦ത)ଶ௡ଵ , 𝑦ത = 1𝑛 ෍ 𝑦௜௡ଵ  (2)

𝐵𝑖𝑎𝑠 (°C) = ෍ (𝑦ො௜ − 𝑦௜)𝑛௡ଵ  (3)

𝑟𝑅𝑀𝑆𝐸 (%) = 𝑅𝑀𝑆𝐸𝑦పഥ × 100 (4)

where 𝑦௜ and 𝑦ො௜ are measured and predicted values, respectively. 
In addition, this study analyzed the effects of the learning strategy using in situ 

cloudy-sky LST as a target variable and the cloud cover as the input variable for cloudy-
sky LST estimation. Two scenarios—LightGBM without both in situ cloudy-sky LST and 
cloud cover data (scenario 1) and LightGBM without cloud cover data (scenario 2)—were 
further compared to the proposed LightGBM model with all input variables. 

4. Results 
Figure 3 shows the two cross-validation results (i.e., RDCV and SPCV) of LDAPS and 

the proposed LightGBM model using Terra and Aqua daytime and nighttime clear-sky 
LST during the summer seasons. LDAPS showed an R2 of 0.30–0.35 and RMSE of 3.61–
4.54 °C during the daytime, and an R2 of 0.70–0.80 and RMSE of 2.30–2.38 °C at nighttime. 
On the other hand, the RDCV result of LightGBM had an R2 of 0.93 and RMSE of 0.95–
1.16 °C during the daytime, and an R2 of 0.96–0.97 and RMSE of 0.56–0.58 °C at nighttime, 
yielding higher estimation accuracy than LDAPS for all different MODIS view times. The 
SPCV result showed a slightly lower accuracy than the RDCV, but still showed low RMSE 
values ≤1.4 °C and 0.6 °C during the daytime and nighttime, respectively. 
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Figure 3. Performances of (a) LDAPS and the proposed LightGBM model’s (b) RDCV and (c) SPCV 
for four clear-sky MODIS LSTs (i.e., Terra and Aqua for daytime and nighttime). 

We analyzed the spatial difference between the LSTs from the LDAPS and LightGBM 
models and MODIS LST (Figure 4). LDAPS showed a generally higher LST distribution 
than MODIS over most of the study area. In particular, LDAPS provided much higher LST 
than MODIS in urban areas during both day and night, but significantly lower LST than 
MODIS in coastal areas during the daytime. This might be because GDAPS with a 10–25 
km coarse spatial resolution is used as the initial conditions of LDAPS, resulting in high 
uncertainty and variation in coastal areas. On the other hand, the proposed LightGBM 
had similar spatial distribution as MODIS LST, yielding little difference between the two. 
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Figure 4. LST difference between the (a–d) LDAPS and (e–h) the proposed LightGBM model for 
four clear-sky LSTs (i.e., Terra and Aqua for daytime and nighttime). The difference maps of the 
LightGBM model were produced from the SPCV results. 

The performances of LDAPS and LightGBM by land cover are depicted in Figure 5. 
The LightGBM outperformed LDAPS in the four different land covers for all MODIS view 
times, producing higher R2 and lower RMSE. Except for built-up areas, the proposed 
LightGBM model had an R2 ≥ 0.80 and RMSE ≤ 1.6 °C during the daytime, and an R2 ≥ 0.95 
and RMSE ≤ 0.7 °C at nighttime. Among four different land covers, the LightGBM model 
generally had the highest accuracy in forest areas but was less accurate in the built-up 
class than other land covers. 

 
Figure 5. Performance of the LDAPS and the proposed LightGBM model by land cover for four 
clear-sky LSTs (i.e., Terra and Aqua for daytime and nighttime). The performance of the LightGBM 
model by land cover was calculated from the SPCV results. 

The clear and cloudy-sky LSTs provided by the LDAPS and the proposed LightGBM 
model were evaluated through LOSOCV using the bias-corrected in situ LST from the 22 
ASOS stations (Table 2). The clear-sky MODIS LST was also compared. Among them, 
LDAPS showed the highest RMSE at both daytime and nighttime, while relatively high 
R2 values of 0.77–0.82 at nighttime. On the other hand, LightGBM showed the lowest 
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RMSE of 2.40–2.70 °C and 1.33–1.45 °C during the daytime and nighttime, respectively. 
Although LightGBM showed a relatively low correlation with in situ LST during the day-
time, it produced an R2 similar to MODIS. 

Under cloudy conditions, LDAPS had an R2 of 0.54–0.59 and RMSE of 2.84–3.34 °C 
during the daytime, while it yielded an R2 of 0.72–0.75 with RMSE of 1.96–2.21 °C at 
nighttime. On the contrary, LightGBM had an R2 similar to LDAPS but lower RMSE of 
2.41–3.00 °C during the daytime and 1.31–1.36 °C at nighttime. We further compared the 
RMSE of LDAPS and LightGBM for four cloudy-sky LSTs at each station (Figure 6). 
LightGBM resulted in lower RMSE values than LDAPS at most stations under cloudy 
conditions for all four MODIS view times. Additionally, we analyzed the temporal varia-
tion of LST estimated by the LDAPS and LightGBM models at station 8 in August 2013, 
when it was very hot with a high cloud cover rate (Figure S1). For all four MODIS view 
times, LDAPS tended to overestimate LST compared to the in situ measurements. On the 
other hand, LightGBM showed good agreement with the in situ LST without such a bias. 

Table 2. LOSOCV results for LSTs from MODIS, LDAPS, and the proposed LightGBM models un-
der clear and cloudy-sky conditions against the bias-corrected in situ LST measurements at 22 
ASOSs in June–August from 2013 to 2020. 

MODIS 
Time 

Clear-Sky Cloudy-Sky 
MODIS LDAPS LightGBM LDAPS LightGBM 

R2 RMSE 
(°C) 

R2 RMSE 
(°C) 

R2 RMSE 
(°C) 

R2 RMSE 
(°C) 

R2 RMSE 
(°C) 

Terra  
Daytime 

0.36 2.45 0.18 2.99 0.34 2.40 0.54 2.84 0.55 2.41 

Aqua  
Daytime 0.44 2.69 0.15 3.42 0.41 2.70 0.59 3.34 0.63 3.00 

Terra 
Nighttime 0.73 1.50 0.77 2.11 0.74 1.45 0.72 1.96 0.70 1.31 

Aqua 
Nighttime 

0.85 1.37 0.82 2.51 0.85 1.33 0.75 2.21 0.74 1.36 
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Figure 6. RMSEs for cloudy-sky LSTs from the LDAPS and proposed LightGBM models against the 
bias-corrected in situ LST measurements for each ASOS. Please refer to Figure 1 for station numbers. 

Figures 7 and 8 depict the spatial maps of the average all-sky 1 km LST of the LDAPS 
and LightGBM models for daytime and nighttime, respectively, in June–August from 2013 
to 2020. The daytime and nighttime LSTs of both models showed a negative spatial rela-
tionship with elevation (see Figure 1). While LDAPS showed a relatively smoothed spatial 
pattern of LST, LightGBM produced spatially detailed LST distribution. Figure 9 displays 
the original MODIS LSTs and the corresponding all-sky LSTs of LDAPS and LightGBM at 
both daytime and nighttime on 6 August 2016. As shown in Figure 4, the daily LST differ-
ence between MODIS and LDAPS was evident. Although the overall LST spatial patterns 
of LDAPS were similar to MODIS, they were spatially smoothed. On the contrary, the 
proposed model successfully filled the missing LST pixels without the smoothing effect. 
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Figure 7. Spatial distribution of the average all-sky 1 km LSTs for Terra and Aqua daytime produced 
by (a,c) LDAPS and (b,d) LightGBM in June–August from 2013 to 2020. The enlarged LST distribu-
tions of (e,g,i,k) LDAPS and LightGBM (f,h,j,l) are shown for two subset areas (i.e., boxes 1 and 2), 
which are representative metropolitan areas in South Korea that often suffer from summer heat-
waves. 
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Figure 8. Spatial distribution of the average all-sky 1 km LSTs for Terra and Aqua nighttime pro-
duced by (a,c) LDAPS and (b,d) LightGBM in June–August from 2013 to 2020. The enlarged LST 
distributions of (e,g,i,k) LDAPS and (f,h,j,l) LightGBM are shown for two subset areas (i.e., boxes 1 
and 2), which are representative metropolitan areas in South Korea that often suffer from summer 
heatwaves. 

 
Figure 9. Spatial distribution of 1 km LSTs from (a–d) MODIS, (e–h) LDAPS, and (i–l) LightGBM 
for four MODIS view times (i.e., Terra and Aqua for daytime and nighttime) on 6 August 2018. 

5. Discussion 
5.1. Model Evaluation Using MODIS LST and In Situ LSTs 

The performances of the LDAPS and LightGBM models during the daytime were 
lower than at night (Figure 3). In particular, both models showed the highest rRMSE for 
Aqua daytime and the lowest rRMSE for Aqua nighttime. This result is because the day-
time LST becomes more unstable than the nighttime LST due to downward solar radia-
tion, which causes a more heterogeneous spatial thermal distribution on the land surface 
in the daytime [5,37,56]. Unlike the proposed model, LDAPS showed a significant perfor-
mance difference between day and night of up to 2 °C RMSE. LDAPS has a spatially 
smoothed thermal distribution due to the surface properties roughly considered in the 
model [57–59], which may result in a high error during the daytime with a relatively high 
spatial variation in the thermal distribution. 
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In addition, the LDAPS LST showed a high spatial difference compared to the 
MODIS LST (Figure 4), which could be because LDAPS considers land cover types but 
does not adequately account for environmental variables such as vegetation abundance 
and soil moisture [60]. On the other hand, the LightGBM-derived LST showed a spatial 
distribution very similar to that of MODIS. These results imply that the proposed model 
produced MODIS-like LST well under clear-sky conditions. Among several types of veg-
etation, the LightGBM model generally had the highest accuracy in forest areas, with rel-
atively lower performance in grass and cropland areas (Figure 5). This result is consistent 
with previous studies [15,37]. The built-up class showed a relatively low accuracy com-
pared to other land covers, which may be due to the high uncertainty of MODIS LST over 
urban areas [19,45]. 

Clear-sky LSTs from MODIS, LDAPS, and LightGBM showed a relatively low corre-
lation with the bias-corrected in situ observations during the daytime (Table 2). To analyze 
the low correlation between MODIS and in situ LSTs under clear-sky conditions during 
the daytime, we analyzed the correlation between the clear-sky LST observed at 22 ASOS 
stations for all MODIS view times (Figure S2). The temporal correlation matrix between 
in situ clear-sky LSTs observed at 22 ASOS stations mostly showed R2 > 0.6 at nighttime, 
while it tended to have low R2 < 0.4 during the daytime. Since the spatial distribution of 
LSTs becomes unstable due to incoming solar radiation during the daytime [5,37,56], it is 
not surprising that the MODIS and in situ LSTs have a low correlation under clear-sky 
conditions during the daytime. 

During the daytime under cloudy conditions, LDAPS and LightGBM showed rela-
tively higher R2 values than the clear-sky conditions, which is likely due to the decreased 
incoming solar radiation by cloud [3,61], causing LST to have a somewhat smaller dy-
namic range. The RMSE of LightGBM differed by station during the daytime (Figure 6). 
There was a significant, positive correlation (R2~0.46) between the standard deviation of 
the bias-corrected in situ cloudy-sky LST and the RMSE of LightGBM. One of the reasons 
may be that the proposed approach considered the cloud effects using an instantaneous 
binary cloud cover, which can make it difficult to represent the temporal variability of the 
cloudy-sky LST. In the future, the temporal variation of cloud cover should be considered 
to further improve the cloudy-sky LST estimation accuracy. Nevertheless, LightGBM 
showed higher cloudy-sky LST estimation accuracy than LDAPS overall. Therefore, the 
validation results using MODIS LST and in situ measurements demonstrated that the pro-
posed model successfully reconstructed all-sky MODIS LSTs, outperforming LDAPS. 

5.2. Variable Importance and Effects of Using a Cloud Cover for Estimating Cloud-Sky LST 
This study additionally used in situ LST measurements under cloudy skies as the 

dependent variable, and binary cloud cover as input data to reflect the cloud effects on 
LST when reconstructing all-sky MODIS LST. The variable importance of the LightGBM 
was assessed to analyze which variables contributed to the all-sky LST reconstruction 
model (Figure 10). The LDAPS model’s meteorological variables (e.g., RH, WS, and LST) 
generally showed high variable importance, as they are closely related to the spatial and 
temporal variability of LST [43]. The topographical variables such as elevation, latitude, 
and longitude also had high variable importance, which may have contributed to enhanc-
ing the spatial details of the LDAPS data. However, the importance of cloud cover was 
low. This could be because the relative variable importance of LightGBM was calculated 
by counting the times a feature was used to split a node in training samples. There were 
much fewer cloudy-sky LSTs (approximately 14,000) sampled from 22 ASOS stations com-
pared to the clear-sky MODIS LST samples (more than 10 million), which indicates the 
variable importance of the proposed LightGBM model was greatly affected by the clear-
sky LST samples. Thus, the variable importance results (Figure 10) should be interpreted 
mainly for clear-sky conditions. 
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Figure 10. Relative variable importance calculated from the LightGBM model for four MODIS view 
times. Relative variable importance was normalized by sum to 100%. 

Under the cloudy conditions, we further investigated the impact of using the in situ 
cloudy-sky LST and cloud cover data in the LightGBM model by selectively excluding 
them (Table 3). Comparing the proposed model and two scenarios (i.e., scenario 1 and 
scenario 2) for clear-sky LST, they showed comparable performance, having slightly dif-
ferent R2 (~0.02) and RMSE (~0.02 °C) for all MODIS view times. 

For cloudy-sky LST, however, the three models showed a noticeable difference in the 
accuracy metrics. Among the three models (i.e., the proposed model, scenario 1, and sce-
nario 2), scenario 1 had the lowest R2 and highest RMSE for each MODIS view time, show-
ing a warm bias ≥1 °C during the daytime and cold bias ≤−1 °C at nighttime. Scenario 2 
yielded better LST estimation accuracy metrics under the cloud than scenario 1, which 
implies that it is beneficial to learn the LST information under the cloud from in situ ob-
servations for all-sky LST reconstruction. Compared to scenario 1, scenario 2 had a smaller 
bias, but still greater than 1 °C, except for Terra daytime. The warm bias during the day-
time and the cold bias at nighttime in both scenarios 1 and 2 are due to the cloud effects 
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on LST, with clouds cooling the LST during the daytime by reducing downwelling 
shortwave radiation and warming the LST at nighttime by increasing downwelling 
longwave radiation [22,23]. Although both MODIS LST and in situ cloudy-sky LST were 
used to train the model, the majority of training samples were clear-sky MODIS LST, 
which may have limited the model’s learning of cloudy-sky LST characteristics. In com-
parison to the two scenarios, the proposed model had the highest accuracy metrics with a 
much lower bias. These results demonstrate that the binary cloud cover input data ade-
quately reflected the cloud effects considering the heterogeneity of the relationship be-
tween LST and other input variables under both clear and cloudy skies. 

Table 3. LOSOCV results of the proposed LightGBM and two scenario models (i.e., scenario 1 and 
scenario 2) for clear and cloudy-sky LSTs. 

Clear-Sky 

MODIS 
Time 

Proposed model Scenario 1 Scenario 2 

R2 Bias (°C) 
RMSE 
(°C) R2 Bias (°C) 

RMSE 
(°C) R2 Bias (°C) 

RMSE 
(°C) 

Terra  
Daytime 0.34 0.60 2.40 0.35 0.63 2.39 0.36 0.61 2.38 

Aqua  
Daytime 0.41 0.83 2.70 0.42 0.78 2.69 0.42 0.84 2.68 

Terra 
Nighttime 

0.74 0.09 1.45 0.74 0.10 1.45 0.74 0.09 1.45 

Aqua 
Nighttime 0.85 0.10 1.33 0.85 0.06 1.34 0.85 0.09 1.34 

Cloudy-sky 

MODIS 
Time 

Proposed model Scenario 1 Scenario 2 

R2 Bias (°C) RMSE 
(°C) 

R2 Bias (°C) RMSE 
(°C) 

R2 Bias (°C) RMSE 
(°C) 

Terra  
Daytime 

0.55 0.52 2.41 0.46 1.00 2.77 0.50 0.82 2.60 

Aqua  
Daytime 

0.63 0.82 3.00 0.49 2.04 3.96 0.56 1.76 3.60 

Terra 
Nighttime 0.70 −0.23 1.31 0.61 −1.07 1.97 0.63 −1.02 1.89 

Aqua 
Nighttime 0.74 −0.25 1.37 0.65 −1.23 2.07 0.68 −1.13 1.92 

5.3. Spatial Distribution Assessment of All-Sky LSTs 
Both LDAPS and LightGBM had a similar dynamic range of LST during the daytime, 

whereas LDAPS showed significantly wider nighttime LST ranges than LightGBM (Fig-
ures 7 and 8). Under clear-sky conditions, LDAPS had a higher LST range than MODIS 
during both the daytime and nighttime. In addition, the comparison between the LDAPS 
LST and 22 in situ observations (Figure S3) revealed that the LDAPS had a warm bias in 
cloudy-sky conditions as well as in clear skies at nighttime, but LightGBM did not show 
such a bias (see Table 2). Moreover, the cloud makes LST cooler during the daytime and 
warmer during the nighttime. That is, LDAPS had a higher LST than MODIS under clear 
skies during the daytime, but it was smoothed by the cooling effect of the clouds, which 
resulted in similar LST ranges for both LDAPS and LightGBM. However, due to the warm 
bias of LDAPS under both clear and cloudy skies and the warming effect of clouds at 
night, LDAPS has a wider LST range than LightGBM. 

The daytime and nighttime LSTs of LDAPS and LightGBM over the forest areas were 
relatively lower than those of the other land covers because forests contain various types 
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of vegetation capable of photosynthesis and transpiration that help reduce the heat over 
the regions [62,63]. Meanwhile, the built-up areas had a higher LST than other land covers 
due to the huge amount of impervious surfaces [5,64]. These LST spatial distributions are 
coincident with the results of Yoo et al. (2020) [15]. Compared to LDAPS, LightGBM pro-
duced LST spatial distribution maps reflecting the spatial variation of LST according to 
the land cover and topography in South Korea. These spatial pattern differences were 
clearly seen in the metropolitan areas (boxes 1 and 2 in Figures 7 and 8). LDAPS resulted 
in clustered hotspots that did not reflect the complex urban environment, whereas 
LightGBM not only yielded a higher LST in cities than their surrounding areas but also 
showed the spatial variability of LST within the cities. The LightGBM successfully recon-
structed the all-sky MODIS LST (Figure 9), showing spatial patterns consistent with the 
original MODIS LST. These results indicate that the missing MODIS LST, mainly due to 
clouds, can be effectively filled seamlessly through the proposed reconstruction model. 

5.4. Novelty and Limitations 
Most previous LST gap-filling studies applied the relationship between the clear-sky 

LST and input variables to fill the missing MODIS LST by cloud. To consider the cloud 
effects on LST, this study used in situ LST measurements under cloud and cloud cover 
data along with high-resolution LDAPS meteorological data based on the LightGBM ma-
chine learning model. The proposed strategy in this study showed much higher cloudy-
sky LST estimation accuracy metrics with RMSE of 2.41–3.00 °C during the daytime and 
1.31–1.37 °C at nighttime than the approach proposed by Yoo et al. (2020), which is the 
same as scenario 2 in this study [15]. In addition, all-sky 1 km MODIS-like LST can be 
produced near real-time since this study used the analysis data of the operational LDAPS 
model. Thus, the generated all-sky LST data can be used for practical purposes such as 
initializing numerical weather forecasting models or assisting in emergency planning. 

However, the proposed approach in this study has some limitations. Firstly, since 
LDAPS produces meteorological data at 3-h intervals, we linearly interpolated them for 
each MODIS view time and then used them as input data. Because LST has a relatively 
high diurnal variation, especially during the daytime, the time difference between LDAPS 
production and MODIS observation can introduce potential uncertainty in the LST recon-
struction process. It is expected that the accuracy of LST reconstruction could be further 
improved when numerical model data with an hour interval or higher temporal resolu-
tion are used. Another limitation is the insufficient in situ observations, especially in ur-
ban areas where MODIS LST has relatively high uncertainty. Since the all-sky LST spatial 
distributions of LDAPS and LightGBM were qualitatively compared in two metropolitan 
cities in South Korea, additional quantitative validation across multiple cities is necessary 
using in situ observations. 

6. Conclusions 
This study developed an all-sky 1 km MODIS LST reconstruction model based on 

LightGBM to fill missing MODIS LST caused mainly by clouds in South Korea during 
summer seasons. The analysis data of LDAPS, seven auxiliary variables, and binary 
MODIS cloud cover were used as input variables, while MODIS LST and bias-corrected 
in situ cloudy-sky LST were used as dependent variables together. The RDCV and SPCV 
using MODIS LST showed that the proposed model produced a better performance than 
LDAPS, with an R2~0.9 and RMSE ≤ 1.4 °C and 0.6 °C during the daytime and nighttime, 
respectively. We evaluated the proposed model under cloudy conditions through 
LOSOCV using in situ data from 22 weather stations. Under cloudy conditions, LDAPS 
had an R2 of 0.54–0.59 and RMSE of 2.84–3.34 °C during the daytime, and an R2 of 0.72–
0.75 and RMSE of 1.96–2.21 °C at nighttime. The proposed model had an R2 comparable 
to LDAPS, but it had a lower RMSE of 2.41–3.00 °C during the daytime and 1.31–1.36 °C 
at nighttime. These results revealed that the proposed model successfully reconstructed 
the all-sky 1 km MODIS LST. The model performance was improved by incorporating the 
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in situ cloudy-sky LST and MODIS cloud cover data, which adequately reflected the cloud 
effect on LST. 

In this study, instantaneous cloud information was used to reconstruct the all-sky 1 
km MODIS LST. In the future, if the temporal variations of cloud-covered conditions such 
as cumulative incoming solar radiations suggested by Zhao and Duan (2020) are consid-
ered using geostationary satellite data, the all-sky MODIS LST reconstruction can be fur-
ther improved [61]. Although this study used the LDAPS model available for South Korea, 
we believe that the proposed model could be effectively applied in other countries using 
WRF or other high-resolution numerical models for all-sky MODIS LST reconstruction. 
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by LDAPS and LightGBM models, and bias-corrected in situ LST at station 8 for four MODIS view 
times (i.e., Terra and Aqua for daytime and nighttime) in August 2013. Figure S2: Temporal R2 be-
tween clear-sky LSTs observed in 22 ASOS at Terra and Aqua daytime and nighttime in June–Au-
gust from 2013 to 2020. Figure S3: The bias of the LDAPS through 22 bias-corrected in situ observa-
tions from June to August from 2013 to 2020 at each MODIS view time. 
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