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Abstract: The existence of multiplicative noise in synthetic aperture radar (SAR) images makes SAR
segmentation by fuzzy c-means (FCM) a challenging task. To cope with speckle noise, we first propose
an unsupervised FCM with embedding log-transformed Bayesian non-local spatial information
(LBNL_FCM). This non-local information is measured by a modified Bayesian similarity metric which
is derived by applying the log-transformed SAR distribution to Bayesian theory. After, we construct
the similarity metric of patches as the continued product of corresponding pixel similarity measured
by generalized likelihood ratio (GLR) to avoid the undesirable characteristics of log-transformed
Bayesian similarity metric. An alternative unsupervised FCM framework named GLR_FCM is then
proposed. In both frameworks, an adaptive factor based on the local intensity entropy is employed
to balance the original and non-local spatial information. Additionally, the membership degree
smoothing and the majority voting idea are integrated as supplementary local information to optimize
segmentation. Concerning experiments on simulated SAR images, both frameworks can achieve
segmentation accuracy of over 97%. On real SAR images, both unsupervised FCM segmentation
frameworks work well on SAR homogeneous segmentation in terms of region consistency and
edge preservation.

Keywords: image segmentation; synthetic aperture radar (SAR); fuzzy c-means (FCM); speckle noise;
non-local means

1. Introduction

Segmentation is a fundamental problem in SAR image analysis and applications.
The primary purpose of segmentation is to segment the image into non-intersecting and
consistent regions that are homogeneous [1]. Due to coherent speckle noise, which can
be modeled as a powerful multiplicative noise, SAR image segmentation is recognized
as a complex task. So far, many SAR image segmentation methods have been proposed
to cope with the effect of speckle noise on image segmentation, such as threshold-based
method [2], edge-based methods [3], region-based methods [4–9], cluster methods [10–13],
Markov random field methods [3,14], Level set methods [15], graph-based methods [16,17],
and deep learning based methods [18–21]. Among these methods, clustering is a commonly
used method in segmentation tasks due to its effectiveness and stability. The fuzzy s-means
(FCM) [22] is a classical clustering algorithm and has been extensively used to segment
images. Unlike the hard clustering strategy, FCM is a soft clustering algorithm that allocates
membership degrees to every category for each pixel. The FCM can achieve a good result
for noise-free images. However, the standard FCM is noise-sensitive and lacks robustness
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without considering any spatial information. Thus, many modified algorithms have been
proposed to enhance the effectiveness and robustness of standard FCM against noise.

Ref. Ahmed et al. [23] incorporated the spatial neighborhood term into the objective
function of FCM, named BCFCM. BCFCM can modify the label of the center pixel by
neighborhood weight distance and enhance the robustness to noise. However, it is time
consuming. To reduce the complexity, Ref. Chen and Zhang [24] replaced the spatial
neighborhood term with a mean-filtered and median-filtered image, respectively, called
FCM_S1 and FCM_S2. Because of the availability of these two images in advance, the time
complexity is greatly reduced. Besides, kernel methods were embedded into FCM_S1 and
FCM_S2 to explore the non-Euclidean structure of data. Then two kernelized versions,
KFCM_S1 and KFCM_S2, were derived. Ref. Szilagyi et al. [25] proposed the enhanced
FCM, named EnFCM, which executed clustering on a gray level histogram rather than
pixels to reduce the computation cost considerably. Afterwards, the fast generalized FCM
(FGFCM) was proposed by Cai et al. [26]. In FGFCM, a new factor Sij was used to measure
the local (both spatial and gray) similarity instead of α in EnFCM. The original image and
its local spatial and gray level neighborhood are used to construct a non-linear weighted
sum image, and then the clustering process is executed on the gray level histogram of the
summed image. Thus, the computational load is very light. It is noteworthy that in all
the aforementioned algorithms, the parameters for balancing noise immunity and edge
preservation are needed. To avoid the parameter selection, Ref. Krinidis and Chatzis [27]
introduced a new factor, Gki, incorporating local spatial and gray information into the
objective function in a fuzzy way and proposed a new FCM named FLICM. This algorithm
completely avoids the selection of parameters and is relatively independent of the type
of noise.

However, when an image is contaminated with powerful noise, the local information
may also be contaminated and unreliable. Actually, for a pixel, plenty of pixels with a
similar neighborhood structural configuration exist on the image [28]. Exploring a larger
space and incorporating nonlocal spatial information is necessary. Ref. Wang et al. [29]
proposed a modified FCM with incorporating both local and non-local spatial information.
Ref. Zhu et al. [30] introduced a novel membership constraint and a new objective function
was constructed, named GIFP_FCM. Afterwards, Ref. Zhao et al. [31] incorporated non-local
information into the objective function of the standard FCM and GIFP_FCM, respectively, and
proposed two improved FCMs: An FCM with non-local spatial information (FCM_NLS) [31]
and a novel FCM with a non-local adaptive spatial constraint term (FCM_NLASC) [32].

While the improved FCM listed above works well on simulated, nature, and MR
images, none of them consider the statistical characteristics of SAR images. Consequently,
the above-mentioned methods cannot assure a segmentation result on SAR images. To
solve this problem, Ref. Feng et al. [33] proposed a robust non-local FCM with edge
preservation (NLEP_FCM). In this algorithm, a modified ratio distance to measure patch
similarity for SAR images was defined, and a sum image was constructed. The edge was
rectified on the summed image. Ref. Ji and Wang [34] defined an adaptive binary weight
NL-means and adopted an adaptive filter degree parameter to balance noise removed and
detail preservation. Besides, a fuzzy between-cluster variation term was embedded into
the objective function. Eventually, a new FCM named NS_FCM was proposed. However,
the NS_FCM applied Euclidean distance, which is not suitable for SAR. Ref. Wan et al. [35]
directly considered the statistical distribution of SAR image and derived a patch-similarity
metric for SAR image based on Bayes theory. However, the assumption of additive Gaussian
noise in the Bayes equation is not considered. Therefore, it is still a challenge to segment
SAR images effectively.

In this paper, we incorporate the non-local spatial information into the objective
function of FCM and propose two improved FCMs for segmenting SAR images effectively.
In [36], an implicit assumption that the NL-means can emerge from the Bayesian approach
is that the image is affected by additive Gaussian noise. Hence, we first apply the
logarithmic transformation to convert the SAR multiplicative model into an additive
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model and then apply the Bayesian formula to derive a modified patch similarity metric.
We then incorporate the non-local spatial information obtained by this new similarity
metric into FCM and propose a more robust FCM named LBNL_FCM. Afterward, this
Bayesian theory-based similarity metric is analyzed. Three undesirable properties that are
incompatible with human intuition are determined, even if LBNL_FCM yields a satisfactory
regional consistency. In order to avoid these undesirable distance characteristics, a statistical
test method called generalized likelihood ratio (GLR) is introduced. The generalized
likelihood ratio was applied to SAR images in the study of Deledalle et al. [37] and was
proven to possess good distance properties. However, unlike the logarithm summation
form in [37], we construct the patch similarity as the continued products of the similarity of
corresponding pixels by combining the SAR statistical distribution. This continued product
GLR-based similarity metric is used to generate an additional image that is insensitive to
speckle noise. The additional auxiliary image is then added into the objective function of
FCM as the non-local spatial information term and we propose GLR_FCM. Besides, an
adaptive factor based on local intensity entropy is utilized to balance the original image
and the nonlocal spatial information. Eventually, a simple membership degree smoothing
and majority voting are adopted in LBNL_FCM and GLR_FCM to compensate for local
spatial information. The basic idea is that the membership degree of a pixel should be
influenced by neighborhood pixels. Experiments will demonstrate that LBNL_FCM can
achieve a better result in region consistency than previous algorithms. GLR_FCM avoids
the decay parameter selection and achieves a good balance between region consistency and
edge preservation.

The main contributions are as follows:

(1) A robust unsupervised FCM framework incorporating adaptive Bayesian non-local
spatial information is proposed. This non-local spatial information is measured by the
log-transformed Bayesian metric which is induced by applying the log-transformed
SAR distribution into the Bayesian theory.

(2) To avoid undesirable properties of the log-transformed Bayesian metric, we construct
the similarity between patches as the continued product of corresponding pixel
similarity measured by the generalized likelihood ratio. An alternative unsupervised
FCM framework is then proposed, named GLR_FCM.

(3) An adaptive factor is employed to balance the original and non-local spatial information.
Besides, a sample membership degree smoothing is adopted to provide the local
spatial information iteratively.

The rest of this paper is organized as follows. In Section 2, the relevant theories are
described in detail. Section 3 presents the experimental results and parameters analysis. In
Section 4, the qualitative evaluations of results are discussed. The conclusion is provided in
Section 5.

2. Materials and Methods
2.1. Theoretical Background
2.1.1. The Standard FCM

Fuzzy C-Means Clustering is based on fuzzy set theory, proposed by Bezdek [38]. The
standard FCM segments the image X into c clusters by iteratively minimizing the objective
function. The objective function of the FCM algorithm is

min Jm(U, V) =
c

∑
k=1

N

∑
i=1

um
ki‖xi − vk‖2 (1)

where X = {x1, x2, ..., xN} denotes an image with N pixels, m is the fuzzy weighing
exponent, usually set as 2, c is the number of clusters, and vk is the kth cluster center. um

ki
represents the membership degree of the ith pixel belonging to the kth cluster, satisfying
uki ∈ [0, 1] and ∑c

k=1 uki = 1.
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We can minimize Equation (1) by the Lagrange multiplier method. The uki and vk can
be update by

uki =
1

∑c
j=1(

‖xi−vk‖2

‖xi−vj‖2 )
1

m−1

(2)

vk =
∑N

i=1 um
ki xi

∑N
i=1 um

ki

(3)

When the objective function reaches the minimum, we can convert the membership
degree U into a segmentation result by assigning each pixel a class possessing the largest
membership degree.

2.1.2. Nonlocal Means Method

Many algorithms have demonstrated the effectiveness of local information for the
segmentation of low-noise images. However, the local information may be disturbed and
unreliable when the noise is severe. In addition to local information, for a particular pixel,
many pixels with a similar neighborhood configuration [28] exist over the entire image.
We call this nonlocal spatial information. More specifically, for the ith pixel in image X, its
non-local spatial information x̃i can be calculated by the following formula

x̃i = ∑
j∈Wr

i

wijxj (4)

where Wr
i denotes the non-local search window of radius r centered at the ith pixel, wij(j ∈

Wr
i ) represents the normalized weight coefficient depending on the similarity of patches

centered at the ith and jth pixel, i.e., vs(Ni) and vs(Nj). The similarity wij can be defined as

wij =
1
Zi

exp(−

∥∥vs(Ni)− vs(Nj)
∥∥2

2,σ

h2 ) (5)

where h controls the smoothing degree, Zi = ∑j∈Wr
i

exp(−‖
vs(Ni)−vs(Nj)‖2

2,σ
h2 ) is the normalized

constant, v(Ni) = {xk, k ∈ Ni} indicates the vectorized patch at pixel i, Ni is the local
neighborhood with size s× s at pixel i, and

∥∥vs(Ni)− vs(Nj)
∥∥2

2,σ denotes the Euclidean
distance between patches vs(Ni) and vs(Nj).

2.1.3. Nonlocal Spatial Information Based on Bayesian Approach

Kervrann et al. [36] claims that the NL-means filter can also emerges from the Bayesian
formulation and the Bayesian estimator ûs(Ni) of vectorized patch centered at the ith pixel
can be written as

ûs(Ni) ≈=
∑j∈Wr

i
vs(Nj)p(vs(Ni)|vs(Nj))

∑j∈Wr
i

p(vs(Ni)|vs(Nj))
(6)

where Wr
i denotes the non-local spatial information search window centered at pixel

i with size r × r, vs(Ni) is the observed vectorized patch centered at pixel i, the set
{vs(N1), ..., vs(Nr2)} is the observed patch samples in Wr

i . Once we know p(vs(Ni)|vs(Nj)),
we can calculate the Bayesian estimator ûs(Ni).

In [36], a usual additive noise model is considered, i.e., v(xi) = u(xi) + n(xi), v(xi) is
the grayscale value of pixel i in the observed image, u(xi) is the grayscale value of pixel i
in the noise-free image, n(xi) is the additive Gaussian white noise. The likelihood can be
factorized as

p(vs(Ni)|vs(Nj)) =
s2

∏
k=1

p((xk
i )|(xk

j )) (7)



Remote Sens. 2022, 14, 1621 5 of 29

Due to the additive Gaussian noise model being considered, the vs(Ni)|vs(Nj) follows
a multivariate normal distribution. Thus, the Bayesian estimator ûs(Ni) is analogous to
NL-means (Equation (4)) in form, and we can get

p(vs(Ni)|vs(Nj)) =
s2

∏
k=1

p((xk
i )|(xk

j )) ∝ exp

(
−
∥∥vs(Ni)− vs(Nj)

∥∥2

h2

)
(8)

2.2. The Modified FCM Based on Log-Transformed Bayesian Nonlocal Spatial Information

The initial NL-means can emerge from the Bayesian approach on the premise that the
image is disturbed by additive Gaussian noise. Different from the work in Wan et al. [35]
that directly considers Nakagami–Rayleigh distribution, we first utilize the logarithmic
transformation to convert the multiplicative speckle noise model into the additive model.
Then the Bayesian approach (Equation (8)) is used on log-transformed distribution to
derive a new similarity metric for SAR images. We note that this is a reasonable treatment.
Actually, Ref. Xie et al. [39] has proved that, for the amplitude concerning the SAR image,
the PDF of the log-transformed distribution is statistically very close to the Gaussian PDF.
Therefore, the image analysis methods based on the Gaussian noise image can work equally
well on the log-transformed amplitude SAR image.

Considering the multiplicative noise model, which can be described as

X = RX ∗ nX (9)

where X represents the observed image, RX is the noise-free amplitude image and is
equal to R

1
2 , R is the radar cross section, nX is the speckle noise. Under the assumption

of fully developed speckle [40], the PDF of L-look amplitude of SAR images obeys the
Nakagami–Rayleigh distribution [41], represented as

p(X|R) = 2LL

Γ(L)RL X2L−1 exp(− LX2

R
) (10)

where Γ(·) is the Gamma function; then the log transformation converts Equation (10) into

X̄ = R̄X + n̄X (11)

where X̄ = ln X, R̄X = ln RX, n̄X = ln nX. Since the logarithmic transformation is
monotonic, the PDF of X̄ is

pX̄(X̄|R) = 2
Γ(L)

(
L
R

)L
exp(− L exp(2X̄)

R
) exp(2LX̄) (12)

Then, applying Equation (12) to the Bayesian formulation, we obtain
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P(vs(Ni)|vs(Nj)) =
s2

∏
k=1

p(xk
i |x

k
j )

=
s2

∏
k=1

2
Γ(L)

(
L
xk

j
)L exp(− Le2xk

i

xk
j

) exp(2Lxk
i )

=

(
2

Γ(L)

)s2

LLs2
s2

∏
k=1

exp

(
−L ln xk

j −
L exp(2xk

i )

xk
j

+ 2Lxk
j

)

=

(
2

Γ(L)

)s2

LLs2
exp

(
−L

s2

∑
k=1

ln xk
j +

exp(2xk
i )

xk
j

− 2xk
i

)

∝ exp

[
−L

s2

∑
k=1

(
ln xk

j +
exp(2xk

i )

xk
j

− 2xk
i

)]

∝ exp

−∑s2

k=1

(
ln xk

j +
exp(2xk

i )

xk
j
− 2xk

i

)
h2



(13)

where s2 denotes the number of pixels in patch vs(Ni) and vs(Nj), xk
i is the kth pixel in the

patch centered at the ith pixel, h2 = 1
L is the decay parameter of the filter. Then, a new

patch similarity metric based on the Bayesian approach and log-transformed statistical
distribution of SAR is derived. So far,

∥∥vs(Ni)− vs(Nj)
∥∥2 in Equation (5) can be replaced by

D̄s(vs(Ni), vs(Nj)) =
s2

∑
k=1

ln xk
j +

exp(2xk
i )

xk
j

− 2xk
i (14)

Hence, the weight wij between patches vs(Ni) and vs(Nj) can be calculated by

wij =
1
Zi

exp

(
D̄s(vs(Ni), vs(Nj))

h2

)
(15)

Equation (15) can be applied to Equation (4). Thus an additional auxiliary image
Ĩ, which is speckle noise insensitive, can be obtained. With Ĩ as the non-local spatial
information term, incorporating into the standard FCM, a new robust FCM based on
the log-transformed Bayesian non-local information (LBNL_FCM) can be obtained. The
objective function is as follows

min Jm(U, V) =
c

∑
k=1

N

∑
i=1

um
ki ||xi − vk||2 +

c

∑
k=1

N

∑
i=1

ηium
ki ||x̃i − vk||2

s.t.
c

∑
k=1

uki = 1, 0 ≤ uki ≤ 1, 0 ≤
N

∑
i=1

uki ≤ N

(16)

Minimizing Equation (16) by using the Lagrange multiplier method, the membership
degree uki and cluster vk can be updated by

uki =
1

∑c
j=1(

‖xi−vk‖2+ηi‖x̃i−vk‖2

‖xi−vj‖2
+ηi‖x̃i−vj‖2 )

1
m−1

(17)

vk =
∑N

i=1
(
um

ki xi + ηium
ki x̃i
)

∑N
i=1
(
um

ki + ηium
ki
) (18)
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2.3. Some Problems on Patch Similarity Metric by Bayesian Theory

In the last section, we made the amplitude SAR image log transformed and combined
the Bayesian equation to derive a new similarity metric. This new metric for patch
satisfies the assumptions in [36] and the non-local spatial information can be appropriately
measured. However, there are still three problems that bother us.

Problem 1: In Equation (15), a decay parameter h is always needed to calculate the
weights of the non-local spatial information. In most cases, it is difficult to obtain a
satisfactory value.

Problem 2: The logarithmic transformation is homoerotic transformation (nonlinear
transformation), which converts multiplier noise into additive noise while reducing the
contrast of the SAR image. The original statistical distribution is changed.

Problem 3: In experiments, the LBNL_FCM effectively suppresses speckle noise and
achieves the best region consistency. However, this similarity metric has three distance
characteristics that do not match the characteristics one would intuitively expect. Here, we
list three properties that Deledalle [37] used for the assessment of a similarity metric.

Property 1 (Symmetry). A good similarity metric should be invariant to changes in position.

`(z1, z2) = `(z2, z1) f or ∀z1, z2 (19)

Property 2 (Self-Similarity Maximum). A good similarity measurement should have the property
of being the maximum similarity between itself.

`(z1, z1) >= `(z1, z2) f or ∀z1, z2 (20)

Property 3 (Self-Similarity Equal). For a good similarity measurement, the maximum similarity
should not depend on the variation of variables .

`(z1, z1) = `(z2, z2) f or ∀z1, z2 (21)

To further illustrate, we consider x = 1, 2, 3, 4, 5 and y = 1, 2, 3, 4, 5. We set xi,k = x
and xj,k = y. Then we put xi,k and xj,k into Equation (14) and get the similarity matrix.

Figure 1 shows the similarity matrix. From the green square we can see Property 1
is not satisfied; from the orange square we can see Property 2 is not be satisfied; from the
purple square we can see Property 3 is not be satisfied. The problems discussed above
encourage us to find other better similarity metrics, even if the Bayesian similarity metric is
good at keeping region consistency in segmentation. Fortunately, Deledalle [37] proposed
that the similarity of patches can be measured by statistical test. He proved the generalized
likelihood ratio satisfied properties used in evaluating the similarity metric.

Figure 1. The similarity matrix between x and y. The elements marked green, orange and purple are
sampled to illustrate the unsatisfied properties of the log-transformed Bayesian distance.
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2.4. The New FCM Based on Generalized Likelihood Ratio

Generalized likelihood testing is defined as the ratio between the maximum value of
the likelihood function with constraints to the maximum value of the likelihood function
without constraints. The basic idea is that, if the parameters imposed on the model are
valid, adding such a constraint should not lead to a significant decrease in the maximum
value of the likelihood function. Considering Nakagami–Rayleigh distribution, for a pair
of patches (vs(Ni), vs(Nj)) on a SAR image, we can define its likelihood ratio (LR)

ψLR(vs(Ni), vs(Nj)) =
p(vs(Ni), vs(Nj), Ri = R0, Rj = R0;κ0)

p(vs(Ni), vs(Nj), Ri = R1, Rj = R2;κ1)
(22)

where κ0 and κ1 represent two hypotheses, defined as

κ0 : Ri = Rj = R0(Null Hypothesis)

κ1 : Ri = R1; Rj = R2; R1 6= R2(Alternative Hypothesis)
(23)

vs(Ni) is the patch centered at pixel i, and vs(Nj) denotes the non-local patch centered
at pixel j. Ri and Rj as the hypothesis parameters denote the noise-free backscatter value
of center pixel i. Hypothesis κ0 means a parametric constraint on statistical distribution
that the two patches (vs(Ni), vs(Nj)) come from the same distribution. Thus, they have the
same backscatter value, formalized as Ri = Rj = R0. Hypothesis κ1 means no constraint
on the statistical distribution of vs(Ni) and vs(Nj), formalized as Ri 6= Rj. For the sake of
mathematical simplicity, we choose parameters in this way

R0 = max
Θ

p(vs(Ni), vs(Nj), Ri = Rj = R0;κ0)

R1 or R2 = max
R1,R2∈Θ

p(zs(Ni), zs(Nj), Ri = R1, Rj = R2;κ1)
(24)

Thus, Equation (22) becomes the generalized likelihood ratio (GLR), defined as

ψGLR(vs(Ni), vs(Nj)) =
supR0

p(vs(Ni), vs(Nj), Ri = Rj = R0)

supR1,R2
p(vs(Ni), vs(Nj), Ri = R1, Rj = R2, R1 6= R2)

(25)

where 0 < ψGLR(vs(Ni), vs(Nj)) < 1; the larger the ψGLR(zs(Ni), zs(Nj)), the larger the
probability that hypothesis κ0 holds, and the more inclined to accept κ0. This also means
that there is a higher probability of two patches vs(Ni) and vs(Nj) coming from the same
distribution. Thus, we can use GLR to measure the similarity between two patches.

Unlike the Deledalle [37] approach, we construct the patch similarity as the continued
product of corresponding pixel similarity. Next, we will give a detailed derivation.

Now, we assume vs(Ni) and vs(Nj) are irrelevant, and the corresponding pixel
within the patch is independent. Thus, the similarity between vs(Ni) and vs(Ni) can
be calculated by

ψGLR(vs(Ni), vs(Nj)) =
N

∏
k=1

ξGLR(xk
i , xk

j ) (26)

where N = s2 is the number of pixels in the patch, and ξGLR(xk
i , xk

j ) is defined as

ξGLR(xk
i , xk

j ) =
supR0

p(xk
i , xk

j ; R1 = R2 = R0)

supR1,R2
p(xk

i , xk
j ; Ri = R1, Rj = R2, R1 6= R2)

=
supR0

[p(xk
i , xk

j ; R1 = R2 = R0)]

[supR1
p(xk

i ; Ri = R1)] ∗ [supR2
p(xk

j ; Rj = R2)]

(27)



Remote Sens. 2022, 14, 1621 9 of 29

xk
i and xk

j denote the kth pixel in patch; R0, R1, R2 denote noise-free backscatter value.

To obtain the maximum likelihood value supR0
p(xk

i , xk
j , Ri = Rj = R0), we need get

joint probability

p(xk
i , xk

j ; Ri = Rj = R0) = p(xk
i ; R0) ∗ p(xk

j ; R0)

=

(
2

Γ(L)

)2
∗
(

L
R0

)2L
∗
(

xk
i xk

j

)2L−1
∗ exp

{
− L

R0

[(
xk

i

)2
+
(

xk
j

)2
]} (28)

To obtain the maximum likelihood estimator R̂0 of R0, we construct the maximum
likelihood function

L(R0) =
M

∏
m=1

p(xkm
i ; R0) ∗ p(xkm

j ; R0)

=
M

∏
m=1

(
2

Γ(L)

)2
∗
(

L
R0

)2L
∗
(

xkm
i xkm

j

)2L−1

∗ exp
{
− L

R0

[(
xkm

i

)2
+
(

xkm
j

)2
]}

(29)

Then, making the logarithm on L(R0) and differentiating

∂lnL(R0)

∂R0
=

∂

∂R0

{ M

∑
m=1

ln
4L2L

Γ2(L)
− 2L ln R0 + (2L− 1) ln

(
xkm

i zkm
j

)
− L

R0

[(
xkm

i

)2
+
(

xkm
j

)2
]}

= −2LM
R0

+
L

R2
0

M

∑
m=1

[(
xkm

i

)2
+
(

xkm
j

)2
] (30)

Let ∂lnL(R0)
∂R0

= 0; then, we get

R̂0 =
1

2M

M

∑
m=1

[(
xkm

i

)2
+
(

xkm
j

)2
]

(31)

considering that there is only one available observation for each pixel in the patch, that is
to say M = 1; thus, we can get

R̂0 =
1
2

[(
xk

i

)2
+
(

xk
j

)2
]

(32)

With the same derivation process as above, we can obtain the maximum likelihood
estimator R̂1 and R̂2 for R1 and R2

R̂1 =
(

xk
i

)2

R̂2 =
(

xk
j

)2
(33)

Now, we replace R0, R1, R2 with maximum likelihood estimators R̂0, R̂1, and R̂2 in
Equation (27); then, we get the similarity between corresponding pixels

ξGLR(xk
i , xk

j ) =
supR0

p(xk
i , xk

j ; R1 = R2 = R0)

supR1,R2
p(xk

i , xk
j ; Ri = R1, Rj = R2, R1 6= R2)

=

4L2L

Γ(L) ∗
{

1
2

[(
xk

i

)2
+
(

xk
j

)2
]}−2L

∗
(

xk
i xk

j

)2L−1
∗ exp(−2L){

2LL

Γ(L) (xk
i )
−2L ∗ (xk

i )
2L−1 ∗ exp(−L)

}
∗
{

2LL

Γ(L) (xk
j )
−2L ∗ (xk

j )
2L−1 ∗ exp(−L)

}
(34)
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After simplifying Equation (34), we get

ξGLR(xk
i , xk

j ) =

[
2xk

i xk
j

(xk
i )

2 + (xk
j )

2

]2L

(35)

Equation (35) can measure the similarity between corresponding pixels within two
patches. Figure 2a shows the similarity ξGLR(xk

i , xk
j ), where xk

i = [1, 2, 3, 4, 5] and xk
j =

[1, 2, 3, 4, 5]. From Figure 2a we can see that the Properties 1 and 3 mentioned earlier can be
satisfied. Figure 2b is the change curve of similarity ξGLR(xk

i , xk
j ) when xk

i is fixed at 1 and

xk
j = [1, 2, ..., 10]. The maximum ξGLR(xk

i , xk
j ) can be obtained when xk

i = xk
j = 1. Besides,

ξGLR(xk
i , xk

j ) gradually decreases with increasing distance. Thus, Property 2 can be proved.

(a) (b)

Figure 2. The similarity value ξGLR(xk
i , xk

j ) based on GLR. (a) The X and Y axes indicate values of xk
i

and xk
j . (b) The similarity when xk

i = 1 and xk
j are taken from 1 to 10.

Therefore, by putting Equation (35) into Equation (26), a patch similarity metric based
on GLR can be derived as follows

ψGLR(vs(Ni), vs(Nj)) =
N

∏
k=1

ξGLR(xk
i , xk

j ) =
N

∏
k=1

[
2zk

i xk
j

(xk
i )

2 + (xk
j )

2

]
(36)

We then can use this similarity metric based on GLR (Equation (36)) to obtain the
weight of each patch in a non-local search space centered at pixel i. Then the recovered
amplitude of pixel i in in SAR image can be calculated as follows

x̃i = ∑
j∈Wr

i

ψGLR(vs(Ni), vs(Nj)) ∗ xj (37)

where x̃i is the estimator of the ith pixel, ψGLR(vs(Ni), vs(Nj)) is the weight between patch
vs(Ni) and vs(Nj). After visiting all pixels in SAR image, we can construct an auxiliary
image Ĩ = {x̃1, x̃2, ...x̃i, ..., x̃N}. Then Ĩ is added into the objective function of standard FCM
as non-local spatial information term and we can obtain GLR_FCM

min Jm(U, V) =
c

∑
k=1

N

∑
i=1

um
ki ||xi − vk||2 +

c

∑
k=1

N

∑
i=1

ηium
ki ||x̃i − vk||2

s.t.
c

∑
k=1

uki = 1, 0 ≤ uki ≤ 1, 0 ≤
N

∑
i=1

uki ≤ N

(38)
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By minimizing Equation (38) using Lagrange multiplier method, the membership
degree uki and cluster vk can be updated by

uki =
1

∑c
j=1(

‖xi−vk‖2+ηi‖x̃i−vk‖2

‖xi−vj‖2
+ηi‖x̃i−vj‖2 )

1
m−1

(39)

vk =
∑N

i=1
(
um

ki xi + ηium
ki x̃i
)

∑N
i=1
(
um

ki + ηium
ki
) (40)

In the objective function of LBNL_FCM and GLR_FCM, an adaptive factor based
on local intensity entropy ηi is introduced to balance the original detail information and
non-local spatial information. ηi is defined as

ηi = α× exp(max Ei)− exp(Ei)

exp(max Ei)− 1

α = Med{σ1, σ2, ..., σi, ..., σN−1, σN}
(41)

where Ei = −∑k
j=1 pi log(pi) denotes the information entropy of the local area histogram

at the ith pixel. k is the number of quantized gray levels. σi denotes the local variance at
the ith pixel, Med indicates a median operation, and N is the total number of pixels.

In Equation (41), ηi is determined by the local intensity entropy Ei. In the homogeneous
region, the amplitude values tend to be the same, and Ei is small; hence, a large weight ηi
will be assigned for non-local spatial information. Conversely, at the edges, where the local
entropy Ei is relatively large, and ηi receives a small value, the original SAR information is
given more consideration.

Figure 3a–e are original SAR image slices and Figure 3f–j are the ηi maps for Figure 3a,b,
respectively. We can see a black color near the edge, which indicates that the intensity
value of ηi at the edge is small and relatively large in the homogeneous regions. Thus, the
original image information and non-local spatial information can be dynamically balanced
and adjusted.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 3. The results of dynamically balanced factor ηi. (a–e) Five sample SAR image slices. (f–j) ηi

maps of (a–e), respectively.

2.5. The Membership Degree Smoothing and Label Correction

In addition to non-local spatial information, local spatial information is also useful.
For a pixel, its class should be influenced by the surrounding pixels. Thus, we add
membership degree smoothing into the iteration process. For the ith pixel in the SAR
image, we sum the membership vector of the neighborhood pixels to obtain a weight vector
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φi(φi = [φ1i φ2i ... φci]), and φi is weighted to the membership vector of the ith pixel.
Then we can get the new membership degree u′i for the ith pixel.

φki = ∑
j∈Ni

ukj

u
′
i = ui • φi

(42)

where Ni is the neighborhood pixels of the ith pixel, ui is the membership before smoothing,
and u′i is the weighted membership degree. Figure 4 shows the calculation process.

Figure 4. The calculation process of weight vector φi for three classes. In this example, the
neighborhood size is specified as 5× 5.

Besides, label correction is used as a homogeneous region smoothing technique in SAR
segmentation in [42]. It has been shown to be effective in the correction of error class labels.
Hence, we will adopt a simple method to correct the error pixel class. This framework uses
the majority voting strategy to revise the error pixel label upon completion of the iteration.
Specifically, a fixed-scale window is utilized to slide over the image. The class label with
the largest number in the slid window is the final class of the central pixel. Figure 5 shows
that the framework of GLR_FCM and LBNL_FCM is alike.

Figure 5. The framework of proposed segmentation algorithm GLR_FCM, and the LBNL_FCM
is similar.

3. Experiments and Results

In this section, we perform LBNL_FCM and GLR_FCM on simulated SAR images
and real SAR images to illustrate the effectiveness of our proposed algorithms. The
segmentation results are evaluated qualitatively and quantitatively. Several popular
improved FCM algorithms are used as baselines to illustrate the advantages of the proposed
algorithms in edge preservation and region consistency. These methods are FCM [22],
FCM_S1 and FCM_S2 [24], KFCM_S1 and KFCM_S2 [24], EnFCM [25], FGFCM [26],
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FCM_NLS [31], NS_FCM [34], and RFCM_BNL [35]. Note that, for real SAR images,
we focus more on visual inspection because it is difficult to obtain its ground truth.
Experiment images are selected from four different satellites, including AIRSAR, ALOS
PolSAR, TerraSAR-X, and GF3.

3.1. Experimental Setting

For all algorithms, the parameters are selected as follows: The stopping threshold
δ = 10−5, Maximum iterations T = 200, membership exponent m = 2. We set α = 5 for
FCM_S1, FCM_S2, KFCM_S1, KFCM_S2, EnFCM, and FCM_NLS. According to [34], we
set α = 6 for NS_FCM. λs and λg in FGFCM are set to 2 and 7, respectively. For NS_FCM
and FCM_NLS, the local neighbor size is 5× 5, and the non-local search window is set to
11× 11 and 15× 15, respectively. For RFCM_BNL, LBNL_FCM and GLR_FCM, the local
neighbor window is set to 3× 3 and the non-local search window is set to 15× 15, 9× 9,
and 23× 23. For LBNL_FCM and GLR_FCM, the membership degree smoothing and label
correction window is set to 5× 5. In LBNL_FCM and GLR_FCM, when calculating ηi, the
gray level is quantized into 16 bins, i.e., k = 16.

3.2. Evaluation Indicators

Evaluating results is a key step in measuring the effectiveness of the algorithms. In
this paper, the effectiveness of the proposed and reference algorithms is assessed from both
objective and subjective aspects. Moreover, we concentrate on two crucial aspects of the
segmentation results: Compactness and separation. Whether it is a visual inspection by
human eyes or a quantitative evaluation, a good segmentation algorithm should make
the intra-class dissimilarity as small as possible and the inter-class variability as large as
possible, i.e., corresponding to compactness and separation, respectively. Table 1 shows
several assessment indicators that we intend to use to quantitatively evaluate these two
properties, whose efficacy was proved in [43].

Table 1. The quantitative evaluation indicators used in simulation SAR image experiments for results.

Indicator Formulation Description

PC (Partition Coefficient) [44] PC = 1
N ∑c

c=1 ∑N
i=1 u2

ci The larger the PC value, the better the partition result

PE (Partition Entropy) [45] PE = − 1
N ∑c

c=1 ∑N
i=1 uci log(uci) The smaller the PE value, the better the partition result

MPC (Modified PC) [46] MPC = C×PC−1
C−1 The MPC eliminates the dependency on c, the

PC = 1
N ∑c

c=1 ∑N
i=1 u2

ci large the MPC is,the better the partition result

MPE (Modified PE) [46] MPE = N×PE
N−C Similar to above that the smaller the

PE = − 1
N ∑c

c=1 ∑N
i=1 uci log(uci) MPE is, the better the partition result

FS(Fukuyama-Sugeno Index) [47]
FS = Jm(U, V)− Km(U, V) The first term indicates the compactness and

= Jm −∑N
i=1 ∑c

c=1 um
ci‖vc − ṽ‖2 the second term indicates the separation. And

where ṽ = 1
N ∑N

i=1 xi the minimum FS implies the optimal partition

3.3. Segmentation Results on Simulated SAR Images

We can obtain accurate ground truth for simulated SAR images, so we use segmentation
accuracy to evaluate the segmentation performance. In addition, five numerical evaluation
indexes are computed. The segmentation accuracy is defined as the number of correctly
segmented pixels divided by the total number of pixels, and the formula is as follows:

SA =
∑c

k=1 Ak
⋂

Ck

∑c
j=1 Cj

(43)
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where c represents the number of segmentation objects, Ck denotes the number of pixels
within the kth class in the real SAR image, Ak indicates the number of pixels belonging
to the kth class in the segmentation result, and ∑c

j=1 Cj corresponds to the total number
of pixels.

3.3.1. Experiment 1: Testing on the First Simulated SAR Image

The first experiments are carried out on a one-look simulated SAR image with
250 × 200 pixels as shown in Figure 6a. This simulated SAR image includes five classes
with intensity value taken as 10, 50, 100, 150, 200. Its gray and color ground truth are shown
in Figure 6b,c.

(a) (b) (c)

Figure 6. The simulated SAR image and ground truth. (a) Simulated SAR image; (b) ground truth
with gray; (c) ground truth with color

The experiment results of the proposed algorithms and comparative algorithms
are shown in Figure 7. It can be seen that the original FCM has the worst result in
regional consistency and many noise points are present. FCM_S1 and FCM_S2 enhance the
segmentation result by adding local information. The kernel distance versions of KFCM_S1
and KFCM_S2 obtain further enhancement results. Nevertheless, there are still plenty
of noise pixels. The reason is that the local neighborhood information on SAR images is
contaminated by noise. The reliability of local spatial information is severely weakened,
which ultimately leads to the failure of segmentation.

FCM_NLS and NS_FCM in Figure 7h,i consider the non-local information. However,
the non-local spatial information is measured by Euclidean distance, which is inappropriate
for SAR images. So they still have significant misclassification problems. The RFCM_BNL
takes into account the characteristics of SAR images and therefore achieves a relatively good
result in terms of the regional coherence. However, there is still a large number of isolated
pixels near the edges. The result of LBNL_FCM presents a better continuity of edges
and homogeneous regions cleaner than that of RFCM_BNL. However, the Bayesian-based
FCM algorithm is not the best in terms of edge preservation in Figure 7j,k. There is a
serious misclassification phenomenon at the edges, i.e., the region between the green region
and the blue region is divided into yellow class. In Figure 7l, GLR_FCM achieves the
best visual result for maintaining regional consistency and edge preservation. Effectively
eliminating the false class of RFCM_BNL and LBNL_FCM at the edges and almost no
isolated noise pixels.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 7. The segmentation results on simulated SAR image. (a) FCM. (b) FCM_S1. (c) FCM_S2.
(d) KFCM_S1. (e) KFCM_S2. (f) EnFCM. (g) FGFCM. (h) FCM_NLS. (i) NS_FCM. (j) RFCM_BNL.
(k) LBNL_FCM. (l) GLR_FCM.

Table 2 displays the SA (%) and executed time of each algorithm. We see that the
kernel method is valid for results. The non-local information is more useful for SAR
image segmentation compared to local information. Because of the statistical property of
SAR images, higher segmentation accuracy is obtained by FCM_RBNL, LBNL_FCM and
GLR_FCM. Besides, GLR_FCM obtains the best segmentation accuracy of 99.16%, consistent
with the visualization in Figure 7. The algorithms based on the non-local information have
higher time consumption because each pixel is visited in computing auxiliary.

Table 2. SA (%) and executed time(s) on the first simulated SAR image.

Method SA (%) Time (s) Method SA (%) Time (s)

FCM 60.58 2.16 FGFCM 94.65 5.64
FCM_S1 90.49 1.11 FCM_NLS 83.61 7.27
FCM_S2 90.49 1.46 NS_FCM 95.03 7.77

KFCM_S1 92.66 1.27 RFCM_BNL 97.29 10.88
KFCM_S2 91.42 1.20 LBNL_FCM 97.64 12.11

EnFCM 90.63 1.85 GLR_FCM 99.16 17.73

Table 3 shows the quantitative evaluation for the first simulated SAR image. VPC
and VMPC express the fuzziness of the partition result. The larger the value, the better the
partition result. In contrast, the minimums of VPE and VMPE imply the optimal result. The
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VFS describes the compactness and separation. The best partition can be obtained with
the minimum VFS. In addition to the optimal value obtained by the NS_FCM on VFS, the
LBNL_FCM and GLR_FCM obtain the best value in the other criteria.

Figure 8 provides the change curve of the objective function. We can see that the
objective function of LBNL_FCM descends fastest and obtains the minimum value. The
objective function of GLR_FCM decreases at a similar speed to that of LBNL_FCM. Moreover,
a relatively small value of the objective function is obtained.

Table 3. Quantitative evaluation on the first simulated SAR image.

Method VPC VPE VMPC VMPE VFS

FCM 0.7994 0.3995 0.7492 0.3995 −3.12× 108

FCM_S1 0.7203 0.5581 0.6504 0.5582 −1.36× 108

FCM_S2 0.7350 0.5347 0.6688 0.5347 −1.78× 108

KFCM_S1 0.6783 0.6623 0.5978 0.6624 −1.01× 108

KFCM_S2 0.6861 0.6537 0.6076 0.6537 −1.39× 108

EnFCM 0.8518 0.3031 0.8147 0.3031 −1.56× 108

FGFCM 0.8750 0.2595 0.8438 0.2595 −2.33× 108

FCM_NLS 0.7175 0.5892 0.6469 0.5893 −1.70× 108

NS_FCM 0.6932 0.6342 0.6165 0.6342 −9.03× 107

RFCM_BNL 0.8069 0.4165 0.7587 0.4165 −1.34× 108

LBNL_FCM 0.9609 0.0792 0.9511 0.0792 −1.54× 108

GLR_FCM 0.9855 0.0260 0.9819 0.0260 −1.78× 108

Figure 8. The objective function change curve of each algorithm on the first simulated SAR image.

3.3.2. Experiment 2: Testing on the Second Simulated SAR Image

The second simulated SAR image is composed of 283*283 pixels, and includes five
classes with amplitude values settled as (0, 64, 128, 192, 255). Figure 9a–c show the original
simulated SAR image and the ground truth. Figure 9d–o show the segmentation results of
each algorithm.

Visually, the result of FCM (Figure 9d) has plenty of noise points. In Figure 9e–j, due
to integration of the local spatial information, the isolated speckle pixels are significantly
suppressed. The result of FCM_NLS obtains a better region consistency in red and green
classes. However, there are still some blocks that are not properly classified under other
categories. The results of NS_FCM and RFCM_BNL yield good regional coherence and
smoothed edges. However, there are still serious classification mistakes on the periphery
of different regions. In contrast, LBNL_FCM and GLR_FCM obtain relatively satisfactory
segmentation results. Isolated pixels and blocks of speckle noise are practically non-existent
there in homogeneous regions. In terms of structural information, GLR_FCM protects
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the continuity and smoothness of the edges, even when crossing regions with similar
magnitude values. The edge can be well discriminated as shown in Figure 9o. Only slightly
blurred edges exist at the nodes adjacent to the three regions.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Figure 9. The segmentation results on the second simulated SAR image. (a) Original Image
(b) Ground Truth (Gray) (c) Ground Truth (Color) (d) FCM (e) FCM_S1 (f) FCM_S2 (g) KFCM_S1
(h) KFCM_S2 (i) EnFCM (j) FGFCM (k) FCM_NLS (l) NS_FCM (m) RFCM_BNL (n) LBNL_FCM
(o) GLR_FCM.

A conclusion similar to the first experiment can be obtained from Table 4. In SAR
image, non-local spatial information is more robust to speckle noise compared to local
information. Thus, the FCMs with the non-local information terms obtain relatively good
segmentation accuracy above 96%. However, they are time consuming because of the
auxiliary image calculated in advance.

Table 4. SA (%) and executed time(s) on the second simulated SAR image.

Method SA (%) Time (s) Method SA (%) Time (s)

FCM 73.82 3.47 FGFCM 97.88 9.36
FCM_S1 95.83 1.16 FCM_NLS 95.03 8.85
FCM_S2 96.55 1.27 NS_FCM 96.10 9.59

KFCM_S1 96.36 1.02 RFCM_BNL 98.66 16.58
KFCM_S2 96.94 1.22 LBNL_FCM 98.82 16.83

EnFCM 95.88 2.03 GLR_FCM 99.86 18.45

The quantitative evaluation indicators of each algorithm are recorded in Table 5.
GLR_FCM obtains the optimal value on VPC, VPE, VMPC, and VMPE and significantly
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outperforms other algorithms. The LBNL_FCM has relatively optimal indicators. On VFS,
EnFCM obtains the minimum value of −6.27× 109.

Table 5. Quantitative evaluation of the second simulated SAR image.

Method VPC VPE VMPC VMPE VFS

FCM 0.8354 0.3298 0.7943 0.3298 −6.28× 108

FCM_S1 0.8204 0.3667 0.7755 0.3667 −4.76× 108

FCM_S2 0.8298 0.3524 0.7872 0.3524 −5.34× 108

KFCM_S1 0.7880 0.4492 0.7351 0.4492 −4.34× 108

KFCM_S2 0.7923 0.4448 0.7404 0.4448 −4.86× 108

EnFCM 0.9060 0.1971 0.8825 0.1971 −6.27× 109

FGFCM 0.9307 0.1511 0.9134 0.1511 −5.66× 108

FCM_NLS 0.8171 0.3890 0.7714 0.3890 −4.90× 108

NS_FCM 0.8085 0.4102 0.7607 0.4103 −4.26× 108

RFCM_BNL 0.8939 0.2414 0.8674 0.2414 −4.79× 108

LBNL_FCM 0.9882 0.0208 0.9852 0.0208 −4.99× 108

GLR_FCM 0.9972 0.0051 0.9965 0.0051 −5.24× 108

Figure 10 shows the curve of objective function on the second simulated SAR image. It
can be seen that FCM_RBNL, LBNL_FCM, and GLR_FCM consider the statistical properties
of SAR images, so their objective function decreases fastest and only needs two iterations
to converge. In addition, at the convergence, GLR_FCM has the minimum loss value of the
objective function. This also implies best segmentation performance.

Figure 10. The objective function curve of each algorithm on the second simulated SAR image.

3.4. Segmentation Results on Real SAR Images

Experiments on simulated SAR images only illustrate the validity and feasibility of
algorithms. Therefore, we will test the practicality of proposed algorithms on real SAR
images taken from different satellites. It is difficult to get ground truths for real SAR images;
thus, segmentation results are accessed mainly by visual inspection.

3.4.1. Experiment 1: Experiment on the First Real SAR Image

The first experiment was carried out on an L-band, HH-polarized, SAR image with
2 m spatial resolution taken by AIRSAR in the Flevoland area of the Netherlands, as shown
in Figure 11a. This area includes roughly four crop types, and the amplitudes are bright,
dark, darker, and black. Figure 12 shows the segmentation results.

The auxiliary images of LBNL_FCM and GLR_FCM are shown in Figure 11b,c. The
auxiliary image used by LBNL_FCM (see Figure 11b) strongly suppresses the noise and has
a strong smoothing ability. The auxiliary image used in GLR_FCM (see Figure 11c reduces
speckle noise while retaining the structural information. However, a slight texture noise
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remains inside the homogeneous region, which can be easily attenuated or removed by
local information such as membership smoothing.

(a) (b) (c)

Figure 11. The first real SAR image and auxiliary images. (a) Original real SAR image; (b) The
auxiliary image of LBNL_FCM; (c) The auxiliary image of GLR_FCM.

The most terrible result is provided by FCM in Figure 12a and almost fails when
processing SAR images. The FCM_S1, FCM_S2, and the kernel methods suppress the
noise to some extent. However, the results are still not very desirable. The EnFCM
and FGFCM enhance the consistency of segmented regions compared with the previous
methods by incorporating local information and using the histogram as the segmentation
object. However, the darker region is misclassified to dark class from Figure 12f,g. FCM_NS
has a better region coherence than FCM_NLS, but there is still severe misclassification
in the region with similar intensity. Among these methods, RFCM_BNL, LBNL_FCM,
and GLR_FCM obtain relatively satisfactory results. Visually, the segmentation results
almost correctly reflect the region information of the original image. The large regions
which are misclassed in other algorithms are correctly classified. However, the edges in
RFCM_BNL and LBNL_FCM are not satisfactory enough, as shown in Figure 12j,k. A third
class may appear in the middle of two adjacent regions. The result of GLR_FCM effectively
overcomes this problem with the suitable similarity properties. Besides, most of the
structure information is preserved in Figure 12l. A balance between regional homogeneity
and edge preservation can be achieved well.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 12. The segmentation result of each algorithm on the real SAR image. (a) FCM. (b) FCM_S1.
(c) FCM_S2. (d) KFCM_S1. (e) KFCM_S2. (f) EnFCM. (g) FGFCM. (h) FCM_NLS. (i) NS_FCM.
(j) RFCM_BNL. (k) LBNL_FCM. (l) GLR_FCM.

3.4.2. Experiment 2: Experiment on the Second Real SAR Image

An L-band, HH-polarized SAR image taken by AIRSAR is selected in this experiment.
Figure 13a presents the original image. This area contains four kinds of crops shown as
bright, gray, dark, and black. Figure 13a shows that the region with the brightest magnitude
suffers from speckle noise. There is a gradual change in amplitude value.

The segmentation results of each algorithm are shown in Figure 13. The results of
NS_FCM and FCM_NLS (Figure 13i,j) are relatively clean and accurate. However, there
are many misclassified categories at the intersection of different regions. The segmentation
results of RFCM_BNL and LBNL_FCM eliminate the isolated pixels and obtain good region
conformity. However, RFCM_BNL and LBNL_FCM are prone to misclassification at the
edge. The segmentation results of GLR_FCM are cleaner. The serious misclassification
at the edge is weakened in GLR_FCM. Some small scale regions can also be segmented,
such as roads that appear black being correctly segmented. However, with the noise
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enhancement, GLR_FCM tends to produce isolated patches when combined with label
correction. Figure 14 shows the local detail map of four non-local spatial information FCMs.
There is a significant reduction in misclassification at the edge of GLR_FCM.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m)

Figure 13. The segmentation results of each algorithms on the real SAR image. (a) Original
image. (b) FCM. (c) FCM_S1. (d) FCM_S2. (e) KFCM_S1. (f) KFCM_S2. (g) EnFCM. (h) FGFCM.
(i) FCM_NLS. (j) NS_FCM. (k) RFCM_BNL. (l) LBNL_FCM. (m) GLR_FCM.
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(a) (b)

(c) (d)

Figure 14. Local detail maps of segmentation results. (a) The result of NS_FCM. (b) The result of
RFCM_BNL. (c) The result of LBNL_FCM. (d) The result of GLR_FCM.

3.4.3. Experiment 3: Experiment on the Third Real SAR Image

The fourth experiment is performed on a TerraSAR image shown in Figure 15a,
which has 5 m spatial resolution and HH polarization in X-band strip imaging mode
with 402 × 381 pixels. The SAR image is taken of an area of farmland near the border of
Saxony in the German region and includes four categories. Some buildings show high
amplitude values, and roads show low amplitude values. These unfavorable factors make
it difficult to segment SAR images.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m)

Figure 15. The segmentation results on real image 4. (a) Original image. (b) FCM. (c) FCM_S1.
(d) FCM_S2. (e) KFCM_S1. (f) KFCM_S2. (g) EnFCM. (h) FGFCM. (i) FCM_NLS. (j) NS_FCM.
(k) RFCM_BNL. (l) LBNL_FCM. (m) GLR_FCM.
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The partition results of each algorithm are provided in Figure 15b–m. Obviously,
the results of FCM, FCM_S1, FCM_S2 and kernel editions are not satisfactory. Because
of the effect of speckle noise, many misclassified pixels, blocks and regions exist. The
EnFCM and FGFCM correct the middle area label that is misclassified into highlighted
categories in Figure 15c–f. However, the pixels in gray and darker are substantially
confused. The addition of NLS_FCM and NS_FCM with non-local information reduces the
misclassification, but there is still some isolated noise due to unsuitable Euclidean distance.

Moreover, RFCM_BNL (Figure 15k) obtains good region conformity, but a tiny portion
of darker areas is still segmented into black classes. The result of LBNL_FCM significantly
weakens the influence of speckle noise, and the best smoothing effect is obtained. GLR_FCM
(Figure 15m) is enabled to balance the speckle noise suppression and edge preservation.
The region consistency is guaranteed without damaging structure information.

3.4.4. Experiment 4: Experiment on the Fourth Real SAR Image

The fifth experiment is a 3 m spatial resolution, 222 × 516 pixels, HH-polarized SAR
image taken from GF-3 with the imaging mode of the strip, and this area is located near
the Daxing Airport in Beijing. The original image is shown in Figure 16a. The buildings,
land, and runways are included in this SAR image; they show in magnitude as highlighted,
dark, and black, respectively. Some small areas, such as lakes, also appear black.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m)

Figure 16. Segmentation results of each algorithm on GaoFen-3 SAR Image. (a) Original image.
(b) FCM. (c) FCM_S1. (d) FCM_S2. (e) KFCM_S1. (f) KFCM_S2. (g) EnFCM. (h) FGFCM.
(i) FCM_NLS. (j) NS_FCM. (k) RFCM_BNL. (l) LBNL_FCM. (m) GLR_FCM.
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Figure 16b–m display the experimental results. As can be seen from Figure 16b the
FCM is sensitive to the speckle noise. FCM_S1 and FCM_S2 slightly improve the results.
The kernel versions further enhance the separability and homogeneity. However, some
speckle blocks are not removed. Due to the complexity of this SAR image, EnFCM, FGFCM,
FCM_NLS, and NS_FCM can barely segment correctly. Specifically, EnFCM and FGFCM
cannot distinguish the ground and lake. In the results of FCM_NLS and NS_FCM, the
building area and ground mix into the same category. This illustrates that the Euclidean
distance is unreliable concerning SAR images. Due to the distribution of SAR being
considered, RFCM_BNL, LBNL_FCM, and GLR_FCM obtain relatively satisfactory results.
The two Bayesian-based FCMs slightly outperform the GLR_FCM in terms of region
consistency. However, they are poor in edge localization. Additionally, in terms of structure
information preserving, the GLR_FCM surpasses all the algorithms. In Figure 16m, we
notice the contour of the lake can be segmented explicitly.

3.5. Sensitivity Analysis to Speckle Noise

In this section, we evaluate the sensitivity of proposed frameworks to noise intensity
by adding different levels of speckle noise to Figure 6a. The SA (%) of different algorithms
on images with eight speckle look is shown in Figure 17a. The SA (%) of most methods
improves with the weakening of speckle noise. GLR_FCM obtains the best SA (%), which
always exceeds 97%. Besides, the stability to different intensity of noise can be observed.
LBNL_FCM obtains relatively good SA (%) and is stable for speckle look. The SA (%)
of some algorithms fluctuates significantly to the number of speckle look. The variation
between the best SA (%) and worst SA (%) exceeds 60%. The partial enlarged view can be
seen in Figure 17b.

(a) (b)

Figure 17. The segmentation accuracy of different algorithms testing on the first simulated SAR
image with adding speckle noise of different looks. (a) SA curves of different methods. (b) The partial
enlarged view of (a).

3.6. Parameters Analysis and Selection

The non-local search window size w× w and the square neighborhood size r× r are
two crucial parameters related to the non-local spatial information. In this section, we
investigate the optimal parameters on two simulated SAR images (Figures 6a and 9a) for
LBNL_FCM and GLR_FCM.

On the first simulated SAR image (Figure 6a), we set the non-local spatial information
search window w = [5, 7, 9, 11, 13, 15, 17, 19, 21, 23] and local neighborhood patch r =
[3, 5, 7, 9, 11]. The SA (%) of LBNL_FCM and GLR_FCM on the first simulated SAR image is
shown in Figure 18a,b, respectively. From Figure 18a, the SA curve of LBNL_FCM decreases
rapidly for ab arbitrary r value when w exceeds 9. One reason for this is that the logarithm
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transformation reduces the contrast of image amplitude. As the window w expands, more
pixels are included to calculate non-local information. Hence, the weight of reliable pixels
decreases. The SA (%) curve of GLR_FCM can be seen from Figure 18b. The SA curve of
r = 3 is always higher than others and the accuracy achieves the optimal with w = 23.
Therefore, in the parameter range above, the optimal value for r is 3. On the first simulated
SAR image, we set r = 3, w = 9 for LBNL_FCM and r = 3, w = 23 for GLR_FCM. Figure 19
shows the SA curve of LBNL_FCM and GLR_FCM on the second simulated SAR image.
Some similar phenomena can be observed. The curve with local neighborhood size r = 3 is
always more accurate than others.

(a) (b)

Figure 18. The SA (%) of LBNL_FCM and GLR_FCM carried out on the first simulated SAR
image with different sizes of search window w× w and different sizes of local neighborhood r× r.
(a) LBNL_FCM; (b) GLR_FCM.

(a) (b)

Figure 19. The SA (%) of LBNL_FCM and GLR_FCM carried out on the second simulated SAR
image with different sizes of search window w× w and different sizes of local neighborhood r× r.
(a) LBNL_FCM; (b) GLR_FCM.

3.7. Computational Complexity Analysis

The computational complexity of the aforementioned algorithms is given in Table 6.
Where N is total pixels, c denotes the number of clustering centers, T represents the
iterations, w is the size of the window, r is the size of the non-local search window, s is the
size of the neighborhood, W denotes the sliding window for calculating the factor ηi, Q
corresponds to the number of gray levels.

The computational complexity of proposed frameworks LBNL_FCM and GLR_FCM
consists of three parts. The first part O(N × r2 × s2) is contributed by the calculation of
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the non-local spatial information. It is calculated before the iterative process. The second
part O(N ×W2) comes from the calculation of the factor ηi. The third part O(N × c× T) is
from the iteration process. To sum up, the total computational complexity of LBNL_FCM
and GLR_FCM is O(N × r2 × s2 + N ×W2 + N × c× T).

Table 6. The computational complexity of algorithms used in this study.

Method Computational Complexity Method Computational Complexity

FCM O(N × c× T) FGFCM O(N × w2 + Q× c× T)
FCM_S1 O(N × w2 + N × c× T) FCM_NLS O(N × r2 × s2 + N × c× T)
FCM_S2 O(N × w2 + N × c× T) NS_FCM O(N × r2 × s2 + N × c× T)

KFCM_S1 O(N × w2 + N × c× T) RFCM_BNL O(N × r2 × s2 + N ×W2 + N × c× T)
KFCM_S2 O(N × w2 + N × c× T) LBNL_FCM O(N × r2 × s2 + N ×W2 + N × c× T)

EnFCM O(N × w2 + Q× c× T) GLR_FCM O(N × r2 × s2 + N ×W2 + N × c× T)

4. Discussion

In the previous experiments, the effectiveness and robustness of both frameworks
are verified. On the simulated SAR images, both algorithms obtain high segmentation
accuracy (always exceeding 97%), and some unsupervised assessment indicators, such as
vPC, vPE, also state that the fuzziness of clustering centers in results is reduced. On the
real SAR images, LBNL_FCM shows a best region consistency in results compared with
the previous algorithms. However, like FCM_NLS, NS_FCM, and RFCM_BNL, artifacts
appear at the edge. Except for the factor that the amplitude value is prone to blur near the
edge, it is also related to the characteristic of the log-transformed Bayesian metric reducing
image contrast. Compared with FCM_NLS and NS_FCM, the results of GLR_FCM show
satisfactory region uniformity; no isolated pixels exist. Compared with RFCM_FCM and
LBNL_FCM, GLR_FCM can preserve the image details and the edges can be properly
defined. The main reason is that the similarity metric constructed by the continued product
of the generalized likelihood ratio is a ratio form in mathematical expression. That makes it
easy to give a small contribution weight to the patches possessing dissimilar amplitude
values with the central pixel, which implies the patches involved in reconstructing the
real amplitude of central pixel in Equation (37) are trustworthy. Another feature of the
proposed unsupervised FCM frameworks is that the non-local spatial information can be
adaptively adjusted. Remarkably, in most previous methods, the relevant parameter is
empirically set to a constant. Consequently, edge blurred artefacts are greatly reduced in
GLR_FCM.

In addition to the methods involved in this article, there are many methods combining
FCM with machine learning. For instance, MFCCM, proposed by Balakrishnan et al. [48],
fused the characteristics of deep learning to clustering, and produces a satisfactory fuzzy
clustering result. However, the disadvantage of its high computational complexity is also
significant. Besides, a semi-supervised method combining CNN and IFCM [49] provided a
more in-depth understanding and representation of the data features, although it requires
a lot of training data. Compared to the advanced deep learning models, our proposed
unsupervised FCM frameworks can quickly and efficiently deliver segmentation results.
However, due to the lack of feature extraction and feature expression, the image data
cannot be understood in depth.

In the parameter analysis, we confirm that r = 3 is an optimal value for neighborhood
size when measuring patches. However, we found the optimal size of non-local search
window of GLR_FCM is w = 23, which is different from the optimal value w = 15 explored
by other algorithms, such as FCM_NLSL, NS_FCM, and RFCM_BNL. We speculate that,
because of the strong inhibition of the GLR_FCM on dissimilar patches, more reliable
patches can be obtained by expanding the scope of the search window.

In this paper, an empirical statistical distribution (Nakagami–Reigh) is utilized to
describe SAR images. The dedicated model is appropriate for the homogeneous region
of the SAR. In other scenarios, such as mountainous areas, urban areas, etc., statistical
properties may not be expressed correctly. Besides, The relatively high computational
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complexity is a limitation of the proposed method. In Section 3.7, the computational
complexity was listed (O(N × r2 × s2 + N ×W2 + N × c × T)). From the loss function
curve shown in Figures 8 and 10, we can observe that the iterative speed is very fast.
Therefore, in the practical application, the computational cost mainly comes from the
calculation of the non-local spatial information. In addition, appropriately reducing the
number of iterations can also improve the efficiency without reducing the accuracy.

5. Conclusions

To suppress the effect of speckle noise on SAR image segmentation by clustering
algorithms, we propose two unsupervised FCM frameworks incorporating non-local
spatial information term, named LBNL_FCM and GLR_FCM, respectively. The non-local
spatial information in LBNL_FCM and GLR_FCM is obtained by combining the statistical
properties of SAR images with Bayesian methods and generalized likelihood ratio methods.
Therefore, speckle noise can be suppressed. In both frameworks, a simple membership
smoothing strategy complements the local information, allowing the membership of the
pixel to be iteratively adjusted towards the most probable class in the local neighborhood.
Besides, we add a balance factor to adaptively control the effect of non-local spatial
information on the edges, so as to reduce the artifact caused by blurred edges. On the
synthetic SAR images, both unsupervised FCM frameworks can obtain 99% segmentation
accuracy. Several unsupervised evaluation indicators also indicate LBNL_FCM and GLR_FCM
can reduce the fuzziness of the divided clusters in results (vPC = 0.9855, vPE = 0.0260).
Experiments on the real SAR images show that LBNL_FCM can achieve best region
consistency, and GLR_FCM can balance noise removal while preserve image detail and
reduce edge blur artifacts.

In future research, we will consider combining unsupervised FCM with the characteristic
of deep learning to explore intelligent clustering computing.
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