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Abstract

:

Lunar global mapping products provide a solid data foundation for lunar scientific research and exploration. As the widespread geometric inconsistencies among multi-source mapping products seriously affect the synergistic use of the products, high-precision registration of multiple lunar global products is critical, and it is highly challenging due to large coverage and complex local geometric inconsistencies. In this research, we propose a spherical triangular-mesh-based method for high-precision registration of lunar global mapping products, which involves four steps: data preprocessing, feature point extraction and matching, spherical Delaunay triangulation, and geometric correction with spherical barycentric coordinates. This global registration method avoids map projection distortions by using spherical coordinates directly, and achieves high precision by confining the geometric models to spherical triangular facets. Experiments are conducted using two groups of different types of mapping products to verify the proposed method quantitatively and qualitatively. The results show that the geometric inconsistencies are reduced from hundreds of pixels to sub-pixel level globally after the registration, demonstrating the effectiveness of the proposed method.
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1. Introduction


Since the late 1950s, over a hundred lunar exploration missions have been carried out, from which massive data have been acquired by multiple sensors, such as cameras, spectrometers, laser altimeters, etc. The multi-source data and derived mapping products have greatly contributed to studies of the topography, geomorphology, mineralogy, and geologic evolution of the Moon. Particularly, various types of lunar global mapping products, which are essential for lunar global analyses, have been produced based on orbital data and photogrammetry and remote sensing technologies. For example, the U.S. Clementine mission acquired topographic data and multispectral imagery covering almost the entire Moon for the first time, from which lunar basemaps were produced [1,2,3]. These maps were later spatially registered to the Unified Lunar Control Network 2005 (ULCN2005) [4,5]. Based on the images obtained by the Wide-Angle Camera onboard the Lunar Reconnaissance Orbiter, a digital elevation model (DEM) covering the region between 79°N and 79°S and a global digital orthophoto mosaic (100 m/pixel) were produced [6,7,8]. Haruyama et al. [9] used data acquired from the SELENE Terrain Camera (TC) and Multi-band Imager (MI) from the JAXA SELENE/Kaguya mission to produce five lunar mosaic mapping products, namely TCOrtho_MAP, DTM_MAP, TC_Morning_MAP, and SLDEM. In addition, 59 m/pixel of multispectral mosaic products covering the region between 50°N and 50°S were created from the topographically corrected MI reflectance data [10,11]. Li et al. used Chang’E-1 (CE-1) three line-array image data and laser altimeter data to produce a lunar global digital topographic product (CE1TMap2009), including the 120 m/pixel digital orthophoto map (DOM) CE1_TMap_GDOM_120m, 500 m/pixel DEM CE1_TMap_GDEM_500m [12], and 3000 m/pixel DEM CE1_TMap_GDEM_3000m [13]. A new global lunar topographic product CE2TMap2015 (including DOM and DEM) was produced with different resolutions of 7 m, 20 m, and 50 m based on Chang’E-2 (CE-2) stereo images [14].



Based on lunar global mapping products from multiple sources, the advantages of different mapping products can be combined and fully utilized to provide a solid data foundation for lunar scientific research and exploration. However, varying degrees of geometric inconsistencies among lunar global mapping products from multiple sources widely exist [13,15,16]. This is due to the uncertainties in positions and attitudes of the different sensors onboard different orbiters or the same sensor at different times, and the differences in data processing and map production methods [17]. Geometric inconsistency seriously restricts the comparative study and synergistic use of lunar global mapping products; therefore, it is a prerequisite to accurately register these mapping products to the same reference before further exploitation [18]. Unlike local products, global products cover a wide range, and the map projection of a global product can have different distortions in different regions, which brings difficulties for global registration. Moreover, transformation models of traditional registration methods usually fail because global mapping products typically exhibit varying degrees of geometric inconsistencies in different local regions. Hence, it is challenging to register lunar global mapping products with high precision.



Kirk et al. [18] elucidated the significance of unifying the current lunar data, and presented the processing principles of how to register datasets to a common reference frame or to each other. Many studies have been performed for lunar local data registration. For example, Wu et al. [19] proposed a multi-feature-based surface matching method for the co-registration of multi-source lunar DEMs to produce high-precision lunar topographic models; For the co-registration between lunar orbital imagery and reference DEM, a pixel-based matching method considering both geometric and photometric information was developed by Xin et al. [20]. However, no result about lunar global mapping product registration has been reported as far as we know.



In the field of remote sensing, image registration has been extensively studied over the past few decades. Registration methods can be broadly divided into area-based and feature-based methods [21]. Compared with area-based algorithms, feature-based methods have the advantage of reducing computational cost, especially in the case of complex deformation [22]. Therefore, in this paper, we adopt feature-based methods to solve the lunar global mapping product registration problem. Feature detection and matching, transformation model establishment, image resampling, and registration accuracy assessment are the basic steps of feature-based methods. The first two steps play the most important role in the accuracy of image registration. During the past decades, most of the research has focused on feature detection and matching. The traditional local invariant features, such as scale-invariant feature transform (SIFT) [23], affine-SIFT (ASIFT) [24], speeded-up robust feature (SURF) [25], and so on have been widely used for the matching of remote sensing images. For multimodal remote sensing image registration, the most direct strategy achieves feature detection and description by directly modifying off-the-shelf methods, such as uniform robust SIFT (UR-SIFT) [26], scale restrict (SR-SIFT) [27], uniform nonlinear diffusion-based Harris (UND-Harris) [28], and so on. A growing number of studies are focusing on designing valid descriptors to construct more reliable feature matches so that transformation parameters can be estimated correctly, such as multiscale self-similarities (MSS) [29], distinctive order-based self-similarity descriptor (DOBSS) [30], rank-based local self-similarity (RLSS) [31], histogram of orientated phase congruency (HOPC) [32], channel feature of oriented gradient (CFOG) [33], guided local outlier factor (GLOF) [34], and advanced neighborhood topology consensus (ANTC) [35]. Deep-learning-based feature extraction methods have been developed recently, e.g., Li et al. [36] introduced a multi-task feature extraction network and self-supervised feature points. With feature points obtained, a transformation model such as affine [37], polynomial [38,39], projective [40], and so on can be estimated. The transformation model used in image registration can either be a global transformation or a local transformation. Most of the existing image registration research adopts the global transformation model [41,42], which usually ignores the local geometric deformation between images. Especially for images with wide coverage, large terrain variation, or complicated geometrical inconsistency, local geometric deformation cannot be effectively corrected by a global transformation model. In this case, researchers have studied the problem of complex local deformation and proposed some local transformation models to improve the accuracy of registration, e.g., piecewise linear model (PWLM) [43,44,45,46], local weighted mean method [47], thin plate spline [48,49,50], multiquadric functions [51], and as-projective-as-possible algorithm [52]. A few works on complex local registration in the remote sensing field have been reported, among which a triangular irregular network (TIN)-based method is most commonly used [53,54,55,56,57,58,59]. It first triangulates the image into 2D triangular facets using the Delaunay triangulation method [60] based on a control point set (the control points and their correspondences are given), and then the local transformation model within every triangular facet is estimated and applied for precise registration. The local transformation model adopted in this method is usually a 2D affine transformation model.



In this work, we propose a spherical triangular-mesh-based registration method as a solution to high-precision registration of lunar global mapping products. By combining the dense spherical triangular mesh and the accurate local transformation model of spherical barycentric coordinates, the proposed method overcomes the difficulties of accurate registration for lunar global products caused by the complex projection transformation and local geometric inconsistency. The remainder of this paper is organized as follows. Section 2 introduces the spherical triangular-mesh-based method in detail. Experimental data and results are presented in Section 3. The conclusions and discussions are given in Section 4.




2. Methodology


Figure 1 shows the flowchart of the proposed spherical triangular-mesh-based method, which consists of four major steps; namely, data preprocessing, feature point extraction and matching, spherical Delaunay triangulation, and geometric correction with spherical barycentric coordinates. The technical details are elucidated in the following sub-sections.



2.1. Data Preprocessing


The Moon 2000 planetocentric coordinate system was selected as the spatial reference system in our research as it is most widely used and is convenient for lunar global analysis. If the lunar global mapping products to be processed are not in the Moon 2000 coordinate system, they should first be converted to the Moon 2000 system with longitude and latitude as the unit. After unifying the coordinate system, we subdivide each product into regular blocks in longitude and latitude for efficient handling of large data. In order to avoid resolution loss, there is usually a large amount of redundancy (repeated pixels) in high latitudes in the image files stored in the spherical coordinate system, which will cause difficulties in feature point extraction. Thus, blocks at high latitudes need to be converted to the projected coordinate system (i.e., polar stereographic projection). This map projection process is only used to facilitate feature point extraction and matching. The subsequent Delaunay triangulation and geometric correction are all realized in the spherical coordinate system.



Additionally, when registering two global DEMs or a DEM to lunar imagery, we use the hillshading technique to generate simulated imagery of DEM data [16,20]. The simulated image is a gray-scale representation of the terrain surface under a certain illumination condition (i.e., azimuth and elevation of the Sun), and is similar to a real lunar image. The 3D-3D or 3D-2D matching is then transferred into the 2D-2D matching based on the simulated imagery. We have developed a software tool to create simulated images of DEM data for batch processing based on the hillshading technique and GDAL (Geospatial Data Abstraction Library) open-source library. The solar azimuth angle and solar altitude angle of reference and source DEM data need to be set to be the same, and the default values are 315° and 45°, respectively.




2.2. Feature Point Extraction and Matching


We chose the ASIFT algorithm [24] to extract and match the feature points of DEM simulated images under the same illumination condition. As a variant of SIFT, ASIFT is not only invariant to scale, rotation, and translation, but also invariant to affine transformation. A comparative study has shown that ASIFT outperforms SIFT and SURF in terms of more keypoints and fewer mismatches [61]. A two-resolution scheme further reduces the ASIFT complexity to about twice that of SIFT [24]. In this study, an open-source web code [62] developed by Yu and Morel [63] was used to extract and match the feature points on the simulated images in corresponding blocks.



A fast and robust matching for multimodal remote sensing images proposed by Ye et al. [33] was also adopted in this research, and the software package can be downloaded from the GitHub website [64]. This method first extracts the channel feature of orientated gradient (CFOG) of each pixel to generate the feature representation for each pixel. A similarity measure based on the feature representation is then established in the frequency domain to accelerate the image matching. Subsequently, corresponding feature points between images are detected in a template matching manner.



The random sample consensus (RANSAC) [65] algorithm is used to eliminate mismatches in both of the two methods. Moreover, for lunar global mapping product registration with complex geometric inconsistency, even distribution of control points covering every possible local deformation region is critical. In order to obtain evenly distributed tie points to ensure the uniformity of the spherical triangular mesh, the redundant points are removed from the set of tie points. For this purpose, each block is divided into dense grids, where the point closest to the center of the grid is retained as the control point to construct the spherical triangulation if multiple points exist in a grid.



The settings in the feature point extraction and matching step include search radius (e.g., 100 pixels), template radius (e.g., 100 pixels), grid number (e.g., 225), error elimination threshold (e.g., 2.5 pixels), and so on, which can be set and modified flexibly according to the reference and source data.




2.3. Spherical Delaunay Triangulation


The construction of a spherical Delaunay triangulation network is an extension of the traditional 2D Delaunay triangulation network. The rules for constructing the 2D Delaunay triangulation are (1) the 2D Delaunay triangulation is unique, and the circumcircle of any triangle does not contain any fourth point; (2) among all possible triangulations, the smallest angle of the Delaunay triangle is the largest.



Specifically, the rules mean that after the diagonals of the convex quadrilateral formed by two adjacent triangles are exchanged with each other, the minimum angle of the six new internal angles no longer increases. By extending the criteria of 2D Delaunay triangulation to the sphere, the following rules [66] can be obtained: (1) the inferior arc surface stretched by the circumscribed circle of any spherical triangle contains no other point; that is, the center of the sphere and all other points are located on the same side of the plane of the triangle; (2) the minimum of the six new interior angles of two adjacent spherical triangles does not increase after their diagonals are swapped.



In this paper, the incremental algorithm is used to generate the spherical Delaunay triangulation. The algorithm was first proposed by Lawson [67] and improved by Bowyer [68]. Renka [69] then proposed a spherical Delaunay triangulation algorithm based on the incremental algorithm. The open-source code for this incremental algorithm is available on the GitHub website [70]. The basic steps of the algorithm are as follows.



	(1)

	
The convex hull H of the spherical scatter point set V is established to enclose all the data points. A convex hull is a minimum convex polyhedron containing a series of known vertices in spatial geometry. In this algorithm, the convex hull consists of eight triangular faces determined by six vertices.




	(2)

	
Find the spherical triangle T that contains the insertion point P in the constructed convex hull H or triangulation network. T is then triangulated by connecting the insertion point P to the three vertices of T to form three new spherical triangles.




	(3)

	
A local optimization process (LOP) is used to optimize the triangle triangulation; that is, by exchanging diagonals to ensure that the triangle formed is a Delaunay triangle.




	(4)

	
Repeat (2) and (3) until the last point has been inserted.








2.4. Spherical Geometric Correction Based on Spherical Barycentric Coordinates


A barycentric coordinate is a special local coordinate, which takes the vertices of a polygon as the reference points to locate an arbitrary point inside the polygon. Barycentric coordinates are widely used in computer graphics and other fields for their excellent characteristics such as normality, linear reconstruction, and affine invariance. In this research, we apply the barycentric coordinates to the deformation of spherical triangular facets.



Barycentric coordinates were first introduced by Möbius [71]. Let T be a triangle with vertices        v i      i = 1 , 2 , 3    . The position of any point  v  inside the triangle T on the plane    E 2    can be obtained by taking an adequately weighted sum of the three vertices. These three weight coefficients    λ i      v , T     i = 1 , 2 , 3     are the barycentric coordinates of the point  v  in the reference triangle, and the barycentric coordinates are continuous functions that satisfy the following properties.


  ∀ i              λ i    v , T     > 0 ;  



(1)






    ∑  i   λ i    v , T   = 1 ;  



(2)






    ∑  i   λ i    v , T    v i  = v .  



(3)







Möbius [72] first extended the concept of barycentric coordinates from a plane to a sphere. Similar to the barycentric coordinates of a planar triangle, the spherical barycentric coordinates represent the position of arbitrary point  v  on a sphere relative to the three vertices of a reference spherical triangle P. Previous studies [73,74] have shown that, unlike planar triangles, it is impossible for the barycentric coordinates of any point on a spherical triangle to satisfy properties (1), (2), and (3) at the same time. Specifically, properties (2) and (3) are contradictory to each other on spheres. Property (2) satisfies the request that any point  v  represented by the barycentric coordinates be located in a plane, whereas the property (3) demands that the point  v  be located on a spherical surface rather than a plane. Consequently, to use the barycentric approach as a solution to the spherical problem, it is essential to relax the above properties to obtain the spherical barycentric coordinates. Alfeld et al. [75] and Langer et al. [74] strictly retained property (3), but relaxed property (2) to


    ∑  i   λ i    v , P     ≥ 1 ;  



(4)







This is because their main goal was to define curves and surfaces over the sphere. Lei et al. [76] proposed an opposite strategy, which abandons the preservation of property (3) but strictly preserves property (2), dedicated to constructing spherical grid systems. For the problem to be solved in this paper, specifically referring to determining the new position of the sphere point on the transformed sphere surface by the unique spherical barycentric coordinates, it is essential to retain property (3). Hence, we follow the first strategy, retaining property (3) and replacing property (2) with (4).



This paper follows the formula of spherical barycentric coordinates given by Alfeld et al. [75]. Once more, it is assumed that the vertices of a spherical triangle P are the points in the set   V =    v 1  ,  v 2  ,  v 3     ; let    n i    denote the unit normal vectors to the planes    P i  = s p a n   V \    v i      , i = 1 , 2 , 3  . For a point   v ∈   sphere  S , let the angles    α i  ,    β i    be defined by the dot products


  s i n  α i  ≔ v ·  n i  ,             s i n  β i  ≔  v i  ·  n i  ,             i = 1 , 2 , 3 .  



(5)




where    α i    represent oriented angles between the vector v and the planes    P i   , while    β i    are the analogues angles between    v i    and    P i    (see Figure 2). For nontrivial spherical triangles,   s i n  β i  ≠ 0 , i = 1 , 2 , 3  . The spherical barycentric coordinates of the point   v ∈ S   with respect to the triangle P are given by


   λ i   v  =   s i n  α i    s i n  β i    ,             i = 1 , 2 , 3 .  



(6)







The main idea of geometric correction based on spherical barycentric coordinates is to establish the transformation relationship between the source spherical triangle and the reference spherical triangle. The vertex of a spherical triangle P is denoted as   V =    v 1  ,  v 2  ,  v 3     , and the positions of each pixel  v  inside the spherical triangle are the spherical barycentric coordinates    λ i    v , P    . P is deformed to form a reference triangle P’ by moving the position of the vertex, the source vertex  V  corresponds to the new reference vertex    V ′  =     v 1  ′  ,   v 2  ′  ,   v 3  ′     , and the internal pixels also change accordingly. The position of each point  v ’ inside the P’ can be calculated using the spherical barycentric coordinates as follows.


   v ′  =   ∑  i   λ i    v , P   ·  v i ′  ,             i = 1 , 2 , 3 .  



(7)







The geometric correction is realized by calculating the transformed position of each pixel of the source data using the above equation for each facet. The final product is generated after resampling.





3. Experimental Results


We performed registration experiments to verify the performance of the proposed high-precision registration method using four different lunar global mapping products; namely, Moon Clementine UVVIS Warped Color Ratio Mosaic 200 m, CE1_TMap_GDOM_120m, SLDEM2015, and CE2TMap2015_DEM_20m. Two separate experiments were conducted to evaluate registration of imagery products and registration of DEMs. In the first experiment, Moon Clementine UVVIS Warped Color Ratio Mosaic 200 m was taken as the reference data and the CE1_TMap_GDOM_120m was taken as source data to be registered to the reference data. The data for the second experiment are both DEM products, with SLDEM2015 and CE2TMap2015_DEM_20m as reference and source data, respectively.



3.1. Experimental Data


The Clementine Ultraviolet-Visible (UVVIS) warped color-ratio mineral map is a false color band ratio image covering the global lunar surface and published by United States Geological Survey (USGS) Astrogeology Science Center. It was generated from the Clementine UVVIS mosaics using three spectral filters (central wavelengths of 415, 750, and 1000 nm) [77,78], and multispectral mosaics with highly accurate radiometric calibrations, photometric corrections, and geodetical controls have been registered to ULCN2005 [4]. The false color band ratio image is a composite image, including the ratio of the 750/415 nm bands used for the red-channel brightness, 750/1000 nm for the green channel, and the 415/750 nm ratio for the blue channel. For detailed information on what color ratios represent, please refer to Lucey et al. [79]. This global product with the spatial resolution of 200 m/pixel is available in GeoTIFF format at the USGS website [80]. Some small gaps in the image are due to lack of coverage in one or more of the bands used in the color ratio.



CE1_TMap_GDOM_120m is a lunar global DOM made of images obtained by a stereo camera with three-line CCDs onboard the CE-1. The intersection angles of the forward and backward relative to the nadir images of the stereo camera are ±16.7°. CE-1 has an orbital altitude of about 200 km and an orbital inclination of nearly 90°. During the flight around the Moon, the three-linear CCD stereo camera takes images in the linear array push-broom way, with a spatial resolution of about 120 m and an image width of about 60 km. The overlap rate of image data in adjacent orbits is more than 40%, and the planimetric positioning accuracy is about 100 m~1.5 km [81]. Li et al. [12] processed the image data according to the mapping specification, carried out photometric correction, improved the consistency of the images, and finally produced a lunar global orthophoto map with a simple cylindrical projection and a spatial resolution of 120 m. The data are provided by the Lunar and Planetary Data Release System [82].



SLDEM2015 is a near-global DEM product constructed by combining the altimeter data from the Lunar Reconnaissance Orbiter Laser Altimeter (LOLA) and the DEM generated by stereo images obtained by SELENE TC. Barker et al. [15] divided the SELENE DEM into 1° × 1° tiles, taking the LOLA point cloud data as reference. Each tile was then adjusted by the tile-averaged transformation parameters (three translation parameters and two tilt parameters) solved by a bounded downhill simplex minimization algorithm. The resultant SLDEM2015 combines the advantages of LOLA’s accurate reference geodetic framework with the high resolution of the SELENE DEM. The SLDEM2015 covers the region between 60°N and 60°S, with a grid spacing of 512 pixels/degree (60 m/pixel at the equator) and a typical vertical accuracy of 3 m–4 m. This DEM product is available for download in GeoTIFF format from the USGS website [83].



CE2TMap2015_DEM_20m is a lunar global DEM, which is a major part of CE2TMap2015 [14]. It was produced from stereo images obtained by the CE-2 stereo camera, using the lunar surface positions of five laser ranging retro reflectors (LRRRs) (Apollo 11, Apollo 14, Apollo 15, Lunokhod 1, and Lunokhod 2) as the absolute control points to realize a seamless mosaic and high-precision absolute positioning [14,84]. CE2TMap2015_DEM_20m has a resolution of 20 m/pixel and 100% coverage of the Moon. It is the highest-resolution lunar global DEM product ever published, and is available through the Lunar and Planetary Data Release System [85]. This DEM product is organized in 188 subdivisions; each subdivision includes a data file (GeoTIFF format), a coordinate information file (tfw), and a projection file (prj) of the same name.




3.2. Data Preprocessing, Matching, and Spherical Delaunay Triangulation Results


In the data preprocessing step, the reference and source products were first divided into regular blocks in longitude and latitude. Within the range of the latitude ±60°, Moon Clementine UVVIS Warped Color Ratio Mosaic 200 m and CE1_TMap_GDOM_120m were divided into 30° × 30° blocks, and SLDEM2015 and CE2TMap2015_DEM_20m were divided into 5° × 5° blocks. For high latitudes and polar regions beyond the ±60° area, the products of the first experiment were converted into Moon stereoscopic north/south pole projection and divided into 18 blocks with the same size.



In experiment 1, the multimodal remote sensing image matching method proposed by Ye et al. [33] was used to match the feature points between corresponding reference and source blocks. The ASIFT algorithm was used to extract and match the feature points of DEM simulated images under the same illumination in experiment 2. The RANSAC algorithm was used to eliminate mismatches in each block. Each block of experiment 1 and experiment 2 was then divided into 50 × 50 and 15 × 15 non-overlapping grids, respectively, and the point closest to the center of each grid was reserved as the control point of the subsequent construction of the triangulated network. Finally, 131,082 and 301,022 control points for experiment 1 and 2 were obtained, respectively. Figure 3 and Figure 4 show the matching results of one typical block in each experiment.



We used the points of the reference image obtained above to construct the spherical Delaunay triangulated network, and the results of experiment 1 are shown in Figure 5. The numbers of spherical triangular facets in experiments 1 and 2 were 262,160 and 602,022, respectively. The spherical Delaunay triangulated network constructed by the source image is the same as that constructed by the reference image, with vertices being replaced by the corresponding vertices in the source image. As a result, based on the corresponding spherical triangular facets, the global registration problem is converted into the local problem. Figure 5 takes experiment 1 as an example to show the results of spherical Delaunay triangulation.




3.3. Registration Results and Analysis


3.3.1. Quantitative Analysis


In this subsection, a quantitative analysis was first conducted to evaluate the registration accuracy. A certain number of randomly distributed points were automatically selected as the checkpoints to assess the geometric displacements before and after the registration, and these checkpoints were selected from the redundant points removed from the tie points set (after outlier elimination) in the matching step of the proposed method. The number of checkpoints was 16,377 and 17,280 for the experiments 1 and 2, respectively. The distribution of the checkpoints is shown in Figure 6.



The geometric displacement, i.e., the planar residual, was evaluated based on the difference in planetocentric coordinates of each checkpoint pair. The planar residual was computed by the following formula:


   σ p  =   ∆  x 2  + ∆  y 2  ,    



(8)






  ∆ x =   π D c o s   l a  t  r e f       360   ∆ l o n ,             ∆ y =   π D c o s   l a  t  r e f       360   ∆ l a t ,  










  ∆ l o n = l o  n  s o u r c e   − l o  n  r e f   ,             ∆ l a t = l a  t  s o u r c e   − l a  t  r e f   .  








where   ∆ l o n   and   ∆ l a t   are the longitude and latitude residuals of the checkpoints, respectively;   ∆ x   and   ∆ y  , which are converted to meters, are the residuals between the checkpoints; D is the diameter of the Moon; the coordinates of the checkpoints in source data are (  l o  n  s o u r c e   ,   l a  t  s o u r c e    ), and the coordinates of the checkpoints in reference data are (  l o  n  r e f   ,   l a  t  r e f    ).



The magnitude and distribution of planar residuals are shown by the color shading maps (Figure 7 and Figure 8) with 1° spacing. Figure 7a shows that the differences between CE1_TMap_GDOM_120m and Clementine UVVIS Warped Color Ratio Mosaic 200 m vary widely, with smaller differences on the lunar near side compared to the far side and smaller residuals in the northern hemisphere compared to the southern. Areas with particularly high differences are clustered in the southern hemisphere (78°E–140°E, 7°N–80°S), and the highest residual is more than 5000 m, which is much larger than the differences of tens of meters in other areas. It is clear from Figure 8a that the differences between CE2TMap2015_DEM_20m and SLDEM2015 near lunar maria are smaller than those of other areas. This is attributed to the fact that five LRRRs with high positioning accuracy were used as control points in CE-2 map production and that the topography of the area is relatively flat. Figure 7b and Figure 8b show that the planar residuals between reference data and source data after registration of both the experiments are greatly reduced, indicating that the proposed method is effective and the registration results are of high precision.



Furthermore, statistics of mean absolute error (MAE) and root-mean-square error (RMSE) of the planar residuals between the checkpoints of reference and source data have been used for quantitative evaluation. The errors are represented both in meters and pixels (with respect to the reference data). The results, given in Table 1, show that the MEANs and RMSEs are several pixels in experiment 1 and over ten pixels in experiment 2 before registration; the errors are significantly reduced to sub-pixel level after registration in both experiments. The statistical results demonstrate that our proposed method has achieved high precision over the entire lunar globe.




3.3.2. Qualitative Analysis


The performance of the proposed method was also evaluated qualitatively by visual inspection using checkerboard mosaic images, where neighboring squares were taken from the reference product and the source product before and after registration. The details are shown in Figure 9 and Figure 10.



Compared with the checkerboard image before registration (Figure 9c and Figure 10e) showing large deviations at the boundaries of adjacent squares, the regions of the checkerboard image after registration (Figure 9d and Figure 10f) are well overlapped, and the linear features across the boundaries of adjacent squares are continuous. This visually verifies the effectiveness of the proposed registration method.



In principle, the proposed method needs a large number of evenly distributed control points to represent the local variation in geometric inconsistency. Therefore, the quantity and spatial distribution of the extracted control points are crucial to the registration precision of lunar global products with complex local deformation. More control points generally result in higher registration precision, but too many control points will inevitably reduce the efficiency of spherical triangulation and geometric correction. Therefore, the effect of control point density on registration precision needs to be studied in future research.






4. Conclusions


This paper proposed a spherical triangular-mesh-based method for high-precision registration of lunar global mapping products. The proposed method has three main innovations. First, the global spherical registration is not affected by the distortion caused by map projection, especially in high latitude and polar regions. Second, the spherical triangular facets avoid using a single transformation model to register the whole lunar global product, and thus resolve the problem of local geometric distortion. Finally, the local transformation model of spherical barycentric coordinates can achieve high-precision of registration and ensure that the registered product after transformation is continuous at the edges of the spherical triangular mesh.



In the experiments, the performance of the proposed method was evaluated quantitatively and qualitatively. The quantitative results show that the planar residuals between source data and reference data after registration are greatly reduced to sub-pixel level. The qualitative results conducted with the same data are consistent with the quantitative analysis. Both the quantitative and qualitative results show that our proposed method achieved high precision for the registration of lunar global products, confirming the effectiveness of this method. The method can be applied to register global mapping products of the same or different types, e.g., optical image products, spectral image products, and DEM.
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Figure 1. Overall flowchart of the proposed method. 
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Figure 2. Computing spherical barycentric coordinates by Equation (5). 
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Figure 3. Examples of matching result of a 30° × 30° image block centered at (45°E, 45°N). (a) Clementine UVVIS Warped Color Ratio Mosaic 200 m; (b) final control points (Clementine UVVIS Warped Color Ratio Mosaic 200 m); (c) CE1_TMap_GDOM_120m; (d) final control points (CE1_TMap_GDOM_120m). 
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Figure 4. Examples of matching result of a 5° × 5° image block centered at (2.5°E, 22.5°N). (a) SLDEM2015; (b) simulated image (SLDEM2015); (c) final control points (SLDEM2015); (d) CE1_TMap_GDOM_120m; (e) simulated image (CE2TMap2015_DEM_20m); (f) final control points (CE2TMap2015_DEM_20m). 
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Figure 5. Spherical Delaunay triangulation result. (a) Global spherical Delaunay triangulation based on control points from experiment 1; (b) enlarged view of the spherical Delaunay triangulation of (a) centered at (45°E, 15°N) and a window size of 30° × 30°. 
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Figure 6. The distribution of the checkpoints matched from (a) Clementine UVVIS Warped Color Ratio Mosaic 200 m and CE1_TMap_GDOM_120m; (b) SLDEM2015 and CE2TMap2015_DEM_20m. 
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Figure 7. Color-coded map of planimetric difference at a 1° grid space between (a) Clementine UVVIS Warped Color Ratio Mosaic 200 m and CE1_TMap_GDOM_120m before registration; (b) Clementine UVVIS Warped Color Ratio Mosaic 200 m and CE1_TMap_GDOM_120m after registration. 
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Figure 8. Color-coded map of planimetric difference at a 1° grid space between (a) SLDEM2015 and CE2TMap2015_DEM_20m before registration; (b) SLDEM2015 and CE2TMap2015_DEM_20m after registration. 
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Figure 9. Examples of registration results of Moon Clementine UVVIS Warped Color Ratio Mosaic 200 m and CE1_TMap_GDOM_120m in the 2° × 2° block centered at (47.88°W, 16.27°N). (a) Reference image; (b) source image; (c) checkerboard composite of the reference and the pre-registered source images; (d) checkerboard composite of the reference and the registered source images. 
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Figure 10. Examples of registration results of SLDEM2015 and CE2TMap2015_DEM_20m in the 0.5° × 0.5° block centered at (119.29°W, 3.72°N). (a) Reference DEM; (b) source DEM; (c) reference simulated image; (d) source simulated image; (e) checkerboard composite of the reference and the pre-registered source simulated images; (f) checkerboard composite of the reference and the registered source simulated images. 
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Table 1. Quantitative statistics of the planar residuals before and after registration using our proposed method in experiments 1 and 2.
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Experiment Group

	
Registration Status

	
MAE (m, pixel)

	
RMSE (m, pixel)






	
experiment 1

	
before

	
2225.0, 11.13

	
2442.2, 12.21




	
after

	
135.7, 0.68

	
198.3, 0.99




	
experiment 2

	
before

	
184.5, 3.08

	
106.5, 1.78




	
after

	
38.5, 0.64

	
43.0, 0.71
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