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Abstract: Platform vibration introduces sinusoidal modulation in inverse synthetic aperture lidar
(ISAL) imaging, which causes paired echoes in ISAL imaging. In this paper, a varying amplitude
vibration phase suppression algorithm is proposed. Working without prior knowledge, the proposed
algorithm can suppress paired echoes under the condition of varying vibration amplitude and will
not introduce new phase errors. Furthermore, the method is suitable for the imaging scene without
isolated points. Both the simulated and real experiment results of ISAL turntable data demonstrate
the effectiveness of the proposed algorithm.

Keywords: ISAL; vibration phase; varying amplitude; paired echoes

1. Introduction

Inverse synthetic aperture lidar (ISAL) has the same imaging principle as ISAR. It
achieves high range resolution by transmitting large bandwidth signals and achieves high
azimuth resolution using synthetic aperture technology. The wavelength of ISAL is in
the order of microns, which is about 3–4 orders shorter than the wavelength of ISAR
(inverse synthetic aperture radar). Therefore, ISAL can obtain a higher azimuth resolution
within the same accumulated time, which can be applied to long-range two-dimensional
imaging [1–3].

In ISAL, a single-channel transceiver system is commonly used to transmit the linear
frequency modulation (LFM) signal for target imaging, identification and classification [4–7].
Since the wavelength of lidar is in the order of microns, ISAL is very sensitive to even
a small platform vibration, which will introduce sinusoidal phase modulation into the
returned signals. After Fourier transformation of the returned signals along the azimuth
direction, paired echoes will be generated, which makes ‘ghost targets’ appear in the
image [8–11]. The ‘ghost targets’ are false targets in images, which affect the performance of
target identification and classification. Therefore, it is necessary to suppress paired echoes.

The suppression of paired echoes is realized by vibration phase compensation. Tradi-
tional vibration phase compensation for ISAR includes three steps. First, estimate vibration
parameters, including vibration amplitude, frequency and the initial phase. Second, con-
struct the sinusoidal modulation function of vibration phase according to the vibration
parameters. Finally, compensate the vibration phase. At present, ISAR vibration pa-
rameter estimation methods based on a discrete fractional Fourier transform [12,13] and
two-dimensional searching [14,15] can be used to obtain vibration phase if the phase is con-
stant. However, since ISAL’s high sensitivity to platform vibration will make the vibration
phase variable in real applications, these methods cannot be directly used to estimate the
vibration phase of ISAL.

On the other hand, there are also some studies on the vibration phase compensation of
ISAL, but the application of them is limited by special conditions. One study [16] proposed
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a vibration phase compensation method based on multichannel interference in which the
vibration phase is estimated by high-order polynomial fitting, but this method works
only for multichannel systems and not for single-channel systems. Another study [17]
proposed a vibration phase compensation method based on the instantaneous ranging
model for triangular frequency-modulated continuous wave (FMCW) signals. This method
compensates the vibration phase by calculating the instantaneous ranges of up and down
dechirp signals, but it is not suitable for LFM signals.

For these reasons, a vibration phase compensation method based on the delay conju-
gate multiplication of echoes is proposed in this paper which can suppress paired echoes
under the condition of varying amplitude vibrations for a single-channel transceiver sys-
tem transmitting the LFM signal. Firstly, range compression is performed on the echoes.
Secondly, the signal from the same range cell is multiplied by the conjugate of its time
delay, and the phase of the multiplication result is taken. Thirdly, the vibration phase
is estimated by offsetting the amplitude modulation and time delay terms on this taken
phase. Finally, the estimated vibration phase is compensated, and the paired echoes are
suppressed. This method works without prior knowledge and will not introduce new
phase errors. Furthermore, this method is suitable for the imaging scene without isolated
points.

This paper is organized as follows. In Section 2, we introduce the ISAL turntable
imaging model. The derivation procedure of the vibration phase estimation and the
compensation algorithm are presented in Section 3. The simulated and real experiment
results of ISAL turntable data are provided in Section 4. Finally, the conclusion is given in
Section 5.

2. ISAL Turntable Imaging Model
2.1. Imaging Geometry

In ISAL, the synthetic aperture is obtained by the motion of the target. The motion of
the target can generally be decomposed into translational motion and rotational motion.
After the translational motion is compensated for, the imaging geometry can be equivalent
to an ISAL turntable model in which the target rotates around a reference point. Figure 1
shows the ISAL turntable imaging geometry.

Figure 1. ISAL turntable imaging geometry.

In Figure 1, the lidar is located at L, o is the center of the turntable and the turntable

rotates around o. The distance from L to o is Ro. The y-axis is in the direction of
→

LO, and
the x-axis is perpendicular to the y-axis. Initially, the scattering point Scat is located at P.
The distance from P to o is r, and r � Ro. The initial angle between P and the x-axis is θ0.
Assuming that the scattering point Scat rotates from P to P′ with angular velocity ω, the
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rotation angle of Scat is ∆θ = ωtm, where tm is the slow time. When the platform is not
vibrating, the distance R from the radar to the scattering point Scat is as follows:

R =
√

R2
0 + r2 − 2R0r cos(θo + π/2 + ωtm)

=
√

R2
0 + r2 + 2R0r sin(θo + ωtm)

≈ R0 + r sin(θo + ωtm)
= R0 + xp sin(ωtm) + yp cos(ωtm)

(1)

where xp = r cos(θo) represents the abscissa of Scat, and yp = r sin(θo) represents the
ordinate of Scat. Since the coherent accumulation angle required for imaging is very small—
i.e., ωtm is small—R can be approximated as follows:

R ≈ R0 + yp + xpωtm (2)

Assuming that the platform vibrates in the α direction and the vibration amplitude is
A, the distance caused by the platform vibration can be defined as follows:

Rv = Av sin(ωvtm + ϕv0) (3)

where Av = A · cos(α) represents the vibration amplitude along the
→

LO direction, ωv = 2π fv
represents the vibration angular velocity, fv is the vibration frequency and ϕv0 is the initial
phase of vibration. When ωv � ω, Rv cannot be approximated as a first-order term. There-
fore, due to the platform vibration, the distance between the lidar and the scattering point
Scat is as follows:

R = R0 + yp + xpωtm + Av sin(ωvtm + ϕv0) (4)

2.2. Signal Model of ISAL Imaging

Assume that the transmission signal is an LFM signal:

s = rect
(

t̂
Tp

)
exp

(
j2π fct + jπγt̂2

)
(5)

where Tp is the pulse width, t̂ is the fast time, t = t̂ + tm is the full time, tm is the slow time,
fc is the carrier frequency and γ is the chirp rate. Then, the received signal after dechirping
is as follows:

sr
(
t̂, tm

)
=

I

∑
i=1

σirect
(

t̂− 2Ri/c
Tp

)
exp

(
−j

4π

λ
∆Ri − j4πγ

(
t̂− 2

Rre f

c

)
∆Ri

c
+ j4πγ

(
∆Ri

c

)2
)

(6)

where I is the number of scattering points in the scene, σi is the back-scattering coefficient
of the ith scattering point Si

cat, Ri is the distance between the lidar and the Si
cat, Rre f

is the reference distance and ∆Ri = Ri − Rre f , c is the speed of light and λ = c/ fc is
the wavelength. After taking the Fourier transform of (6) in the fast time domain and
compensating for the residue video phase (RVP), a range-compressed signal can be formed:

sr( fr, tm) =
I

∑
i=1

σi sin c
(

Tp

(
fr + 2γ

∆Ri
c

))
exp

(
−j

4π

λ
∆Ri

)
(7)

Setting Rre f = R0 and substituting (4) into (7), we can obtain the following:

sr( fr, tm) =
I

∑
i=1

σi sin c
(

Tp

(
fr + 2γ ∆Ri

c

))
· exp

(
−j 4π

λ

((
yip + xipωtm

)
+ Av sin(ωvtm + ϕv0)

)) (8)
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where ∆Ri =
(
yip + xipωtm

)
+ Av sin(ωvtm + ϕv0). xip = r cos(θio) represents the ab-

scissa of Si
cat and yip = r sin(θio) represents the ordinate of Si

cat. The first phase term of
Equation (8) is generated by the rotation of the platform, which is proportional to xip and ω.
The second one is the modulation phase introduced by the platform vibration. According
to the Jacobi–Anger identity, Equation (8) can be expanded in a series [15]:

sr( fr, tm) =
I

∑
i=1

σi sin c
(

Tp

(
fr + 2γ ∆Ri

c

))
· exp

(
− 4π

λ

(
yip + xipωtm

))
·
{

+∞
∑

n=−∞
Jn

(
− 4π

λ Av

)
· exp(jnωvtm) · exp(jnϕv0)

} (9)

where Jn(·) is the nth Bessel coefficient. Take the Fourier transform of Equation (9) along
the azimuth direction:

sv( fr, fd) =
I

∑
i=1

σi sin c
(

Tp

(
fr + 2γ ∆Ri

c

))
· sin c

(
Ta
(

fd +
2
λ xipω

))
· exp

(
−j 4π

λ yip

)
⊗
{

+∞
∑

n=−∞
Jn

(
− 4π

λ Av

)
· δ( fd − n fv) · exp(jnϕv0)

}
=

I
∑

i=1

+∞
∑

n=−∞
σi Jn

(
− 4π

λ Av

)
· sin c

(
Tp

(
fr + 2γ ∆Ri

c

))
· sin c

(
Ta
( 2

λ xipω + ( fd − n fv)
))
· exp

(
− 4π

λ yip

)
· exp(jnϕv0)

(10)

where Ta represents the synthetic aperture time. Equation (10) indicates that the sinusoidal
modulation phase caused by the platform vibration introduces the paired echoes along the
azimuth direction.

The azimuth compression results with or without platform vibration are shown in
Figure 2.

Figure 2. The azimuth compression results with or without platform vibration.

The blue line represents the azimuth compression result without platform vibration.
The red dashed line represents the azimuth compression result with platform vibration.
By comparing them, it can be seen that the platform vibration will cause the ghost targets
along the azimuth direction.

3. Vibration Phase Estimation and Compensation

In this section, the derivation procedure of the vibration phase estimation and the
compensation algorithm are presented. According to Equation (10), after the azimuth
compression, the amplitudes of the real target and the first couple of ghost targets closest
to the real target are σi J0

(
− 4π

λ Av

)
and σi J1

(
− 4π

λ Av

)
, respectively.
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We define the function f (x) as follows:

f (x) = 20lg
J1(x)
J0(x)

(11)

where J0(x) represents the amplitude of the real target, J1(x) represents the amplitude of
the first couple of ghost targets, x represents − 4π

λ Â and Â is the amplitude of the vibration
phase. Before the vibration phase compensation, Â = Av. f (x) reflects the attenuation
of J1(x) relative to J0(x). In this paper, we define that when f (x) ≤ −30dB, the vibration
phase can be ignored. From Figure 3, we can know that, if |x| ≤ 0.06rad, f (x) ≤ −30dB.
Next, we will reduce the value of Â by iteration until f (x) ≤ −30dB.

Figure 3. The function curve of f (x).

According to Equation (8), when the platform vibrates, the signal phase along the
azimuth direction is as follows:

ϕ = − 4π
λ

((
yip + xipωtm

)
+ Av sin(ωvtm + ϕv0)

)
= − 4π

λ

(
yip + xipωtm

)
+ ϕv

(12)

where the first term is generated by the rotation of the platform. The second term
ϕv = − 4π

λ Av sin(ωvtm + ϕv0) is the modulation phase introduced by the platform vibra-
tion which needs to be suppressed. When |ϕ| > π, the phase cannot be extracted directly
due to the self-coupling. The vibrational phase ϕv needs to be estimated according to the
following steps.

Step 1: Conduct delay conjugate multiplication of the data from the same range cell.
We define the range-compressed signal in a range cell as the signal of interest (SoI):

sv = w(tm) · exp
(
−j

4π

λ

((
yip + xipωtm

)
+ Av sin(ωvtm + ϕv0)

))
(13)

where w(tm) is the azimuth envelope. After delaying the sv by τ, we can obtain svd:

svd = w(tm − τ) exp
(
−j

4π

λ

(
yip + xipω(tm − τ) + Av sin(ωv(tm − τ) + ϕv0)

))
(14)

where τ is the delay time. Since w(tm) changes slowly, we assume that w(tm − τ) = w(tm)
when τ is small. Multiplying sv by s∗vd, we can obtain the following:

svs∗vd = w2(tm) exp
(
−j 4π

λ xipωτ
)

· exp
(
−j 4π

λ Av · 2 sin
(ωvτ

2
)

cos
(
ωv
(
tm − τ

2
)
+ ϕv0

)) (15)

where * is the conjugate operator and − 4π
λ xipωτ is a constant. It can be seen from

Equation (15) that after this delay conjugate multiplication, the phase change caused by the
rotation of the platform is eliminated.
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Since the constant phase − 4π
λ xipωτ has no relationship with the platform vibration, it

can be ignored. Thus, the phase of Equation (15) can be defined as follows:

ϕ′v = −4π

λ
Av · 2 sin

(ωvτ

2

)
cos
(

ωv

(
tm −

τ

2

)
+ ϕv0

)
(16)

Step 2: Extract the phase ϕ′v of svs∗vd.

ϕ′v = − 4π
λ Av · 2 sin

(ωvτ
2
)

cos
(
ωv
(
tm − τ

2
)
+ ϕv0

)
= − 4π

λ Av · 2 sin
(ωvτ

2
)

sin
(
ωv
(
tm − τ

2
)
+ ϕv0 +

π
2
)

= − 4π
λ Av · 2 sin

(ωvτ
2
)

sin
(

ωv

(
tm − τ

2 + π
2ωv

)
+ ϕv0

) (17)

Comparing ϕ′v with the ϕv of Equation (12), we can find that ϕ′v has an additional
amplitude modulation 2 sin

(ωvτ
2
)

and a time delay ωv

(
− τ

2 + π
2ωv

)
along the slow time

axis. After offsetting these two parts, we can recover the vibration phase ϕv by using ϕ′v.
Step 3: Offset the amplitude modulation and the time delay terms of ϕ′v.
Take the Fourier transform of ϕ′v:

F(ϕ′v) = − 4π
λ Av · 2 sin

(ωvτ
2
)
(δ( fd + fv) + δ( fd − fv))

· exp
(
−j2π fd

(
τ
2 −

π
2ωv

)) (18)

In Equation (18), the last exponential term is the time delay item. After multiplying
Equation (18) by exp

(
j2π fd

(
τ
2 −

π
2ωv

))
/2 sin

(ωvτ
2
)
, the amplitude modulation and the

time delay terms can be removed and we can obtain the following:

F
(

ϕ′v
)
= −4π

λ
Av(δ( fd + fv) + δ( fd − fv)) (19)

Step 4: Estimate the vibration phase.
Taking the inverse Fourier transform of Equation (19), we can obtain the estimated

value of the vibration phase ϕ̂v:

ϕ̂v = −4π

λ
Av sin(ωvtm + ϕ̂v0) (20)

where ϕ̂v0 is the estimated value of ϕv0. The estimation accuracy of ϕ̂v0 depends on
exp

(
j2π fd

(
τ
2 −

π
2ωv

))
/2 sin

(ωvτ
2
)
.

Step 5: Compensate for the vibration phase.
We will compensate for the vibration phase until it is small enough that the influence

on the imaging can be ignored.
Multiply sv by exp(−jϕ̂v) and we can obtain the first compensation signal sc1:

sc1 = sv ∗ exp(−jϕ̂v)

= w(tm) · exp
(
−j 4π

λ Av sin(ωvtm + ϕv0) + j 4π
λ Av sin(ωvtm + ϕ̂v0)

)
= w(tm) · exp

(
−j 4π

λ Av[sin(ωvtm + ϕv0)− sin(ωvtm + ϕv0 − ∆ϕv0)]
)

= w(tm) · exp
(
−j 8π

λ Av sin
(

∆ϕv0
2

)
cos
(

ωvtm + ϕv0 − ∆ϕv0
2

))
= w(tm) · exp

(
−j 8π

λ Av sin
(

∆ϕv0
2

)
cos(ωvtm + ϕv1)

)
(21)

where ∆ϕv0 = ϕv0 − ϕ̂v0 and ϕv1 = ϕv0 − ∆ϕv0
2 . Then, the residual vibration phase is

as follows:

ϕc1 = −8π

λ
Av sin

(
∆ϕv0

2

)
cos(ωvtm + ϕv1) (22)
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According to Equation (22), compared with the vibration phase ϕv, ϕc1 becomes
smaller due to 2 sin

(
∆ϕv0

2

)
. If |ϕc1| > 0.06rad, the impact of ϕc1 on imaging cannot be

ignored. We need to estimate ϕc1 until it is smaller than 0.06 rad.
The estimation procedure of ϕc1 is similar to the derivation of Equations (13)–(21).

All 5 steps are repeated. After the compensation for ϕc1, the residual vibration phase is
as follows:

ϕc2 =
16π

λ
Av sin

(
∆ϕv0

2

)
sin
(

∆ϕv1

2

)
sin(ωvtm + ϕv2) (23)

where ∆ϕv1 = ϕv1 − ϕ̂v1 and ϕv2 = ϕv1 − ∆ϕv1
2 . According to Equation (23), the magnitude

of the residual vibration phase is proportional to 4 sin
(

∆ϕv0
2

)
sin
(

∆ϕv1
2

)
, which indicates

that the residual vibration phase will be smaller and smaller by iteration. If the absolute
value of residual vibration phase becomes smaller than 0.06 rad, the iteration can be
stopped. Otherwise, the above steps 1–5 need to be repeated to compensate for the residual
error phase.

There are two points that need to be noted. First, the vibration amplitude should
be smaller than a range resolution of ISAL [16]. Second, to avoid the phase self-coupling
in Equation (16), the vibration amplitude and the vibration frequency should meet the
following condition: ∣∣∣∣−4π

λ
Av · 2 sin

(ωvτ

2

)∣∣∣∣ < π (24)

Set τ = 1/PRF, sin
(ωvτ

2
)
= sin

(
π

fv
PRF

)
. Formula (24) can be written as follows:

Av <
λ

8
∣∣∣sin

(
π

fv
PRF

)∣∣∣ (25)

Only when Av and fv meet the constraint of Equation (25), the proposed method
is valid.

The above compensation of the vibrational phase is based on an isolated scattering
point in one range cell. Otherwise, the target contains many scattering points. So, the
data in one range cell can be modelled as the first-order Gauss–Markov process [10,18].
Therefore, the algorithm proposed in this paper is also suitable for scenarios with multiple
scattering points. The flow chart of this algorithm is shown in Figure 4.

Figure 4. The flow chart of vibration phase estimation and compensation algorithm.
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The proposed method can suppress paired echoes without any prior knowledge. After
the compensation for the vibration phase, an ISAL image can be obtained by taking the
Fourier transform of the compensated signals along the azimuth direction.

4. Experimental Results and Analyses
4.1. Processing Results of Simulated Data

Next, simulations were carried out to verify the proposed methods. Section 4.1.1 shows
the simulation results of the fixed amplitude vibration phase compensation. Section 4.1.2
shows the simulation results of the varying amplitude vibration phase compensation.
Section 4.1.3 shows the influence of the number of iterations on the estimation accuracy.
Section 4.1.4 shows the influence of SNR on the estimation accuracy. Section 4.1.5 shows
the compensation results of the data containing multiple vibration components.

The ISAL system parameters, the vibration frequency, the initial vibration phase
and the targets in the simulations are all the same in Sections 4.1.1–4.1.4. The simulation
parameters are listed in Table 1.

Table 1. Parameters used in the simulation.

λ 1550 nm ω 10◦/s

Pulse width 10 us Ro 1 km

Band width 15 GHz Vibration frequency 5 kHz

Fs 250 MHz Initial vibration phase 1 rad

PRF 100 kHz The max vibration amplitude λ/10

The target distribution is shown in Figure 5. The single scattering point ‘A’ and the
scattering point sequence ‘B’ are placed in different range cells. The range-compressed
results of ‘A’ and ‘B’ are used as SoI1 and SoI2 (SoI: the signal of interest), respectively,
to compensate for the vibration phase, where ‘B’ is used to verify the vibration phase
compensation effectiveness of the proposed method when there are no isolated points in
the scene.

Figure 5. Target distribution.

For convenience, we define four conditions below.
Condition 1: The amplitude of vibration phase Av is fixed and the proposed compen-

sation method is based on SoI1.
Condition 2: The amplitude of vibration phase Av is fixed and the proposed compen-

sation method is based on SoI2.
Condition 3: The amplitude of vibration phase Av is varying and the proposed

compensation method is based on SoI1.
Condition 4: The amplitude of vibration phase Av is varying and the proposed

compensation method is based on SoI2.
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4.1.1. The Compensation Results of Fixed Amplitude Vibration Phase

During echo generation, the fixed amplitude vibration phase shown in Figure 6 is
added in the echoes along the azimuth direction. After dechirping, Fourier transformation
in the fast time domain and RVP compensation, the range-compressed result can be for-
matted as shown in Figure 7. We define the range-compressed result of point ‘A’ as SoI1,
and steps 1–5 are repeated to estimate the vibration phase by using SoI1(condition 1). After
three iterations, the vibration phase can be estimated accurately.

Figure 6. Fixed amplitude vibration phase.

Figure 7. The range-compressed results.

The estimation results of the vibration phase under condition 1 are shown in Figure 8.
Figure 8b is a partial enlargement of Figure 8a. In Figure 8, the black curve represents
the vibration phase added in the echoes, and the other three colored curves represent the
estimated vibration phase values obtained by the iterations. It can be seen from Figure 8b
that after three iterations, the estimated values are close to the real values. Figure 9a shows
the imaging result without vibration phase compensation, in which ghost targets exist
along the azimuth direction and the real targets cannot be identified. Figure 9b shows
the imaging result after vibration phase compensation using SoI1. Figure 10a,b show
the azimuth profiles of the targets in red dashed boxes in Figure 9a,b, respectively. By
comparing Figure 10a,b, we can see that after vibration phase compensation, the ghost
targets are compressed.
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Figure 8. (a) Vibration phase and its estimated values under condition 1. (b) Partial enlargement
of (a).

Figure 9. Imaging results without (a) and with (b) compensation under condition 1.

Figure 10. Azimuth profiles of targets in the red dashed boxes in Figure 9. (a) Without compensation
and (b) with compensation.

Next, to verify the vibration phase compensation effectiveness of the proposed method
when there are no isolated points in the scene (condition 2), steps 1–5 were repeated to
estimate the vibration phase using SoI2.

The estimated results of the vibration phase are shown in Figure 11. Figure 11b is a
partial enlargement of Figure 11a. It can be seen from Figure 11b that the estimated result is
close to the real value of the added vibration phase after three iterations. Figure 12a shows
the imaging result without vibration phase compensation. Figure 12b shows the imaging
result after vibration phase compensation using SoI2. Figure 13a,b show the azimuth
profiles of the targets in red dashed boxes in Figure 12a,b, respectively. By comparing
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Figure 13a,b, we can see that after vibration phase compensation, the amplitude of the
ghost targets dropped from −1.9 to −32.4 dB. Since −32.4 dB < −30 dB, the ghost targets
in Figure 13b can be ignored. This result illustrates that the method proposed in this paper
is also suitable for scenes without isolated points.

Figure 11. (a) Vibration phase and its estimated value under condition 2. (b) Partial enlargement
of (a).

Figure 12. Imaging results without (a) and with (b) compensation under condition 2.

Figure 13. Azimuth profile of targets in the red dashed boxes in Figure 12. (a) Without compensation
and (b) with compensation.

We have analyzed the vibration phase compensation results through the proposed
algorithm when the amplitude of vibration phase is fixed. Next, we will analyze the
compensation results when the amplitude of vibration phase is varying.
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4.1.2. The Compensation Results of Varying Amplitude Vibration Phase

Assuming the varying amplitude vibration phase added in the echoes is the block line
in Figure 14, with the target distribution the same as in Figure 5, steps 1–5 were repeated
to estimate the vibration phase using SoI1 (condition 3). The estimated results of the
vibration phase are shown in Figure 14. Figure 14b is a partial enlargement of Figure 14a.
Figure 15a shows the imaging result without vibration phase compensation. Figure 15b
shows the imaging result after vibration phase compensation using SoI1. Figure 16a,b show
the azimuth profiles of the targets in red dashed boxes in Figure 15a,b, respectively. By
comparing Figure 16a,b, we can see that, after vibration phase compensation, the ghost
targets are compressed.

Figure 14. (a) Vibration phase and its estimated value under condition 3. (b) Partial enlargement
of (a).

Figure 15. Imaging results without and with compensation under condition 3. (a) Without compen-
sation and (b) with compensation.

Next, steps 1–5 were repeated to estimate the vibration phase using SoI2 (condition 4).
The estimated results of the vibration phase are shown in Figure 17. Figure 17b is a partial
enlargement of Figure 17a. Figure 18a shows the imaging result without vibration phase
compensation. Figure 18b shows the imaging result after vibration phase compensation
using SoI2. Figure 19a,b show the azimuth profiles of targets in the red dashed boxes in
Figure 18a,b, respectively. By comparing Figure 19a,b, we can see that, after vibration
phase compensation, the amplitude of ghost targets dropped from −9 to −33 dB. Since
−33 dB < −30 dB, the ghost targets in Figure 19b can be ignored.
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Figure 16. Azimuth profiles of targets in the red dashed boxes in Figure 15. (a) Without compensation
and (b) with compensation.

Figure 17. (a) Vibration phase and its estimated value under condition 4. (b) Partial enlargement
of (a).

Figure 18. Imaging results without (a) and with (b) compensation under condition 4.
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Figure 19. Azimuth profile of targets in the red dashed boxes in Figure 18. (a) Without compensation
and (b) with compensation.

These results demonstrate that the proposed algorithm can estimate fixed and varying
amplitude vibration phase based not only on an isolated point but also on multiple scatter-
ing points in one range cell. Thus, the proposed algorithm is also suitable for the imaging
scenes without isolated points.

4.1.3. The Influence of the Number of Iterations on the Estimation Accuracy

The influence of the number of iterations on the estimation accuracy is analyzed below.
The root mean square error (RMSE) of the estimated values was used to evaluate the
estimation accuracy.

RMSE =

√√√√√ M
∑

m=1
[ϕ̂v(tm)− ϕv(tm)]

2

M
(26)

where M and m are the sampling number and the mth sampling point along the azimuth
direction, respectively.

Figure 20 shows the RMSE of the estimated vibration phase values with different
numbers of iterations. Figure 20a shows the RMSE of the estimated values under condition
1. Figure 20b shows the RMSE of the estimated values under condition 2. Figure 20c shows
the RMSE of the estimated values under condition 3. Figure 20d shows the RMSE of the
estimated values under condition 4.

Remote Sens. 2022, 14, x FOR PEER REVIEW 16 of 25 
 

 

real target 
‘A’

ghost 
target

ghost 
target

 

real target 
‘A’

ghost 
target

ghost 
target

 
(a) (b) 

Figure 19. Azimuth profile of targets in the red dashed boxes in Figure 18. (a) Without compensation 
and (b) with compensation. 

These results demonstrate that the proposed algorithm can estimate fixed and vary-
ing amplitude vibration phase based not only on an isolated point but also on multiple 
scattering points in one range cell. Thus, the proposed algorithm is also suitable for the 
imaging scenes without isolated points. 

4.1.3. The Influence of the Number of Iterations on the Estimation Accuracy 
The influence of the number of iterations on the estimation accuracy is analyzed be-

low. The root mean square error (RMSE) of the estimated values was used to evaluate the 
estimation accuracy. 

( ) ( ) 2

1

ˆ
M

v m v m
m

t t
RMSE

M

ϕ ϕ
=

−  
=


 
(26)

where M  and m  are the sampling number and the mth  sampling point along the az-
imuth direction, respectively. 

Figure 20 shows the RMSE of the estimated vibration phase values with different 
numbers of iterations. Figure 20a shows the RMSE of the estimated values under condi-
tion 1. Figure 20b shows the RMSE of the estimated values under condition 2. Figure 20c 
shows the RMSE of the estimated values under condition 3. Figure 20d shows the RMSE 
of the estimated values under condition 4. 

From Figure 20, we can see that (1) the RMSE decreases as the number of iterations 
increases, (2) the estimation result based on the isolated point is better than that based on 
the point sequence and (3) the RMSE is smaller than 0.06 rad after two or three iterations. 
In this paper, we operated three iterations for the vibration phase estimation. 

  
(a)  (b) 

R
M

SE
(ra

d)

R
M

SE
(ra

d)

Figure 20. Cont.



Remote Sens. 2022, 14, 1122 15 of 23

Figure 20. The RMSE of the estimated vibration phase values with different numbers of iterations:
(a) Under condition 1; (b) under condition 2; (c) under condition 3; (d) under condition 4.

From Figure 20, we can see that (1) the RMSE decreases as the number of iterations
increases, (2) the estimation result based on the isolated point is better than that based on
the point sequence and (3) the RMSE is smaller than 0.06 rad after two or three iterations.
In this paper, we operated three iterations for the vibration phase estimation.

4.1.4. The Influence of SNR on the Estimation Accuracy

To investigate the robustness of our method to SNR, we repeated the simulation under
different SNR conditions. Noise was added into the echo by using the awgn function in the
simulation. The vibration phase was estimated in three iterations.

To avoid randomness, 100 simulations were performed under conditions 1–4. The
average of 100 simulations is shown in Figure 21.

Figure 21. The RMSE of the estimated vibration phase values with different SNRs: (a) Under
condition 1; (b) under condition 2; (c) under condition 3; (d) under condition 4.
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In Figure 21, we note that the amplitude of the RMSE decreases as the SNR increases.
When the SNR is higher than −5 dB, the RMSE is smaller than 0.06 rad under conditions
1 and 3. When the SNR is higher than 6 dB, the RMSE is smaller than 0.06 rad under
conditions 2 and 4. Generally, the SNR of ISAL images is greater than 10 dB, so the RMSE is
smaller than 0.06 rad under conditions 1–4. This phenomenon illustrates that the proposed
method has strong robustness to SNR.

4.1.5. The Compensation Results of the Data Containing Multiple Vibration Components

The compensation results of the data containing only one vibration frequency are
shown above. Next, the compensation results of the data containing multiple vibration
frequencies will be analyzed.

Assume that the echo signal contains two vibration phase components. The vibration
parameters used in the simulation are listed in Table 2.

Table 2. Vibration parameters used in the simulation.

Vibration frequency 1 5 kHz Vibration frequency 2 1 kHz

Initial vibration phase 1 1 rad Initial vibration phase 2 0.5 rad

Vibration amplitude 1 λ/40 Vibration amplitude 2 λ/20

During echo generation, the vibration phase shown in Figure 22 is added in the echoes.
It can be seen from Figure 22 that the amplitude of vibration phase Av is varying.

Figure 22. Vibration phase added in the echoes.

We define the range-compressed result of point ‘A’ as SoI1, and steps 1–5 were re-
peated to estimate these two vibration phase components. Figure 23 is the imaging result
without compensation. Figure 24a,b show the imaging result after compensating vibration
component 1 and vibration component 2, respectively.
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Figure 23. (a) The imaging result without compensation; (b) azimuth profile of targets in the red
dashed boxes.

Figure 24. The imaging result after compensating vibration component 1 (a) and compensating
vibration component 2 (b) using SoI1.

Next, we define the range-compressed result of point ‘B’ as SoI2, and steps 1–5 were
repeated to estimate these two vibration phase components. Figure 25a,b are the imaging
result after compensating vibration component 1 and vibration component 2, respectively.
These results demonstrate that the proposed algorithm can estimate the vibration phase
containing multiple frequencies.

Figure 25. The imaging result after compensating vibration component 1 (a) and compensating
vibration component 2 (b) using SoI2.
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4.2. Processing Result of Real Data

Real data of 1550 nm, 4 G bandwidth, 50 kHz PRF, an angular velocity of 10◦/s and
a distance of 1 km were processed. The transmission signal was an LFM signal, and the
reception mode was dechirping reception.

Figure 26 shows an optical picture of targets placed on the turntable. We will analyze
the vibration phase compensation results by using the proposed method when the targets
are static and rotating.

Figure 26. Optical picture of targets.

4.2.1. Stationary Point Targets

During echo generation, the turntable was static. After dechirping, Fourier transform
in the fast time domain and RVP compensation, the range-compressed result was obtained
and is shown in Figure 27. The phases of the delay conjugate multiplication of the range-
compressed date in the 1312 and 1317 range cell of Figure 27 are shown in Figure 28.
Figure 28 shows that sinusoidal modulation exists in the phase along the azimuth direction.

Figure 27. Range compression result of echo.

Figure 28. The phase of delay conjugate multiplication.
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We defined the range-compressed data in row 1312 as SoI; then, we estimated the
vibration phase using the proposed method. After three iterations, we obtained the esti-
mated vibration phase shown in Figure 29. From Figure 29, we can see that the amplitude
of the vibration phase is varying. Figure 30a is the imaging result of two targets without
vibration phase compensation, where T1 and T2 are the real point targets, and the other
ones on the left and right of T1 and T2 are ghost targets. Figure 30b is the imaging result of
two targets after vibration phase compensation, in which the ghost targets are suppressed.
Figure 31a,b are the azimuth profiles of target T1 and target T2, respectively.

Figure 29. Estimated vibration phase.

Figure 30. Imaging results (a) without compensation and (b) with compensation.

Figure 31. Azimuth profiles of T1 (a) and T2 (b) in Figure 30.

It can be seen from Figure 31a,b that after the vibration phase compensation, the
left ghost target of T1 dropped from −22.62 to −32.42 dB and the right ghost target of T1
dropped from −22.79 to −31.86 dB. The left ghost target of T2 dropped from −22.58 to
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−35.18 dB and the right ghost target of T2 dropped from −25.56 to −37.98 dB. These results
indicate that the ghost targets were suppressed using the proposed method.

4.2.2. Rotating Point Targets

Figure 32 is the imaging result of two points with platform vibration when the
turntable rotated. The target T1 and the target T2 in Figure 32 are the real point targets, and
the other ones on the left and right of them are the ghost targets formed by the platform
vibration. We also defined the data in row 1312 as SoI and estimated the vibration phase
using the proposed method. Figure 33 shows the estimated result of the vibration phase,
whose amplitude is varying. Figure 34a,b are the imaging results of target T1 without
and with vibration phase compensation. Figure 35a,b are the imaging results of target T2
without and with vibration phase compensation. The azimuth profiles of these two point
targets without and with compensation are shown in Figure 36a,b.

Figure 32. Imaging results without compensation.

Figure 33. Estimated vibration phase.

Figure 34. Partial enlargement of T1 (a) without compensation and (b) with compensation.
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Figure 35. Partial enlargement of T2 (a) without compensation and (b) with compensation.

Figure 36. Azimuth profiles of T1 (a) and T2 (b) without and with compensation.

It can be seen from Figure 36 that after the vibration phase compensation, the right
ghost target of T1 dropped from −24.51 dB to −37.41 dB, and the right ghost target of
T2 dropped from −27.67 dB to −39.62 dB. The real data results show that the algorithm
proposed in this paper can suppress ghost targets without introducing new phase error
and without broadening the main lobe of targets.

5. Discussion

A vibration phase compensation method based on the delay conjugate multiplication
of echoes is proposed in this paper, which can suppress paired echoes under the condi-
tion of varying amplitude vibrations for a single-channel transceiver system transmitting
LFM signals.

According to the Jacobi–Anger identity, we defined the function f (x), which reflects
the amplitude attenuation of the real target relative to the first couple of ghost targets. We
think that when f (x) ≤ −30dB, the vibration phase can be ignored. In this paper, we
reduced the values of the vibration phase by iteration until f (x) ≤ −30dB. The detailed
steps are given in Section 3.

The processing results in Section 4 demonstrate the following:

(1) The proposed algorithm can estimate the fixed and varying amplitude
vibration phase.

(2) The proposed algorithm is suitable for imaging scenes both with and without
isolated points.

(3) The residual vibration phase decreases as the number of iterations increases. In this
paper, we operated three iterations for the vibration phase estimation.

(4) Generally, the SNR of ISAL images is greater than 10 dB, so the proposed method has
strong robustness to SNR.
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(5) The proposed algorithm can suppress ghost targets without introducing new phase
error and without broadening the main lobe of targets.

These observations are meaningful in ISAL imaging, target identification
and classification.

6. Conclusions

To suppress the paired echoes generated by the platform vibration in ISAL imaging,
this paper proposes an iterative algorithm to estimate and compensate for the vibration
phase. The results show that the proposed algorithm can estimate not only the fixed but
also varying vibration phase. Furthermore, the proposed algorithm can work without prior
knowledge and will not introduce new phase errors, and it is suitable for the imaging
scenes with no isolated points.
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