
����������
�������

Citation: Pinel, N.; Bourlier, C.;

Sergievskaya, I.; Longépé, N.;

Hajduch, G. Asymptotic Modeling of

Three-Dimensional Radar

Backscattering from Oil Slicks on Sea

Surfaces. Remote Sens. 2022, 14, 981.

https://doi.org/10.3390/rs14040981

Academic Editor: Merv Fingas

Received: 24 December 2021

Accepted: 8 February 2022

Published: 17 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Article

Asymptotic Modeling of Three-Dimensional Radar
Backscattering from Oil Slicks on Sea Surfaces
Nicolas Pinel 1,2,* , Christophe Bourlier 2 , Irina Sergievskaya 3,4 , Nicolas Longépé 5 and Guillaume Hajduch 6

1 Icam Ouest School of Engineering—Nantes Campus, 44470 Carquefou, France
2 IETR Laboratory—UMR CNRS 6164, Nantes Université, 44306 Nantes, France;

christophe.bourlier@univ-nantes.fr
3 Institute of Applied Physics, Russian Academy of Sciences, 603950 Nizhny Novgorord, Russia;

i.sergia@ipfran.ru
4 Institute of Applied Physics of Russian Academy of Sciences, Lobachevsky State University of Nizhny

Novgorod, 603022 Nizhny Novgorod, Russia
5 Phi-Lab Explore Office, ESA/ESRIN, 00044 Frascati, Italy; nicolas.longepe@esa.int
6 CLS, 29280 Plouzané, France; ghajduch@groupcls.com
* Correspondence: nicolas.pinel@icam.fr; Tel.: +33-2-40-52-40-13

Abstract: This paper presents new results of a simulation of radar backscatter from oil slick areas
on a real three-dimensional sea surface, based on a physical hydrodynamic model of surface wave
damping in the presence of oil films, the local equilibrium model (MLB). To solve this problem,
the modelling was carried out by using the first-order small-slope approximation (SSA1) model. It
presents the advantage of having a very good compromise between rapidity and accuracy of the
calculation. The choice of the model is justified by solving the two-dimensional problem with several
asymptotic methods and further comparing the results with a rigorous numerical method, based on
the Method of Moments (MoM). Two approaches called “thin-layer” (TL) and “classical” were used
to deal with the double layer (air/oil/sea) problem. The TL approach assumes that this double-layer
problem can be seen locally as a Fabry–Pérot interferometer, which implies that the Kirchhoff-tangent
plane approximation (KA) is valid. The classical approach consists in neglecting the presence of
the oil layer for dealing with electromagnetic backscattering, which is valid for very thin oil films
compared to the electromagnetic (EM) wavelength. It is shown that these two approaches have rather
complementary validity domains: The TL approach is always valid for small observation angles,
which makes it suitable for near nadir sensors such as altimeters, whereas the classical approach
is valid for moderate observation angles, which makes it suitable for most satellite applications.
The 3D modelling results are compared with C-band and X-band measured data (CSK experiment
and OOW NOFO experiment) in VV polarization. The calculation takes into account that the oil
film on the sea surface is mainly in an emulsion state. The results highlighted the relevance of the
MLB hydrodynamic model, as well as the SSA1 EM model combined wit the classical approach, for
quantifying NRCS in seas contaminated with marine oil or surfactants. The agreement is indeed very
good in the X-band range.

Keywords: radar cross section; oil slicks; sea surface electromagnetic scattering; thin films; water
pollution; hydrodynamics

1. Introduction

Oil spill pollution detection has been the topic of investigation of a significant num-
ber of research papers, in particular by analyzing SAR data [1–6]. Fewer recent works
such as [7–12] deals with quantitative electromagnetic (EM) modeling of sea oil spills.
Most of this work focuses on homogeneous insoluble oil films on sea surfaces. Still, this
restriction holds only for low-to-moderate winds, u10 < 8–10 m/s, and for relatively young
spills [3,13]. Fewer papers such as [7,10] deal with water-in-oil emulsions, which occur for
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moderate-to-high wind conditions and/or old spills. It is then of interest at least to study
the influence of oil emulsification on the electromagnetic scattering, as we often lack of
information on the characteristics of an observed oil slick at sea.

Besides, in order to better understand and to thoroughly analyze and interpret radar
measurement data, it is necessary to develop accurate models of radar backscattering from
both clean and contaminated seas, that are based on a realistic hydrodynamic modeling.
Thus, two important conditions must be fulfilled: first, the hydrodynamic modeling must
be able to take into account the specific characteristics mineral of oil slicks on the sea surface;
second, the electromagnetic modeling must be able to handle the multi-scale feature of
the sea-like surface. Concerning the first condition, the Elfouhaily et al. spectrum [14] is
well-known and widely used for describing the clean sea surface heights. The presence of
an oil slick on the surface of the sea is known to strongly damp the capillary waves of the
spectrum. This phenomenon is usually called the Marangoni damping [15]. Nevertheless,
this damping model does not depend on the film thickness and is then limited to very thin
films [16]. It is also uneasy to relate its input parameters to the physical characteristics
of the marine oil film. It is then more appropriate to use a refined model, provided that
we are able to determine its parameters suitably. That is why the model of local balance
(MLB) [17] is chosen here, following our experience of previous work [16,18]. Concerning
the second condition, as a general consideration for dealing with a multi-scale surface,
the electromagnetic model should also be multi-scale, at least if we want to use the same
model for different configurations (like small and large angles, in particular). Then, the
classical GO (Geometric Optics) and SPM (Small Pertubation Method) models cannot fill
this condition alone for this purpose. Thus, a so-called unified should rather be elected.
Among these models, the first that has been developed is the two-scale model (TSM). Since
then, a number of refined asymptotic electromagnetic models commonly used for sea-like
surfaces have been developed (SSA1, WCA, LCA, . . . ) [19–21].

This paper presents an extension of previous work [16] to three-dimensional (3D)
problems with validations with measurements, by using two asymptotic models for deal-
ing with the case of oil slicks on sea surfaces: the approaches called “thin-layer” (TL)
and “classical”. The TL approach, that has been proposed by some of the authors [16],
assumes that this double-layer (air/oil/sea) problem can be seen locally as a Fabry–Pérot
interferometer, which implies to assume that the Kirchhoff-tangent approximation (KA),
is valid. In addition, the two air/oil and oil/sea interfaces are assumed to be identical
and parallel, which is valid for thin enough oil films, giving its name to this approach.
By comparison, the classical approach consists in neglecting the presence of the oil layer
for dealing with electromagnetic backscattering, which is valid for infinitely thin oil films
compared to the EM wavelength. It is the approach that is usually used in the literature for
modeling oil films on the sea surface; yet, to our knowledge, the validity of this assumption
had not been analyzed in details before.

These two approaches are first analyzed in details numerically by comparison with a
reference numerical method based on the Method of Moments (MoM) for two-dimensional
(2D) problems in Sections 3 and 4, where the influence of emulsification is analyzed in
Section 3 before analyzing the accuracy of asymptotic EM models in Section 4. We would
like to insist on the originality of this work, where both the refined hydrodynamic MLB
model is applied, which provides realistic hydrodynamic simulations when combined the
Elfouhaily et al. spectrum, and the validity of both the classical and the TL approaches are
compared and validated. The classical approach only is generally used without detailed
quantitative validation [22]. Besides, several asymptotic EM models are applied and vali-
dated here, whereas generally only the SPM1 (Bragg scattering) is applied [22–24]. Recent
works [4,12,22,25,26] considered unified EM methods (most of the time, the tilted Bragg
or two-scale model—TSM), but they are usually based on a more simple and less adapted
damping model (usually, the Marangoni damping model [15]), and are not validated for
the specific case of oil slicks. The two TL and classical approaches are then compared in
3D with in-field measurements in Section 5, by analyzing two distinct measurement cam-
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paigns: the CSK experimental data in the French coasts, and the OOW NOFO experiment
off Bergen, Finland. Comparing the classical GO and SPM models with the unified SSA1
model makes it possible to highlight the limitations of the former two models, showing in
particular that the widely used Bragg scattering model is not always enough to describe
the scattering mechanisms.

We will see in the following that, in general, these two approaches have rather com-
plementary validity domains: The TL approach is always valid for small observation
angles, which makes it suitable for near nadir sensors such as altimeters, whereas the
classical approach is valid for moderate observation angles, which makes it suitable for
most satellite applications. The study of the influence of different physical parameters was
conducted (the observation angle, the frequency, and the oil viscosity); it was found to be
in qualitative agreement with previous work applied to measurements [27] (see chapter 2
and references therein).

Thus, these two simplifying approaches make it possible to develop 3D models of
radar backscattering from both clean and contaminated seas by using asymptotic analytical
models adapted to sea-like surfaces, such as the two-scale model, the small slope approxi-
mation (SSA), and the weighted curvature approximation (WCA) [19]. This work presents
such developments and further validates these models by comparison with measurements.
Before detailing the analysis, next section summarizes the methodology used here for
calculating the scattering from clean and contaminated seas.

2. Methods and Data Sources
2.1. Methods

This section is devoted to giving the main methodology for calculating the electromag-
netic wave scattering from both clean and contaminated seas, as summarized in Figure 1.
The main steps may be summarized as follows:

1. The sea-like surface spectrum is defined with respect to the environment conditions,
by using the Elfouhaily et al. spectrum model for the clean sea surface; for the case of
oil films, the MLB model is used to model the surface spectrum damping.

2. For the case of numerical EM methods, sea-like surfaces must be generated from the
directional spectrum by IFFT (Inverse Fast Fourier Transform), given the frequency of
the sensor and its azimuth direction with respect to the wind direction (in addition to
the environment condition parameters).

3. A simplifying approach for reducing the double layer (air/oil and oil/sea) problem
to a single interface problem is elected; then, to deal with the latter problem, an
appropriate electromagnetic model is applied. The simplifying approach is either the
“thin-layer” (TL) or the classical approach; the EM scattering model may be either
rigorous (based on the Method of Moments, MoM) or asymptotic (in particular, the
SSA1). This makes it possible to calculate the scattered wave, and in particular, the
backscattered intensity (NRCS, Normalized Radar Cross Section).

2.2. Data Sources

Two data sets have been used here to validate the proposed electromagnetic methods
developed in the paper. The first data set corresponds to COSMO-SkyMed data that have
been acquired in February–March 2011 around the French coast, for which the radar works
at 9.61 GHz in VV polarization. Out of the 20 images available, oil spills have been detected
in 3 images. These 3 case studies (scenarios) are:

1. The first case study concerns the images in Figure 2, taken on 10 March 2011, 17 h 51′.
Two areas are concerned by potential oil spills: the Western one (area about 0.96 km2–
length 3.15 km) and the Eastern one (area 1.39 km2–length 5.64 km). The incidence
angle is equal to about 27◦ and 31◦ for the South West and North East cases, respec-
tively. The average estimated wind speed is u10 = 6.3 m/s and u10 = 6.4 m/s,
respectively. Note that, in Section 5.1, the Western area will be considered and re-



Remote Sens. 2022, 14, 981 4 of 27

ferred to as scenario 1, whereas the Eastern area will be considered and referred to as
scenario 4.

2. The second case study concerns the images in Figure 3, taken on 15 March 2011,
18 h 32′. One area is concerned by 2 potential oil spills: the Northern one (area about
0.78 km2–length 1.82 km) and the Southern one (area about 0.98 km2, length 1.38 km).
The incidence angle is equal to 40.9◦ in this area. The average estimated wind speed is
u10 = 10.4 m/s. Note that, in Section 5.1, only the Southern area will be considered
and referred to as scenario 2.

3. The third case study concerns the images in Figure 4, taken on 11 February 2011,
5 h 41′. One area is concerned by 1 potential oil spill: area about 3.42 km2–width 2.67
km. The incidence angle is equal to 50.9◦ in this area. The average estimated wind
speed is u10 = 2.5 m/s. Note that, in Section 5.1, this area will be referred to as
scenario 3.

Figure 1. Flowchart summarizing the methodology applied for calculating the EM scattering from
clean/contaminated seas.

Figure 2. CSK experiment (March 2011)—Case 1 (10 March 2011, 17 h 51′): Detected oil spill in the
ZPE area (left) and zoom over the detected oil spills (right).
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Figure 3. CSK experiment (March 2011)—Case 2 (15 March 2011, 18 h 32′): Detected oil spill near the
Ushant TSS (left) and zoom over the detected oil spill (right).

Figure 4. CSK experiment (March 2011)—Case 3 (11 February 2011, 05 h 41′): Detected oil spill in the
ZPE area (left) and zoom over the detected oil spill (right).

All these 3 images correspond to CSK data in Huge Region mode, with a spatial
spacing (pixel resolution) of 100 m.

The second data set corresponds to measurements that have been acquired during the
oil pollution experiment called oil-on-water (OOW) NOFO exercise [28] in June 2011 off
Bergen (Finland). In this context, 3 images of interest have been retained. They are all in
VV polarization. These 3 case studies (scenarios) are:

1. The first case study concerns the images in Figure 5, taken on 8 June 2011, 17 h 58′. It
is a ScanSAR Wide (X band) image in VV polarization. The incidence angle is equal
to about 48◦ in the area of the pollution, where the average estimated wind speed is
u10 = 2.6 m/s.
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2. The second case study concerns the images in Figure 6, taken on 9 June 2011, 21 h 28′.
It is an ASAR/ENVISAT (C band) image in VV polarization. The incidence angle is
equal to about 34◦ in the area of the pollution, where the average estimated wind
speed is u10 = 4.5 m/s.

3. The third case study concerns the images in Figure 7, taken on 12 June 2011, 21 h 18′.
It is an ASAR/ENVISAT (C band) image in VV polarization. The incidence angle is
equal to about 25◦ in the area of the pollution, where the average estimated wind
speed is u10 = 5.8 m/s.

Figure 5. OOW NOFO experiment (June 2011)—Case 1 (8 June 2011, 17 h 58′): ScanSAR Wide (X
band) image in VV pol. with pollution in the upper left region (left) and zoom over the detected oil
spills (right).

Figure 6. OOW NOFO experiment (June 2011)—Case 2 (9 June 2011, 21 h 28′): ASAR/ENVISAT
(C band) image in VV pol. with pollution (left) and zoom over the detected oil spill (right).



Remote Sens. 2022, 14, 981 7 of 27

Figure 7. OOW NOFO experiment (June 2011)—Case 3 (12 June 2011, 21 h 18′): ASAR/ENVISAT
(C band) image in VV pol. zoomed over the detected oil spill.

The first case corresponds to CSK data in Wide Region mode, with a spatial spacing
(pixel resolution) of 30 m. Cases 2 and 3 correspond to ASAR/ENVISAT data in Wide
Swath Medium Resolution mode, with a spatial spacing (pixel resolution) of 75 m.

3. Influence of Emulsification

For comparing simulations with measurements at sea, the oil weathering effect should
be taken into account in the numerical simulations in order to make comparisons with
the same physical conditions. The main phenomena that must be taken into account are:
evaporation, precipitation, aging, and emulsification. The first two phenomena can mainly
be handled by a reduction of the quantity of floating oil. Aging induces an increase of
the oil viscosity, as discussed further in the paper. Last, emulsification implies that the
oil film changes from a homogeneous film to an inhomogeneous one, which becomes an
oil-in-water emulsion at the surface of the seawater; but at typical radar frequencies (at
least up to X-band), given the geometrical dimensions of the emulsion, this may be handled
by considering an equivalent relative permittivity [10].

Here, we study the influence of the phenomenon of oil emulsification on the electro-
magnetic response of a contaminated sea, by comparison with a clean sea. Indeed, after the
oil damping at sea, as time goes by, the homogeneous oil film at the sea surface is subject
to several degradation phenomena, including emulsification with the sea water, which is
mainly due to the surface agitation. This phenomenon is all the faster as the wind speed
u10 is high. Thus, for a given oil slick pollution, the emulsification effect should be taken
into account in general in the electromagnetic modeling, or at least its influence on the
radar backscattering must be studied.
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For these simulations with emulsified oil, we need to know the equivalent relative
permittivity of this mixture of emulsified oil in seawater. To do so, we based our work on the
PhD thesis of Lamkaouchi [29] which made it possible to measure the equivalent relative
permittivity of a mixture of oil with fresh water in different proportions, for frequencies
3.6 GHz, 9.45 GHz, and 15.48 GHz. In order to make a comparison with the scenario 4
(with a frequency of 10 GHz) in [16], we took an intermediate value of 50% of oil for 50% of
fresh water. This configuration is also close to a measurement scenario to be shown in the
following of the paper, at f = 9.45 GHz. Measured equivalent relative permittivity was
ε

eq
r2 = 13+ 2i [29]. Knowing that the relative permittivity of seawater is greater than that of

fresh water at this frequency, this corresponds to a mixture of about 45% of oil for 55% of sea
water. Thus, the numerical simulations are led for a contaminated sea with ε

eq
r2 = 17 + 4i,

on the scenario 4 of [16], by considering light oil with viscosity νoil = 0.1 cm2/s.
Besides, following [16], we highlight that the rigorous numerical method which is

used for the validations for 2D problems in this paper (Sections 3 and 4) is based on
the method of moments (MoM). Still, a direct LU inversion would be too much time
consuming, that is why acceleration algorithms have been applied. For the single interface
scattering numerical computations (clean sea, cont. sea combined with either the TL or
the cl. approach), the FB (Forward–Backward) method [30] combined with SA (Spectral
Acceleration) [31] is applied. Moreover, for the double (air/oil/sea) layer problem (that
is, the cont. sea calculated rigorously), the PILE method [32] with FB-SA is applied. The
parameters of the FB-SA are collected in Table 1 of [16] and more information may be found
in the surrounding text.

The associated numerical results are plotted in Figure 8. It can be seen that the results
are close to the homogeneous oil in Figure 11 of [16].

0 10 20 30 40 50 60 70 80
−50

−40

−30

−20

−10

0

10

Observation angle θ
s
 (deg.)

N
R

C
S

 σ
 (

dB
)

H = 5 mm, light oil  −  f = 10 GHz, u
10

 = 4 m/s, V pol.

 

 

Clean sea
Cont. sea (rig.)
Cont. sea (TL)
Cont. sea (cl.)

0 10 20 30 40 50 60 70 80
−6

−5

−4

−3

−2

−1

0

1

2

3

4

5

6

Observation angle θ
s
 (deg.)

N
R

C
S

 r
at

io
 σ

/σ
rig

 (
dB

)

H = 5 mm  −  f = 10 GHz, u
10

 = 4 m/s, V pol.

 

 

TL approach (l)
cl. approach (l)

Figure 8. Monostatic NRCS σ (left hand-side figure) with respect to the observation angle θs (deg.)
according to scenario 4 described in [16] (u10 = 4 m/s, V polarization, f = 10 GHz), for a light oil
with thickness H = 5 mm, but with emulsified oil with equivalent relative permittivity ε

eq
r2 = 17+ 4i:

Comparison between clean and contaminated seas with the rigorous method, and with a contaminated
sea by using the two simplifying approaches. The right hand-side figure shows, for a contaminated sea,
the ratio between the NRCS of the simplifying approaches and of the rigorous method for light oil.

The rigorous calculation of the contaminated sea shows a slight decrease of the NRCS
from homogeneous oil to emulsified oil; this decrease is enhanced when the observation
angle θs increases. The so-called “classical” approach gives exactly the same result for both
cases, which implies that it gives a slightly poorer agreement here with the rigorous method
for moderate angles. By contrast, the so-called “thin-layer” (denoted as TL) approach
shows a slight increase of the NRCS with increasing θs. Thus, it underestimates the NRCS
only slightly, making this approximation valid up to about 40◦ (with ≈ 2 dB difference
criterion). Recall that the ratio values for θs & 50◦ are not reliable, because the NRCS levels
become negligible.
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Thus, oil emulsification does not significantly modify the qualitative and quantitative
analyses led in previous work [16]. We can conclude that the main influence of this
phenomenon is a slight decrease of the reference NRCS, and that the validity domain of the
TL approach is extended to higher observation angles θs. Then, it is appropriate to extend
now this approach to 3D problems in order to make comparisons with measurements.

4. From 2D Problems to 3D Problems

The rigorous computations led in [16] and in Section 3 of this paper, which though
consider two-dimensional (2D) problems, are already rather extensive in memory space and
computing time. Thus, it is not possible to extend these computations to three-dimensional
(3D) problems. That is why we are going to apply several asymptotic electromagnetic
models commonly used for sea-like surfaces (SSA1, WCA, LCA, . . . [19]) for 2D simulations
and extend them to 3D problems. Their validity domains are well-known for clean seas for
both 2D and 3D problems. The following 2D simulations will make it possible to check if
these models are still valid for contaminated seas, and to study if their validity domains
are modified.

Then, the asymptotic electromagnetic model which will be chosen for dealing with
both clean and contaminated seas will be extended to the 3D case. A comparison of this
model with measurement results will then be led in Section 5.

2D Validation of Common Asymptotic Models for Clean and Contaminated Seas

In order to validate asymptotic electromagnetic models commonly used for sea-like
surfaces (SSA1, WCA, LCA, . . . [19]) in 2D, we will focus on a realistic configuration
based on measurements for which the geophysical parameters (incidence angle, frequency,
polarization; wind speed and direction) and oil slick parameters (age, viscosity, composition,
volume) are known. This data has been provided by CLS company. Here, as we deal with
2D problems, we took a set of data for which the sensor is in the (up- or down-) wind
direction. Then, we took here the second set of data of the Norway measurement campaign
(NOFO oil-on-water exercise [28]—near Bergen), dated 9 June 2011 (21 h 29′ UTC). Indeed,
the azimuth angle with respect to the wind direction was estimated to be 180◦ for this set.
The other estimated parameters are: wind speed u10 = 4.5 m/s, incidence angle θi = 34◦.
The radar frequency f = 9.65 GHz (TerraSAR-X sensor), with VV polarization. About
the oil slick parameters, the viscosity can be estimated from the knowledge of the viscosity
before damping at sea and of the temporal evolution of the viscosity after damping. For
the last aspect, we took information from the RAPSODI project [33] (Appendix 1). The
measurement was led 12 h after the oil damping. Then, knowing that damped oil was light
oil, the oil at sea at the moment of the measurement was heavier, on the order of 50 cm2/s.
Moreover, in order to model the oil emulsification, we take the same value as previously,
that is ε

eq
r2 = 17 + 4i. Last, knowing the volume of damped oil and the oil slick detected

surface (by taking into account mostly the oil evaporation), we can estimate the mean
thickness of the oil as on the order of 10 µm (keeping in mind that the thickness is usually
not perfectly homogeneous). Thus, all these parameters are retained for the 2D simulations
to be shown hereafter, with 2 main differences: we will plot all the incidence angle range
from 0 to 60◦, and for the rigorous calculation of the contaminated sea, we must have a
thick enough oil film (for the numerical method to converge) and take H = 5 mm. The
measurement results showed that around detected oil pollution, the average NRCS of the
clean sea is around −17 dB and the one in the contaminated sea is around −22 dB, which
makes an average contrast of around 5 dB.

Figure 9 presents associated numerical results, where the SSA1 [19,34] is applied
comparatively to rigorous approaches, in order to evaluate the impact of applying an
asymptotic method on the degradation of the NRCS. For clean sea, SSA1 is compared
with the rigorous numerical method; for contaminated sea, SSA1 is applied to both TL
and classical approaches, and compared to these two approaches without applying any
asymptotic method such as SSA, WCA, LCA. In the left-hand side figure, the SSA1 calcu-
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lated numerically (“SSA1n”) is applied, whereas in the right-hand side one, it is the SSA1
calculated analytically (“SSA1a”). For comparing numerical computations with analytic
computations, a Monte-Carlo process has been used, by generating several interfaces and
averaging the results.
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Figure 9. Monostatic NRCS σ (in dB scale) with respect to the observation angle θs (in degrees) for
f = 9.6 GHz, u10 = 4.5 m/s, V polarization, and for a heavy oil with thickness H = 5 mm:
Comparison between clean and contaminated seas, where SSA1 is compared with the rigorous
numerical method for clean sea, and with the two simplifying “TL” and “cl.” approaches for
contaminated sea. The left-hand side figure shows the numerical implementation of SSA1, whereas
right-hand side figure shows the analytic implementation of SSA1.

Plotting the numerical SSA1 makes it possible to check the validity of the SSA1 on the
same parameters as for the rigorous computation. Let us then first focus on the numerical
SSA1 in the left-hand side figure. A general very good agreement of the numerical SSA1
with the rigorous computation is found, in each of the three plotted cases (clean sea,
contaminated sea with either TL or classical approach). Then, applying the numerical SSA1
on the TL and classical approaches does not significantly degrade the approximation. The
same way was used for the Weighted Curvature Approximation (WCA) [19] and gave
very similar (and even slightly better) results. Using the same way, the Kirchhoff-tangent
plane approximation (KA—calculated either without further approximation or with the
high-frequency approximation, KA-HF, also called method of stationary phase) gives very
satisfactory results up to around 35◦. Beyond this incidence angle, it underestimates the
NRCS by about 2 dB (and more for increasing angles). Thus, the SSA1 appears to be a
good candidate for its use in its analytic form, in order to predict the NRCS of both clean
and contaminated seas for moderate incidence angles, and with a view to extension to
3D configuration.

The results associated with the analytic SSA1 are shown in the right-hand side of
Figure 9. First, for the clean sea, a good agreement of analytical SSA1 with the rigorous
numerical computation can be seen, but only up to around 40◦. Indeed, beyond this
limit, the numerical computation is higher than the “SSA1a” of about 3–4 dB, up to 60◦.
Our experience on the validity domain of SSA1 leads us to say that it should correctly
predict the NRCS for such a configuration, at least up to 60◦. Then, we may attribute
this difference mainly to the numerical computation which overestimates the NRCS for
moderate incidence angles. We chose to take surfaces of same length for both clean and
contaminated seas, in order to compare the same things. For this case, generated surfaces
were of length L = 34.0 m, with spatial sampling step ∆x = λ/8, owing to limited
computing resources. Yet, theoretically, in order to have an accurate representation of the
physical phenomenon of scattering from an infinite sea-like surface, we know that we must
generate surfaces of minimum length Lmin given by the relation 2π/Lmin = kmin = 0.3kp,
where kp is the peak wavenumber such that kp = Ωg2/u10 (with g = 9.81 m2/s the
acceleration of gravity and Ω the inverse of the wave age, that we take as 0.84 for fully-
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developed seas). Thus, for a wind speed u10 = 4.5 m/s, the minimum surface length is
about Lmin ' 61 m, which is nearly twice generated surfaces. This qualitative calculus
confirms the limitations of presented numerical results to quantitatively predict the NRCS
with accuracy for this configuration, due to computing resources constraints. This also
highlights the interest of using an (appropriate) analytical method such as SSA1 to deal
with such problems.

Hereafter, we take the same scenario, but with a more realistic oil film thickness
for illegal oil spills discharges applications: we take the previously estimated value of
H = 10 µm. As a consequence, there is no rigorous numerical calculation for the contam-
inated sea, as the rigorous method cannot deal with such thin films at these frequencies.
The objective here is then to see if we retrieve, from 2D simulations, a contrast similar to the
one obtained from 3D measurements. Figure 10 compares the results of the clean sea (top)
and of the classical approach of the contaminated sea (bottom) computed rigorously and
with different analytical asymptotic models: the SSA1, but also the WCA (with quadratic
approximation, WCAq), the method of stationary phase (MSP, approximation based on
the Kirchhoff-tangent plane approximation), the small perturbation method (SPM), and
the geometric optics approximation by taking the shadowing effect into account (GOsh).
Similar comparisons on the TL approach for the contaminated sea were also led, leading to
very similar results; that is why they are not plotted here. We recover common results: for
incidence angles lower than around 20–30◦, the scattering process is mainly governed by a
GO-like behavior, which characterizes the contribution of the gravity waves. Note that this
limit is rather 20–25◦ for the clean sea and rather 25–30◦ for the contaminated sea, which is
consistent with the damping of the capillary waves by the oil film.

Conversely, for the clean sea, it can be seen that the SSA1 tends to the SPM from
35–40◦. By contrast, for the contaminated sea, it is interesting to see that the SPM vanishes
from 30◦, which can easily be explained. Indeed, as explained in previous work [16], for 2D
problems the SPM is proportional to the surface curvature spectrum k3

BS(kB), evaluated at
the Bragg wavenumber kB = 2k0 sin θi, with k0 the electromagnetic wavenumber. Thus, if
we calculate kB and report it on the k3S(k) spectrum, we can see that, for this configuration,
it is null for the contaminated sea from θi = 30◦. By contrast, using the SSA1 makes
it possible to correctly evaluate the NRCS beyond 30◦. Then, conversely to the angular
validity domain of GO, the one of SPM strongly decreases owing to the oil film (and may
not be valid at all like here), because the gravity waves are strongly damped for heavy oil.
In this specific case, the SPM is never the only contributor to the total NRCS, or in other
words the so-called “capillary waves” can never describe the scattering process alone, at
least with this model of surface spectrum damping and this type of oil, for this typical
configuration. However, it is important to note that they are not negligible, or at least the
gravity-capillary waves: they contribute to the scattering process from around 30◦ here, as
the GOsh model is not enough alone to correctly predict the NRCS.

Besides, about the results of the other asymptotic modes, as expected the MSP has an
angular validity domain larger than that of the GOsh, which can easily be explained by
the fact that the GOsh is based on the MSP, but with additional hypotheses, leading to a
more restricted validity domain. As expected, the MSP is though less accurate than the
SSA1. Last, the WCAq gives results very similar to that of the SSA1, and seemingly slightly
better. Still, this observation depends on studied configurations, and the extension of the
WCA model to 3D problems is more complex to implement. Thus, the SSA1 model has an
excellent compromise between accuracy, complexity of implementation and computing
time. That is why it is elected for its extension to 3D problems, for dealing with both clean
and contaminated seas.

Thus, for the contaminated sea, as thoroughly studied in previous work for thick oil
films of several millimeters [16], in general we can say that the TL approach gives the
best performances for low incidences angles, around θi . 25◦, compared to the classical
approach which is more adapted for moderate incidence angles θi & 25◦. However, in the
context of detection of illegal oil spill discharges, the oil film thicknesses are mostly of the
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order of a few tens of micrometers. Thus, in this case the classical approach is enough for
dealing with contaminated seas, whatever the incidence angle.

Figure 10. Simulations for the same parameters as in Figure 9, except for the oil film thickness:
H = 10 µm, and comparison of the rigorous computation with different analytical asymptotic
models (SSA1, WCAq, MSP, SPM, GOsh): in the first (upper) figure, comparisons for a clean sea, and
in the second (lower) figure, comparisons for a contaminated sea with the classical approach.

5. Results for a 3D Problem: Validation by Measurements

Thus, for low-to-moderate incidence angles, we compare the results of the analytical
SSA1, for which the contaminated sea is modeled by using the classical approach, with
satellite measurement results provided by CLS. The comparisons are led on two different
experiments: the first one is CSK experiment in March 2011 (X band), and the second one
was led in June 2011 in Finland, off Bergen (C and X bands) and corresponds to NOFO
oil-on-water exercise [28].

5.1. Comparisons with CSK Experiments (March 2011)

Let us start with the CSK experiment led in March 2011, for which the radar works at
9.61 GHz in VV polarisation. 4 scenarios were recorded: see Figure 11 for the representation
of the NRCS of the SAR images used for studying these scenarios. The first scenario is dated
10 March 2011, 17 h 51′41′′. It is taken in the Mediterranean Sea, in the Gulf of Lion, south
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of Marseille, France (the oil spill is located about 42◦9′ N, 5◦8′ E). Estimated measurement
conditions are as follows: the average wind speed u10 = 6.3 m/s and direction relatively
to the sensor φ − φ0 = + 60◦, the mean incidence angle θi = 27.6◦. Thus, average
measured NRCS are −11.3 dB for the clean sea and −13.9 dB for the contaminated sea,
which makes a contrast of around 2.6 dB.

Figure 11. CSK experiments: NRCS of SAR images of the 4 studied scenarios, as detailed in Section 2.2:
(upper left): scenario 1 (10 March 2011, 17 h 51′), (upper right): scenario 2 (15 March 2011, 18 h 32′),
(lower left): scenario 3 (11 February 2011, 05 h 41′), (lower right): scenario 4 (10 March 2011, 17 h 51′).

For the comparisons between these measurements and 3D simulations, the estimated
average wind speed was 6.3 m/s; then, we tested the results for 6 m/s (top figure) and
7 m/s (bottom figure) (available MLB data was only for integer values of u10 and we
chose not to interpolate these data within). Moreover, about the hydrocarbon pollution, we
considered a heavy oil (kinematic viscosity νoil = 50 cm2/s) of mean thickness H = 10 µm.
On Figure 12, the 3D analytical simulations present the results of the SSA1, but also of the
geometric optics approximation with shadowing effect (GOsh) and of the first-order small
perturbation method (SPM1). For both clean and contaminated seas, we retrieve common
behaviors: for low incidence angles, the SSA1 tends to the GOsh, whereas for rather high
incidence angles, it tends to SPM1. However, for the contaminated sea, this behavior is
not fully retrieved. This is due to the fact that the contaminated sea spectrum is strongly
damped in the capillary wave regime. Thus, for u10 = 6 m/s, the SPM model becomes
0 from 60◦, because the contaminated spectrum evaluated at the Bragg wavenumber kB
vanishes (see top figure of Figure 13). By contrast, as the MLB model (contrary to the
Marangoni effect) depends on the wind speed, for u10 = 7 m/s, this damping behavior
of SPM does not appear, because this time at kB the contaminated spectrum decreases but
does not vanish for all θi < 80◦ (see bottom figure of Figure 13).
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Figure 12. Comparison of 3D analytical simulations with CSK experiments (March 2011): Scenario 1:
average wind speed u10 = 6.3 m/s (6 m/s on the top figure and 7 m/s on the bottom figure), average
wind direction φ− φ0 = + 60◦, mean incidence angle θi = 27.6◦. For the simulations, the SSA1 is
represented, as well as the GOsh and SPM (3D versions).

Besides, by comparison with measurement results at θi = 27.6◦ (see purple dotted
vertical line and diamonds), a very good agreement of the SSA1 results with the measure-
ments is observed for u10 = 7 m/s, for both clean and contaminated seas. Note that at this
incidence, the results from both the TL and classical approaches give very similar results;
they differ sensitively only from around 60◦, where the classical approach is assumed to
be more reliable. In addition, note that, like in 2D, the analytical SSA1 does not predict
significant differences in the polarization ratio between clean and contaminated seas at this
incidence (not plotted here).
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Figure 13. Isotropic slope spectra of associated to parameters of Figure 12 (6 m/s on the top figure and
7 m/s on the bottom figure), with representation of the Bragg wavenumbers for θi = {30◦, 45◦, 80◦}.
The Lombardini et al. model [15] (which is usually called Marangoni damping effect) is also repre-
sented for comparison, for E0 = 5 mN/m and ωD = {0; 0.05} rad/s.

For scenario 2, it is dated 15 March 2011, 18 h 32′. It is taken in the West of the Iroise
Sea, West of Brest, Brittany, France (the oil spill is located about 48◦9′ N, 6◦22′ W). Estimated
environmental parameters are as follows: u10 = 10.4 m/s and φ− φ0 = − 149◦; the mean
incidence angle being θi = 41.0◦. However, the simulation results for these parameters
significantly overestimate the measurement results, even for the clean sea. It is all the
more unexpected as these asymptotic models tend to slightly underestimate the NRCS
from wind speeds about u10 & 8–10 m/s. Then, it seems like the wind speed and/or
direction during the measurement significantly differ(s) (i.e., lower wind speed and/or
wind direction closer to cross-wind direction). As a result, for the simulations, we modified
these two parameters separately and represented each configuration which best fits the
clean sea result, keeping in mind that the main objective is to check if the NRCS contrast
is well estimated by our modeling (again, available MLB data was only for integer values
of u10 and we chose not to interpolate these data within). Then, Figure 14 compares the
measurement results with 2 different configurations: u10 = 7 m/s and φ− φ0 = − 149◦

on the top figure, and u10 = 10 m/s and φ− φ0 = − 90◦ on the bottom figure. A good
agreement is also found in this scenario between the measurement and the simulations, for
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both clean and contaminated seas. On the bottom figure, the contrast is less well predicted
by the simulation; but here we took light oil instead of heavy oil which involves a lower
contrast, as we did not have the corresponding data. Similar conclusions as in Figure 12
can be led.

Figure 14. Comparison of 3D analytical simulations with CSK experiments (March 2011): Scenario 2:
u10 = 10.4 m/s and φ− φ0 = − 149◦ (7 m/s and −149◦ on the top figure, and 10 m/s and −90◦

on the bottom figure), mean incidence angle θi = 41.0◦. For the simulations, the SSA1 is represented,
as well as the GOsh and SPM (3D versions).

Let us continue our analysis with scenario 4. We keep scenario 3 for the end, as it is a
specific case of low wind, for which the conclusions differ slightly from other scenarios.
Then, Figure 15 presents the simulation results of scenario 4, which has the following
characteristics: it is dated 10 March 2011, 17 h 51′. It is taken in the Mediterranean Sea, in
the Gulf of Lion-South of Marseille, France, so it corresponds to the same SAR image, but
with another spill (this oil spill is located about 41◦55′ N, 4◦30′ E). Estimated measurement
conditions are as follows: u10 = 6.4 m/s, φ− φ0 = + 60◦, and θi = 31.1◦. After testing
the simulations for both u10 = 6 m/s and u10 = 7 m/s, it seems like the actual wind
speed is rather u10 = 6 m/s (see Figure 15). Once more, the simulation results are in
very good agreement with the measurements, which suggests that the MLB hydrodynamic
model may be valid.
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Figure 15. Comparison of 3D analytical simulations with CSK experiments (March 2011): Scenario
4: u10 = 6.4 m/s (6 m/s on the top figure and 7 m/s on the bottom figure), φ− φ0 = + 60◦, and
mean incidence angle θi = 31.1◦. For the simulations, the SSA1 is represented, as well as the GOsh
and SPM (3D versions).

Last, scenario 3 has the following characteristics: it is dated 11 February 2011, 05 h 41′.
It is taken in the Mediterranean Sea, in the Gulf of Lion—South of Marseille, France (the oil
spill is located about 43◦0′ N, 5◦0′ E). Estimated measurement conditions are as follows:
u10 = 2.5 m/s, φ− φ0 = + 160◦, θi = 50.1◦. It differs from the other three mainly
by the wind speed, which is significantly lower than previously: indeed, u10 = 2.5 m/s
is lower than 5 m/s, which is considered as low wind. Moreover, the mean incidence
angle is also higher (θi = 50.1◦), which implies that the NRCS levels are significantly
lower than previously. Thus, for the contaminated sea, the levels are weak and vary
sensitively, between around −30 dB and −34 dB, which corresponds to the noise floor of
the measurement system.

Besides, after tests on the wind speed by comparing the measured and simulated clean
sea levels, it seems that the wind speed at the time of measurement is rather comprised
between 3 and 4 m/s; then, these two values are retained for the simulation comparisons in
Figure 16 (3 m/s on the top figure and 4 m/s on the bottom figure). The wind direction has
been kept in both cases, as it is close to the configuration for which the NRCS is maximum
(0◦, 180◦ or 360◦).
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Figure 16. Comparison of 3D analytical simulations with CSK experiments (March 2011): Scenario 3:
u10 = 2.5 m/s (corrected: 3 m/s on the top figure and 4 m/s on the bottom figure), φ− φ0 = + 160◦,
and mean incidence angle θi = 50.1◦. For the simulations, the SSA1 is represented, as well as the
GOsh and SPM (3D versions).

The comparison between the measurement and the simulation results show that, for
the contaminated sea, the measurement predicts a level of NRCS far much higher than that
of the simulation based on the MLB, whatever the approach (TL or classical). However,
measured level corresponds to the noise floor of the sensor: there is finally no contradiction
between these 2 results, and the MLB is not unvalidated.

Then, these results highlight the relevance of the MLB model and its very good
agreement with the measurements in X band and for moderate wind speeds. For low wind
speeds (typically, less than 5 m/s), there is no observable disagreement, owing to the noise
floor of the sensor: the measurement configuration does not allow us to conclude on the
accuracy of the MLB model for low winds and moderate-to-high incidence angles.

The following section compares the simulations with a measurement campaign led in
June 2011 off Bergen (Finland), during the oil-on-water (OOW) NOFO exercise [28].

5.2. Comparisons with OOW NOFO Experiment (off Bergen, Finland, June 2011)

Three scenarios were recorded: see Figure 17 for the representation of the NRCS of
the SAR images used for studying these scenarios. This experiment has the advantage of
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showing results for two different frequency bands: C ( f = 5.33 GHz) and X ( f = 9.60 GHz)
bands. However, the measurements in X band correspond to low winds; thus, we may
be faced to the noise floor of the sensor. Besides, we must keep in mind that for the
measurement campaign, the marine oil slick was first contained by an oil boom, which may
sensitively modify its hydrodynamic behavior (damping of capillary waves, spreading,
etc.), and thus the electromagnetic response.

Figure 17. OOW NOFO experiment: NRCS of SAR images of the 3 studied scenarios, as detailed in
Section 2.2 : upper: scenario 1 (8 June 2011, 17 h 58′), lower left: scenario 2 (9 June 2011, 21 h 28′),
lower right: scenario 3 (12 June 2011, 21 h 18′).

Let us begin with the last comparisons made in 2D (see Figure 10—u10 = 4.5 m/s,
νoil = 50 cm2/s, H = 10 µm, TM pol.), but with frequency f = 9.6 GHz instead of
f = 5.33 GHz. It concerned the satellite measurements provided by CLS during the
measurement campaign off Bergen (Finland) in early June 2011, during the OOW NOFO
exercise. More precisely, it is located in the Frigg gas field, which is situated 230 kilometres
northwest of Stavanger (59◦59′ N, 2◦27′ E). More details about his experiment may be
found in references [28,35]. This measurement, called scenario 2 here, was made on 9th
June at 21 h 28′ UTC, and the oil spill is located about 60◦5′ N, 2◦35′ E. The measurement
conditions were estimated as follows: u10 = 4.5 m/s, φ− φ0 = + 180◦, θi = 34.0◦.
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Moreover, the average oil film thickness was estimated to be around 10 µm, with heavy
oil of kinematic viscosity of 50 cm2/s. The equivalent relative permittivity of emulsified
oil in seawater does not matter in this case, as in what follows, we will mainly focus on
the classical approach. We took the same value as previously, that is, εr2 = 17 + 4i. The
measurement results gave a mean NRCS of −17 dB for the clean sea and −22 dB for the
contaminated sea, which makes a contrast of around 5 dB.

Figure 18 presents the numerical simulation results for the above quoted parameters,
with the difference that considered wind speed is 4 m/s on the top figure and 5 m/s on the
bottom figure. Indeed, for the contaminated sea, it is recalled that we have the spectrum
data (MLB) only for integer values of u10. As a general remark, the same behaviors as in 2D
are recovered, which were though led in X band ( f = 9.6 GHz). Note that the 3D results
do not have the same variations as in 2D: it is not enough to make 2D simulations to predict
the 3D levels. Nevertheless, from the analytical formulations of the SSA1 in 2D and 3D,
the connection can be found rather easily. The main problem for the 2D model is then the
taking into account of the wind direction. For the clean sea, the GO and SPM limits of SSA1
are recovered for low and high incidence angles, respectively. For the contaminated sea,
the GO limit is recovered. Still, owing to the capillary wave damping by the oil film, the
SPM limit is not reached. A simple reason is that here the SPM vanishes from 45◦.

The comparison of the levels of NRCS at 34◦ with the measurement results appear in
magenta with diamonds. They are rather good at 4 m/s for the MLB model and are most
probably closer to reality, as at 5 m/s, the SSA1 results of the clean sea slightly overestimate
the measured NRCS. Here, the MLB overestimates the NRCS of the contaminated sea.

Figure 19 presents the numerical results of scenario 3 of the NOFO campaign. This
measurement was made on 12th June at 21 h 18′ UTC, and the oil spill is located about
60◦7′ N, 2◦25′ E. Estimated measurement conditions are as follows: u10 = 5.8 m/s,
φ− φ0 = + 90◦; the mean incidence angle being θi = 25.2◦. However, the results for
u10 = 5.8 m/s and φ− φ0 = + 90◦ significantly underestimate the NRCS, even for the
clean sea. Thus, the wind speed is underestimated and/or the wind direction is closer to
0◦ or 180◦ (upwind or downwind direction). We tested the distinct influence of the two
variations: 6 m/s and 0◦ on the top figure, and 10 m/s and +90◦ on the bottom figure.
Note that a priori, the first configuration seems the most probable, because for the second
configuration, the difference with the estimation in the wind speed is very high.

Even if the results for the two chosen configurations vary in general, around the
measurement incidence θi = 25.2◦, the results are similar. They show that, contrary to
the measurements, the MLB model predicts a negligible contrast. However, we are not in
the case of low wind any more. Then, this may highlight the limits of the MLB model in
the C band. This could be confirmed by the measurements on illegal oil spill discharges
by emptying of fuel tanks, such as for CSK measurements, but in the C band. Indeed,
another possible explanation of this difference is the conditions of the experiment: the
marine oil pollution was contained in an oil boom, which may significantly modify its
hydrodynamic behavior: its spreading over time, as well as its damping characteristics,
or its thickness H. Then, we led numerical tests for different values of H, by assuming
the same viscosity (heavy oil). The best agreement was found for H = 1000 µm. This is
possible, as we do not know the origin of this pollution. Indeed, this scenario corresponds
to a measurement dated 12th June, that is, 3 days after the last damping. Thus, this slick
may correspond either to a slick of the measurement campaign or a slick of unknown
origin. In the first hypothesis, owing to elapsed time (at least 3 days), the slick is much
more viscous than previously, which we did not consider in our data based on the MLB.
Thus, modeling a greater viscosity artificially by a greater thickness makes sense, even if
it is only qualitative and if the quantitative results would differ. Yet, emulsification over
time tends to increase the film thickness, making this analysis not stupid. In the second
hypothesis, it is impossible to conclude without the knowledge of this slick. Thus, this
result is not very much relevant.
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Figure 18. Comparison of 3D analytical simulations with Bergen experiments (June 2011): Scenario
2 ( f = 5.33 GHz): u10 = 4.5 m/s (4 m/s on the top figure and 5 m/s on the bottom figure),
φ− φ0 = + 180◦, and mean incidence angle θi = 34.1◦. For the simulations, the SSA1 is represented,
as well as the GOsh and SPM (3D versions).

Figure 20 presents the results of scenario 1 (X band, f = 9.6 GHz). This measurement
was made on 8th June at 17 h 58′ UTC, and the oil spill is located about 60◦3′ N, 2◦32′ E.
Estimated measurement conditions are as follows: u10 = 2.6 m/s, φ − φ0 = − 60◦,
θi = 48.0◦. For the simulations, u10 = 3 m/s was chosen because it gave a better fit
with the clean sea measurement; 2 configurations are then represented: φ− φ0 = − 60◦

on the top figure and φ− φ0 = 0◦ on the bottom figure. The results show that the MLB
model predicts a much higher contrast than the measured one. Still, the NRCS level of the
contaminated sea corresponds to the noise floor of the sensor for this configuration. Thus,
the real contrast is at least as much important: this does not contradict with the MLB model.
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Figure 19. Comparison of 3D analytical simulations with Bergen experiments (June 2011): Scenario 3
( f = 5.33 GHz): u10 = 5.8 m/s, φ− φ0 = + 90◦ (6 m/s and 0◦ on the top figure, and 10 m/s and
+90◦ on the bottom figure), and mean incidence angle θi = 34.1◦. For the simulations, the SSA1 is
represented, as well as the GOsh and SPM (3D versions).

As a conclusion, the comparison of the MLB model (combined with the classical
approach and the SSA1 method) with the measurement results generally give good or even
very good agreement, and in particular in X band for moderate winds. For low winds, the
noise floor of the sensor does not allow us to evaluate the accuracy of the MLB model, but
at least we can say that these specific results do not contradict the MLB predictions. In the
C band, the results are more limited; they would deserve to be completed before being able
to lead conclusions.
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Figure 20. Comparison of 3D analytical simulations with Bergen experiments (June 2011): Scenario
1 ( f = 9.6 GHz): u10 = 2.6 m/s, φ− φ0 = − 60◦ (−60◦ on the top figure and 0◦ on the bottom
figure), and mean incidence angle θi = 48.0◦. For the simulations, the SSA1 is represented, as well
as the GOsh and SPM (3D versions).

As mentioned in the introduction (4th paragraph), the existing literature used to
applying only the SPM1 (single Bragg scattering mechanism) [22–24]. Nevertheless, as
pointed out in this work (see in particular Figure 10) as well as in [4,22], the single Bragg
scattering mechanism is not always enough to describe the scattering mechanisms. Then,
recent works considered unified EM methods: most of the time, it is the tilted Bragg or
two-scale model (TSM) that is applied [4,12,22,25,26]. This choice is probably due to its
relative simplicity of implementation. It may also be noted that it generally slightly better
predicts the polarization behaviour, as compared to SSA1 [36]. Nevertheless, like for clean
sea surfaces, the choice of the cutoff wavenumber for distinguishing the small-scale Bragg
components from the large scale GO ones must be analyzed for oil slicks, and it has an
impact on the NRCS at the transition between the two regimes (about 20–30◦), where the
TSM has poorer performances. Besides, the damping model that is considered is often
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more simple and less adapted. In particular, the Marangoni damping model [15] (see
for instance [4,25]) cannot handle the oil film thickness. It is in consequence applicable
mainly for very thin oil film (theoretically, mono-molecular films). By comparison, recent
works [24,37] which applied the Jenkins and Jacobs damping model [38] are more adapted,
the necessary condition being to be able, like for the MLB model, to determine its physical
parameters appropriately. Lastly, one great advantage of the present work has been to check
the validity of all applied approximations: first, for 2D problems by comparison with a
rigorous numerical method, and then, for 3D problems by comparison with measurements.
Not only the asymptotic models have been tested, but also (which is to our knowledge
a noticeable originality) the TL and classical approaches for reducing the double layer
problem to a single layer one.

Thus, the MLB model, combined with the classical approach and the SSA1 method,
seems to be a good tool for describing the radar NRCS of seas contaminated with marine oil,
at least in X band. Note that, unfortunately, only the VV polarization was measured here.
It would be interesting to lead the same analysis in HH polarization. This would make
it possible, for instance, to study the copolarization ratio behavior in 3D (following the
work led in 2D [16]), comparatively to that of the clean sea, and more generally, to further
check if some other observed polarimetric features [35] are retrieved by proposed modeling.
Note that, for being able to predict the polarization behaviour with good accuracy, it may
be necessary to rather apply the second-order SSA. It is particularly true for higher wind
speeds (typically, for u10 > 8–10 m/s), where it is well-known (for clean sea surfaces at
least) that so-called first-order unified models (like the classical TSM or the SSA1) are not
enough anymore to correctly predict the scattering mechanisms. In this case, it is then also
necessary to take into account the non-linearities of the surfaces. A first step for doing so,
before dealing with the much more complex case of breaking waves, is to apply a so-called
choppy wave model [39], for instance.

6. Conclusions

This paper presented refined asymptotic approaches that make it possible to rapidly
and precisely calculate the electromagnetic wave scattering from both clean seas and seas
contaminated by marine oil surfactants, with several validations. As input parameters,
the hydrodynamic modeling is realized by applying the well-known Elfouhaily et al. [14]
spectrum for clean seas. The surface wave damping in the presence of oil films is handled
by applying the local equilibrium model (MLB) [17], a refined model that (among other
parameters) takes the oil film thickness influence into account.

Then, once the realistic sea-like surfaces are defined (and generated when a numerical
EM method is elected), a strategy has been proposed for reducing the complex double layer
problem (air/oil and oil/sea) to a single interface one, by testing 2 simplifying approaches:
the so-called “Thin-Layer” (TL) and classical approaches. These two approaches have
been tested directly on the rigorous numerical method (based on the MoM) and confirmed
previous studies [16]: the TL approach is valid for small incidence angles (θi . 30◦), which
is logical as it is based on a Kirchhoff-tangent plane assumption of locally flat interfaces.
Then, this approach is all the more valid as the capillary waves are damped, corresponding
to films of larger thickness or viscosity, in particular. By contrast, for very thick oil films of
a few millimeters [16], the classical approach is valid for moderate angles, but the accuracy
degrades for smaller angles, in particular for the scenario of emulsified oil tested here.
Nevertheless, for thinner oil films (H = 10 µm tested here), more representative of illegal
oil spill discharges, the classical approach tends to the TL approach for small angles, making
it valid and accurate even for small angles. Thus, the classical approach may be used for
illegal oil spill discharges for all moderate incidence angles.

Second, in order to calculate the electromagnetic scattering even faster, several asymp-
totic electromagnetic models (combined with either the TL or the classical approach) were
tested. Among others, the first-order small-slope approximation (SSA1) model [34] was
implemented and thoroughly analyzed. It presents the advantage of having a very good
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compromise between rapidity and accuracy of the calculation: it is well-known to be valid
for a wide range of incidence angles (up to about 60◦), and for low-to-moderate wind
speeds. Its extension to the case of contaminated seas, by using the TL and classical ap-
proaches, was validated by comparison with the MoM. Comparisons with other asymptotic
models (results were shown only for their analytic version) made it possible to study the
validity domain of these models when applied to contaminated seas. The main features are:
the scattering process is mainly governed by a GO-like behavior for incidence angles less
than about 25–30◦, to be compared with 20–25◦ for clean seas. This is in agreement with
the fact that the oil film strongly damps the capillary waves. This feature has an impact
on the validity domain of the SPM (Bragg scattering mechanism), which mainly governs
the scattering process for higher incidence angles than for clean seas, which is usually
about 35–40◦. Depending on the scene configuration and on the oil film characteristics, this
validity domain may either remain unchanged or on the contrary not be valid at all any
more, as illustrated in Figure 10 and confirmed further in the paper.

Last, developed methods have been extended to realistic 3D problems, where compar-
isons with satellite measurements were led. The two sets of experiments (CSK experiments
and OOW NOFO experiment) made it possible to test developed methods for different
configurations: in particular, different wind speeds and directions, incidence angles, oil
film viscosities, as well as radar frequencies. The results highlighted the relevance of
the MLB hydrodynamic model to quantify the NRCS of seas contaminated by marine oil
surfactants. The agreements of the SSA1 model combined with the classical approach are
indeed very good in X band. The main limitations are the fact that only the VV polarization
was measured here, and that the frequency dependence could not reliably be analyzed. In
addition, the SSA1 model is limited in terms of polarization dependence and is valid only
for low-to-moderate winds. Future work may then be devoted to study the influence of
the polarization, by applying for example the second-order SSA, which would extend the
validity of the modeling to higher wind speeds.
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Abbreviations
The following abbreviations are used in this manuscript:

2D Two-dimensional
3D Three-dimensional
EM Electromagnetic
GO Geometric optical
GOsh Geometric optical with shadowing effect
IFFT Inverse Fast Fourier Transform
KA Kirchhoff-tangent plane approximation
LCA Local curvature approximation
MLB Model of Local Balance
MoM Method of moments
MSP Method of stationary phase
NRCS Normalized radar cross section
SPM Small perturbation method
SSA1 First-order small-slope approximation
TL Thin-layer
TSM Two-Scale Model
WCA Weighted curvature approximation
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