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Abstract: Coherent processing of multiple-input multiple-output (MIMO) radar with widely sepa-
rated antennas has high resolution capability, but it also brings ambiguity in target localization. In
view of the ambiguity problem, different from other signal processing sub-directions such as array
configuration optimization or continuity of phase in space/time, this paper analyzes it from the
information level, that is, the tracking method is adopted. First, by using the state equation and
measurement equation, the echo data of multiple coherent processing intervals (CPI) are collected
to improve the target localization accuracy as much as possible. Second, the non-coherent joint
probability data association filter (JPDAF) is used to achieve stable tracking of spatial cross targets
without ambiguity measurements. Third, based on the tracking results of the non-coherent JPDAF,
the ambiguity of coherent measurement is resolved, that is, the coherent JPDAF is realized. By means
of non-coherent and coherent alternating JPDAF (NCCAF) algorithms, high accuracy localization of
multiple targets is achieved. Finally, numerical simulations are carried out to validate the effectiveness
of the proposed NCCAF algorithm.

Keywords: MIMO radar; high resolution mode; JPDAF; parameter estimation; multi-target

1. Introduction

According to [1,2], the coherent processing of multiple-input multiple-output (MIMO)
radar with widely separated antennas can locate targets with high resolution. However,
the coherent processing of widely distributed antennas has grating lobes. How to realize
phase unwrapping is key to achieving high resolution target location in MIMO radar with
widely separated antennas. Due to the remarkably high resolution of coherent processing,
phase unwrapping exists in all sub-directions of the signal processing field.

In array signal processing, array position arrangement can be understood as spatial
sampling. For linear array, there will be no grating lobes as long as the antenna interval is half
of the wavelength. Similar to the redundancy of equally spaced sampling in time domain [3],
minimum-redundancy arrays [4–6], nested arrays [7], and co-prime arrays [8–10] have been
proposed successively. However, the above arrays do not consider the prior information
such as non-coherent processing, and only realize the array configuration optimization
from the perspective of spatial snapshot. Therefore, the optimized array configuration
still has half-wavelength array spacing. In other words, it is not suitable for the phase
unwrapping of widely distributed antennas. Ref. [11] assumes that the antenna beam of
radar nodes is narrow, so as to ensure that the antenna interval is much larger than the
wavelength. However, this algorithm also brings the beam synchronization problem of
radar nodes.

In SAR imaging or image field, each pixel is surrounded by other pixels, that is,
the phase is continuous in space. Therefore, methods such as parameter estimation [12,13],
clustering [14], extended minimum cost flow [15], and neural network [16–18] can be used
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for phase unwrapping. In the field of acoustic signal processing, because the signal carrier
frequency is low and the relative speed of target and sensor is small, phase unwrapping
can be realized through the continuity of phase in time [19,20]. However, MIMO radar
with widely separated antennas do not have high precision imaging in the process of target
location. In addition, MIMO radar has a high carrier frequency relative to the acoustic
signal, and the relative velocity of target and radar is high. Hence, the phase unwrapping
cannot be realized through the phase space-time continuity mentioned above.

In the field of one-dimensional high resolution range profile (HRRP), the phase-
derived range (PDR) is developed by taking the envelope ranging as a priori information
and then realizing the phase unwrapping [21,22]. The success of PDR is based on the
root mean square error (RMSE) of envelope ranging multiplied by a carrier frequency less
than one. According to Cramér-Rao bound (CRB) of delay estimation, RMSE of envelope
ranging is determined by signal bandwidth and signal-to-noise ratio (SNR). Therefore,
the design of large bandwidth signal and long-term coherent integration is the key of
PDR [23]. Refs. [24,25] realize PDR by stepped-frequency chirp signal. Ref. [26] carries out
the phase-derived velocity (PDV) of a high speed target. However, the above work does
not take advantage of widely distributed antennas, that is, the coherent processing is not
carried out based on the non-coherent target location results.

Based on a tracking method [27–29] and the motion characteristics of the target, this
paper realizes phase unwrapping from the information level. Firstly, based on the non-
coherent target location results, joint probability data association filter (JPDAF) is used to
ensure the correct correlation of multiple targets in spatial crossing. Non-coherent target
location results and coherent target location results are obtained at the same time, so the
effective use and combination of the two measurements is important. Therefore, based on
the association filtering results of non-coherent JPDAF, JPDAF is used again to select the
correct measurement from the coherent ambiguous measurements for tracking. By using
non-coherent and coherent alternating JPDAF (NCCAF) algorithm, high resolution target
location in multi-target scenarios is achieved.

The rest of the paper is organised as follows: Section 2 first establishes the signal
model from information level, and then NCCAF algorithm is derived. Section 3 verifies the
feasibility of the algorithm through numerical simulations. Section 4 draws the conclusion.

2. Materials and Methods
2.1. Signal Model

Let the state equation of target motion be:

xq(k) = F(k− 1)xq(k− 1) + Γ(k− 1)vq(k− 1), (1)

where k represents the sampling time. xq(k) represents the state vector of the qth tar-
get at time k, which can be written as xq(k) = [xq(k), ẋq(k), ẍq(k), yq(k), ẏq(k), ÿq(k)]T .
(xq(k), yq(k)) is the target position. (ẋq(k), ẏq(k)) is the target velocity. (ẍq(k), ÿq(k)) is the
target acceleration. vq(k− 1) is the white Gaussian noise vector with the mean of 0, and its
covariance matrix is Q(k− 1). F(k− 1) and Γ(k− 1) are state transition matrix and process
noise distribution matrix, respectively. They can be written as:

F(k− 1) =



1 T T2/2 0 0 0
0 1 T 0 0 0
0 0 1 0 0 0
0 0 0 1 T T2/2
0 0 0 0 1 T
0 0 0 0 0 1

, (2)
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Γ(k− 1) =



T2/2 0
T 0
1 0
0 T2/2
0 T
0 1

, (3)

where T is the interval of sampling time.
The measurement equation of the target in non-coherent scenario is:

zq
s (k) = H(k)xq(k) + wq

s (k), (4)

where zq
s (k) is the measurement in non-coherent scenario; wq

s (k) is assumed to be white
Gaussian noise with a mean of 0, and its covariance matrix is assumed to be Rq

s (k); H(k) is
the measurement matrix, which can be written as:

H(k) =
[

1 0 0 0 0 0
0 0 0 1 0 0

]
. (5)

The measurement equation of the target in coherent scenario is:

zq
u(k) = H(k)xq(k) + wq

u(k), (6)

where zq
u(k) is the measurement in coherent scenario; wq

u(k) is white Gaussian noise with a
mean of 0, and its covariance matrix is Rq

u(k). The first difference between non-coherent
measurement zq

s (k) and coherent measurement zq
u(k) is noise variance. According to

CRB [2], the RMSE of time delay estimation in coherent scenario is:

RMSEu(τ
q) =

1
8π2SNR

(
β2

k + f 2
c
) , (7)

where βk is the effective bandwidth; fc is the carrier frequency; τq is the time delay of
the qth target. However, in the non-coherent scenario, the delay information at carrier
frequency is ignored. Hence, the RMSE of time delay estimation in non-coherent scenario
can be written as:

RMSEs(τ
q) =

1
8π2SNRβ2

k
. (8)

By comparing the above two equations, it can be seen that Rq
u(k) is smaller than Rq

s (k),
thus ensuring the high accuracy of coherent measurements. At the same time, because the
echo delay is estimated from e(−j2π fcτq) in the coherent scenario, there are many ambiguous
measurements. Therefore, the complete coherent measurements can be written as zuj(k),
where j = 1, . . . , muk. muk represents the number of coherent measurements. Let the
number of targets be Q. Because of the existence of ambiguous measurements, it is clear that
muk > Q. For MIMO radar with widely separated antennas, the coherent measurements
and non-coherent measurements of the targets are obtained simultaneously. Then, at time
k, the total measurements of radar can be set as Z(k) = {Zu(k), Zs(k)}, where Zu(k) is the
set of coherent measurements, and Zs(k) is the set of non-coherent measurements.

2.2. NCCAF Algorithm

As can be seen in Section 2.1, the number of coherent measurements is muk. In the
multi-target tracking scenario, how to select the correct measurement from the ambiguous
measurements to associate with the target is the problem to be solved in the subsection.
The problem is illustrated in Figure 1.



Remote Sens. 2022, 14, 902 4 of 11

x

y

O

 u kZ

 2ˆ 1 1u k k x 1ˆ 1 1u k k x

Figure 1. The scenario of multiple targets in spatial crossing and ambiguous measurements.

In Figure 1, the blue curve represents the distribution range of the coherent ambiguous
measurements of the first target; the red curve represents the distribution range of the coher-
ent ambiguous measurements of the second target. For the radar system, all measurements
will be collected without distinguishing which target they belong to, that is, Zu(k).

2.2.1. Non-Coherent JPDAF

Since there is no ambiguity in the non-coherent measurements, this paper first uses
non-coherent measurements to assist the coherent measurements. Because the non-coherent
and coherent alternating algorithm is adopted in this paper, at time k− 1, the estimation of
the qth target state is known as x̂q

u(k− 1|k− 1 ) and the corresponding covariance matrix is
Pq

u(k− 1|k− 1 ). The further prediction of state vector and the corresponding covariance
matrix are:

x̂q
u(k|k− 1 ) = F(k− 1)x̂q

u(k− 1|k− 1 ),
Pq

u(k|k − 1) = F(k− 1)Pq
u(k− 1|k− 1 )FT(k− 1) + Γ(k− 1)Q(k− 1)ΓT(k− 1),

(9)

respectively. Then, the further prediction of measurement vector and the corresponding
covariance matrix are:

ẑq
u(k|k− 1 ) = H(k)x̂q

u(k|k− 1 ),
Sq

s (k) = H(k)Pq
u(k|k− 1 )HT(k) + Rq

s (k),
(10)

respectively. The corresponding gain matrix is:

Kq
s (k) = Pq

u(k|k− 1 )HT(k)
(

Sq
s (k)

)−1
. (11)

Let the number of non-coherent measurements be msk. In order to realize the associa-
tion between non-coherent measurements and targets, Bar–Shalom proposed the validation
matrix [30]. The validation matrix can be written as:

Ωs =


ω1

1 · · · ωQ
1

... · · ·
...

ω1
msk

· · · ωQ
msk

, (12)

where ω
q
j indicate whether the jth measurement falls into the validation gate of the qth

target. Validation gate refers to the area where the correct measurement of the target is
likely to occur, and this area center is the prediction of the measurement, that is, ẑq

u(k|k− 1 ).
When ω

q
j = 1, it means zsj(k) can associate with the qth target; when ω

q
j = 0, it means

zsj(k) cannot associate with the qth target.
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It is assumed that each target can produce only one correct measurement at a certain
time, and each measurement can correspond to only one target. Therefore, in order to
correctly represent the association between measurements and targets in each feasible
event, it is necessary to split the validation matrix. The split result of validation matrix is
called hypothesis matrix. Based on the above assumption, each column of the hypothesis
matrix can have one 1, and each row of the hypothesis matrix can also have one 1. Let
Asi(k) represents the ith feasible event, then the hypothesis matrix can be written as:

Ω̂s(Asi(k)) =


ω̂1

1i(Asi(k)) · · · ω̂Q
1i(Asi(k))

... · · ·
...

ω̂1
msk i(Asi(k)) · · · ω̂Q

msk i(Asi(k))

, (13)

where

ω̂
q
ji(Asi(k)) =

{
1, Aq

sji(k) ⊂ Asi(k)

0, otherwise.
(14)

In the above equation, Aq
sji(k) represents the event that jth non-coherent measurement

is associated with the qth target in the ith feasible event. That is, only when Aq
sji(k) occurs in

the ith feasible event Asi(k), the corresponding element ω̂
q
ji(Asi(k)) in the hypothesis matrix

is 1, otherwise ω̂
q
ji(Asi(k)) is 0. In all feasible events, the event that the jth non-coherent

measurement is associated with the qth target is denoted as Aq
sj(k). Clearly,

Aq
sj(k) =

nsk⋃
i=1

Aq
sji(k), (15)

where nsk is the total number of feasible events in non-coherent scenario. Then the proba-
bility of association between the jth non-coherent measurement and the qth target is:

β
q
sj(k) = Pr

(
Aq

sj(k)
∣∣∣Zs(k), Zk−1

u

)
= Pr

( nsk⋃
i=1

Aq
sji(k)

∣∣∣Zs(k), Zk−1
u

)
=

nsk
∑

i=1
ω̂

q
ji(Asi(k))Pr

(
Asi(k)

∣∣∣Zs(k), Zk−1
u

)
=

nsk
∑

i=1
ω̂

q
ji(Asi(k))

Pr(Asi(k),Zs(k),Zk−1
u )

Pr(Zs(k),Zk−1
u )

=
nsk
∑

i=1
ω̂

q
ji(Asi(k))

Pr(Asi(k),Zs(k),Zk−1
u )

/
Pr(Zk−1

u )

Pr(Zs(k),Zk−1
u )

/
Pr(Zk−1

u )

=
nsk
∑

i=1
ω̂

q
ji(Asi(k))

Pr(Zs(k)|Asi(k),Zk−1
u ) Pr(Asi(k)|Zk−1

u )
nsk
∑

j=1
Pr(Zs(k)|Asj(k),Zk−1

u ) Pr(Asj(k)|Zk−1
u )

,

(16)

where
Pr
(

Asi(k)
∣∣∣Zk−1

u

)
=

1
nsk

, (17)

Pr
(

Zs(k)
∣∣∣Asi(k), Zk−1

u

)
=

msk
∏
j=1

Pr
(

zsj(k)
∣∣∣Asi(k), Zk−1

u

)
=

msk
∏
j=1

1√
|2πSq

s (k)|
exp

 − 1
2

[
zsj(k)− ẑq

u(k|k− 1 )
]T(

Sq
s (k)

)−1

×
[
zsj(k)− ẑq

u(k|k− 1 )
]

.
(18)

In this subsection, the known measurements are Zs(k), Zk−1
u , and Zk−1

s . Since the
accuracy of coherent measurements Zk−1

u is better than that of non-coherent measurements,
the predication of the coherent measurements are used as the center of validation gate,
namely, the form of (18). Moreover, (18) is the realization of the nearest neighbor algo-
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rithm from the perspective of probability. The filtered state vector and the corresponding
covariance matrix are:

x̂q
s (k|k ) = x̂q

u(k|k− 1 ) +
msk

∑
j=1

β
q
sj(k)K

q
s (k)

(
zsj(k)− ẑq

u(k|k− 1 )
)

, (19)

Pq
s (k|k ) = Pq

u(k|k− 1 )−Kq
s (k)S

q
s (k)

(
Kq

s (k)
)T

+

msk
∑

j=1

β
q
sj

(
x̂q

u(k|k− 1 ) + Kq
s (k)

(
zsj(k)− ẑq

u(k|k− 1 )
))
×(

x̂q
u(k|k− 1 ) + Kq

s (k)
(

zsj(k)− ẑq
u(k|k− 1 )

))T

−x̂q
s (k|k )

(
x̂q

s (k|k )
)T

,

(20)

respectively. According to (19), the probability of association β
q
sj(k) is used to weight the

filtering results to obtain the correct association between the non-coherent measurements
and the targets. Meanwhile, the prediction of coherent measurement is used to improve
the accuracy of non-coherent filtering results.

2.2.2. Coherent JPDAF

In Section 2.2.1, non-coherent filtering results are obtained based on the coherent
measurements Zk−1

u and non-coherent measurements Zk
s . Therefore, the ambiguity of new

coherent measurements Zu(k) can be resolved based on the non-coherent filtering results
in this subsection. At time k− 1, it is known that the filtering result of the qth target state
is x̂q

s (k|k ), and the corresponding covariance matrix is Pq
s (k|k ). Then, the prediction of

measurement and the covariance matrix are:

ẑq
s (k|k ) = H(k)x̂q

s (k|k ),
Sq

u(k) = H(k)Pq
s (k|k )HT(k) + Rq

u(k),
(21)

respectively. The corresponding gain matrix is:

Kq
u(k) = Pq

s (k|k )HT(k)
(

Sq
u(k)

)−1
. (22)

Because of the ambiguity in coherent measurements, the number of coherent measure-
ments satisfies muk > msk. Similar to the definition in Section 2.2.1, in the coherent scenario,
the validation matrix and the hypothesis matrix are:

Ωu =


ω1

1 · · · ωQ
1

... · · ·
...

ω1
muk

· · · ωQ
muk

, (23)

Ω̂u(Aui(k)) =


ω̂1

1i(Aui(k)) · · · ω̂Q
1i(Aui(k))

... · · ·
...

ω̂1
muk i(Aui(k)) · · · ω̂Q

muk i(Aui(k))

, (24)
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respectively. In (24), Aui(k) represents the ith feasible event in the coherent scenario,
and nuk is the total number of feasible events. Then, the probability of association between
the jth coherent measurement and the qth target is:

β
q
uj(k) = Pr

(
Aq

uj(k)
∣∣∣Zu(k), Zs(k), Zk−1

)
= Pr

(nuk⋃
i=1

Aq
uji(k)

∣∣∣Zu(k), Zs(k), Zk−1
)

=
nuk
∑

i=1
ω̂

q
ji(Aui(k))Pr

(
Aui(k)

∣∣∣Zu(k), Zs(k), Zk−1
)

=
nuk
∑

i=1
ω̂

q
ji(Aui(k))

Pr(Aui(k),Zu(k),Zs(k),Zk−1)
Pr(Zu(k),Zs(k),Zk−1)

=
nuk
∑

i=1
ω̂

q
ji(Aui(k))

Pr(Aui(k),Zu(k),Zs(k),Zk−1)
/

Pr(Zs(k),Zk−1)

Pr(Zu(k),Zs(k),Zk−1)
/

Pr(Zs(k),Zk−1)

=
nuk
∑

i=1
ω̂

q
ji(Aui(k))

Pr(Zu(k)|Aui(k),Zs(k),Zk−1 ) Pr(Aui(k)|Zs(k),Zk−1 )
nuk
∑

j=1
Pr(Zu(k)|Auj(k),Zs(k),Zk−1 ) Pr(Auj(k)|Zs(k),Zk−1 )

,

(25)

where
Pr
(

Aui(k)
∣∣∣Zs(k), Zk−1

)
=

1
nuk

, (26)

Pr
(

Zu(k)
∣∣∣Aui(k), Zs(k), Zk−1

)
=

muk
∏
j=1

Pr
(

zuj(k)
∣∣∣Aui(k), Zs(k), Zk−1

)
=

muk
∏
j=1

1√
|2πSq

u(k)|
exp

{
− 1

2

[
zuj(k)− ẑq

s (k|k )
]T(

Sq
u(k)

)−1[
zuj(k)− ẑq

s (k|k )
]}

.
(27)

In this subsection, the known measurements are Zu(k), Zs(k), and Zk−1. The filtering
results of non-coherent measurements ẑq

s (k|k ) are used in this subsection to resolve the
ambiguity of coherent measurements Zu(k), ẑq

s (k|k ) is used as the center of validation
gate, as shown in (27). Then, the filtered state vector and the corresponding covariance
matrix are:

x̂q
u(k|k ) = x̂q

s (k|k ) +
muk

∑
j=1

β
q
uj(k)K

q
u(k)

(
zuj(k)− ẑq

s (k|k )
)

, (28)

Pq
u(k|k ) = Pq

s (k|k )−Kq
u(k)S

q
u(k)

(
Kq

u(k)
)T

+

muk
∑

j=1

β
q
uj

(
x̂q

s (k|k ) + Kq
u(k)

(
zuj(k)− ẑq

s (k|k )
))
×(

x̂q
s (k|k ) + Kq

u(k)
(

zuj(k)− ẑq
s (k|k )

))T

−x̂q
u(k|k )

(
x̂q

u(k|k )
)T

,

(29)

respectively. From (28), this subsection further realizes coherent JPDAF based on the non-
coherent JPDAF results in the previous subsection. The results of non-coherent JPDAF are
used to solve the problem of spatial crossing targets, and the ambiguity problem can be
solved by using the non-coherent and coherent alternating JPDAF.

3. Results

In this section, the proposed NCCAF algorithm is simulated and verified. The simula-
tion parameters are shown in Table 1.
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Table 1. Simulation Parameters.

Parameter Name Parameter Value

Carrier frequency 1 GHz

Bandwidth 100 MHz

Number of targets 2

Initial target position (0, 0), (7500 m, 0)

Initial target velocity (150 m/s, 150 m/s), (−150 m/s, 150 m/s)

Target acceleration (3 m/s2, −3 m/s2), (−3 m/s2, −3 m/s2)

Time of tracking 50 s

Interval of sampling time 0.5 s

Standard deviation of non-coherent measurement 10 m

Standard deviation of coherent measurement 1 m

Number of Monte Carlo simulations 100

Signal-to-noise ratio 20 dB

The position RMSE is used to evaluate filtering performance, as shown below:

RMSEuPOS(k) =

√√√√ 1
MC

MC

∑
m=1

Q

∑
q=1

[
x̂q

um(k|k)− x(k)
]2

+
[
ŷq

um(k|k)− y(k)
]2

, (30)

where MC represents the number of Monte Carlo simulations; (x̂q
um(k|k), ŷq

um(k|k)) rep-
resents the filtering value of the coherent measurement at time k; (x(k), y(k)) repre-
sents the target real position at time k. The difference between position RMSE in non-
coherent scenario and the above formula is that (x̂q

um(k|k), ŷq
um(k|k)) is replaced with

(x̂q
sm(k|k), ŷq

sm(k|k)).
Based on the above simulation parameters, the tracking results of multiple targets in

spatial crossing are shown in Figure 2.

−4000 −2000 0 2000 4000 6000 8000 10,000 12,000
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Figure 2. Topology of multi-target tracking.
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Figure 2 shows the location of the target, and the unit of horizontal and vertical
coordinates is meters. The red dotted line and blue dotted line in the figure represent the
measured positions of target 1 and target 2 with time change, respectively. The red solid
line and blue solid line represent the filtering results of the proposed tracking algorithm
for target 1 and target 2, respectively. The red line with circle markers represents the real
position of target 1. The blue line with square markers represents the real position of
target 2. It can be seen from Figure 2 that the proposed NCCAF algorithm achieves stable
tracking of two targets, and the filtered results are closer to the real positions of the targets
than the measurement results.

The RMSE results of the tracking algorithm is shown in Figure 3. The horizontal
coordinate in the figure is time, and the unit of it is second; the vertical coordinate is the
position RMSE. The black solid line and black dotted line in the figure represent the RMSE
results of target 1 and target 2 localization by data fusion, respectively. Data fusion here
means that the parameter estimation result of target position based on target echo signal,
which do not use the filtering algorithm. The blue solid line and blue dotted line represent
the RMSE results of target 1 and target 2 localization by non-coherent JPDAF, respectively.
The red solid line and the red dotted line represent the RMSE results of target 1 and target
2 localization by the proposed NCCAF algorithm, respectively.
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Figure 3. The root mean square error (RMSE) results of the tracking algorithm.

By comparing the black lines and the blue lines in Figure 3, it can be seen that the
filtering algorithm has better RMSE results than the simple parameter estimation. This
is because the simple parameter estimation only uses the echo signal of one coherent
processing interval (CPI), while the filtering algorithm uses the echo signal of multiple CPI
to improve the RMSE results. By comparing the blue lines and the red lines, it can be seen
that the NCCAF algorithm proposed in this paper has better filtering accuracy than the
non-coherent JPDAF in a multi-target scenario. This is because the NCCAF uses the result
of non-coherent JPDAF to resolve the ambiguity of coherent measurements, thus ensuring
the correct use of the coherent measurements to obtain good estimation performance.
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4. Conclusions

Because of widely separated antennas of MIMO radar, much target position ambiguity
will occur in high resolution mode, which brings difficulties to the realization of high
resolution target localization. In order to make full use of all useful information about
the MIMO radar, this paper proposes a two time filtering method. Based on the fusion
measurement, the non-coherent JPDAF is carried out. Then, based on the non-coherent
filtering result, the coherent JPDAF is proposed to achieve the high accuracy and stable
tracking of multiple targets. The theoretical research and simulation verification in this
paper provide a new solution for high accuracy ambiguity-free target localization and high
accuracy stable multi-target tracking.

The algorithm proposed in this paper adopts two-step JPDAF, so the computational
complexity is twice that of the JPDAF algorithm. After the JPDAF algorithm splits
the validation matrix into several hypothesis matrices, the association weight is calcu-
lated based on the elements of each hypothesis matrix [31]. Therefore, compared to the
Kalman filter, the main computational cost of the JPDAF algorithm comes from the num-
ber of hypothesis matrices. Taking coherent JPDAF as an example, when the validation
matrix is an all-ones matrix, the number of hypothesis matrices reaches the maximum
value C1

muk
C1

muk−1 · · ·C1
muk−Q+1 = Amuk−Q+1

muk . In view of the high computational cost of
JPDAF caused by matrix splitting, Refs. [32–34] have proposed algorithms to optimize
it. These algorithms can be applied to the algorithm proposed in this paper to reduce the
computational cost.

In the research area of the high resolution mode of MIMO radar with widely separated
antennas, Ref. [35] demonstrates the relation between radar locations, target location and
localization accuracy. Hence, in the future, MIMO radar configuration optimization and
the proposed algorithm in this paper will be combined to resolve the ambiguity of the high
resolution mode of MIMO radar.
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