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Abstract: Video satellite imagery has become a hot research topic in Earth observation due to its
ability to capture dynamic information. However, its high temporal resolution comes at the expense
of spatial resolution. In recent years, deep learning (DL) based super-resolution (SR) methods
have played an essential role to improve the spatial resolution of video satellite images. Instead
of fully considering the degradation process, most existing DL-based methods attempt to learn
the relationship between low-resolution (LR) satellite video frames and their corresponding high-
resolution (HR) ones. In this paper, we propose model-based deep neural networks for video satellite
imagery SR (VSSR). The VSSR is composed of three main modules: degradation estimation module,
intermediate image generation module, and multi-frame feature fusion module. First, the blur kernel
and noise level of LR video frames are flexibly estimated by the degradation estimation module.
Second, an intermediate image generation module is proposed to iteratively solve two optimal
subproblems and the outputs of this module are intermediate SR frames. Third, a three-dimensional
(3D) feature fusion subnetwork is leveraged to fuse the features from multiple video frames. Different
from previous video satellite SR methods, the proposed VSSR is a multi-frame-based method that can
merge the advantages of both learning-based and model-based methods. Experiments on real-world
Jilin-1 and OVS-1 video satellite images have been conducted and the SR results demonstrate that the
proposed VSSR achieves superior visual effects and quantitative performance compared with the
state-of-the-art methods.

Keywords: video satellite imagery; super-resolution; deep learning

1. Introduction

Over the past few years, video satellite imagery [1–4] has received considerable
attention in the remote sensing and aerospace field. Compared with the traditional satellites
that obtain static images [5–8], video satellite provides a novel way to capture continuous
videos. It can acquire dynamic information from the objects on the Earth’s surface and
thus has great advantages in dynamic monitoring, such as moving ship detection [9],
object tracking [10], and object detection [11]. However, for the sake of increased temporal
resolution and the degradation in imaging procedures, the spatial resolution is lost to a
certain extent, which hinders the further application of video satellites. Super-resolution
(SR) [12–14] is an effective way to recover the sharp and natural high-resolution (HR)
images (or sequence) from their low-resolution (LR) counterparts. Note that SR is a classical
ill-posed inverse problem [15] that can increase the spatial resolution and clarity of low-
quality images, it is an important but challenging task in video satellite imagery.

In the literature, much work has been devoted to improving the quality of im-
ages/videos by SR. From the perspective of the length of LR images used, SR can be
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categorized into single image SR (SISR) [16–18] and multi-image SR (MISR) [19–21]. SISR
reconstructs the HR result by employing only a single LR version, while multiple LR images
from the same scene are adopted to construct an HR image in the MISR. It is noteworthy
that MISR is especially suitable for SR of video satellite images since there are amounts of
continuous frames of a certain scene in one satellite video.

According to the characteristics of the technology itself, there roughly exist two com-
mon categories, i.e., model-based methods and learning-based methods. The model-based
methods usually construct a degradation model under the Bayesian framework, in which
the blur, downsampling, and noise processes are considered and Maximum a posteriori
(MAP) [22–24] is utilized to estimate the HR results. The classical interpolation-based
methods [25,26] can be viewed as a special model-based method, in which a predetermined
interpolation pattern (e.g., bilinear or bicubic interpolation) is adopted in the degradation
process. Moreover, plenty of priors and regularization terms have been proposed to im-
prove the SR performance. Widespread priors or regularization terms include gradient
prior [27], Markov random field (MRF) regularization [28], total variation (TV) [29] and
bilateral TV regularization [30]. Model-based methods have clear physical meaning and
thus algorithmically interpretable. However, the performance of this category is limited by
hand-crafted priors.

The other category is learning-based methods, which aim to learn a mapping function
from the training samples composed of LR and HR pairs. LR images can be obtained
by downsampling the HR images. One of the basic assumptions is that the LR and HR
pairs share a similar manifold structure. Typical learning-based method include the sparse
representation with over-complete dictionary [31–33]. Sparse representation aims to repre-
sent signals/images with few significant coefficients, and sparse representation-based SR
methods attempt to represent the image patches as a sparse linear combination of elements
from a learned over-complete dictionary. With the rise of artificial intelligence (AI), deep
learning (DL)-based methods have dominated SR research in recent years. Among all the
DL-based methods, the convolutional neural network (CNN) is the most popular owing to
its powerful ability to express abstract features. For instance, the SR method via a CNN
(SRCNN) [34] with three layers proposed by Dong et al. has opened a new era. A very deep
convolutional network for accurate image super-resolution (VDSR) [35], which increases
the network depth to 20 layers, is proposed by Kim et al. Afterward, Lim et al. [36] de-
velop an enhanced deep super-resolution network (EDSR) to significantly improve the SR
performance by removing unnecessary modules and expanding the model size. Notably
that the feed-forward structure cannot fully address the mutual dependencies between LR
and HR pairs, Haris et al. [37] propose deep back-projection networks (DBPN) to provide
error feedback mechanism at multiple upsampling and downsampling stages. After that, a
second-order attention network (SAN) [38] is proposed by Dai et al. to explore the feature
correlations among intermediate layers instead of designing wider or deeper architectures.

In recent years, researchers have also devoted themselves to the SR of video satellite
images. Inspired by VDSR, Luo et al. [39] design a rectified CNN to reconstruct HR video
satellite images. Xiao et al. [40] propose a deep CNN-based method without using any pre-
processing and post-processing, while Jiang et al. [41] develop a progressively enhanced
CNN (PECNN) for satellite imagery SR by using dense connections and progressive feature
learning. Deep distillation recursive network (DDRN) [42] and generative adversarial
network (GAN)-based edge-enhancement network (EEGAN) [43] are also successively
proposed by Jiang et al. Although the above-mentioned DL-based methods have proven to
perform well, there still exist some drawbacks. These methods generally focus on establish-
ing the connection of LR-HR data and fail to fully characterize the degradation process,
which is detrimental for model generalization and physical interpretability, hindering the
further improvement of the SR effect. Recently, some researchers have realized this problem
and attempt to combine the learning-based methods with model-based ones. For instance,
Pan et al. [44] propose a deep blind video SR (DBVSR) method, in which the blur kernel is
estimated by two fully connected layers. However, the noise level is ignored. Moreover,
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Zhang et al. [45] propose an unfolding SR network (USRNet) under the MAP inference by
a half-quadratic splitting strategy. However, USRNet is a SISR method, which cannot fully
use the spatial-temporal information of adjacent frames. In addition, both the blur kernel
and noise level in the USRNet should be preset in advance.

To overcome the above-mentioned drawbacks, we propose a video satellite imagery
SR method termed VSSR. The proposed VSSR is composed of three main modules, i.e.,
degradation estimation module, intermediate image generation module, and multi-frame
feature fusion module. The degradation estimation module is designed to estimate the blur
kernel and noise level of the input LR frames. The intermediate image generation module
is utilized to unfold the MAP framework and iteratively solve two optimal subproblems,
while the multi-frame feature fusion module is constructed to fuse the features from
multiple adjacent video frames. To sum up, the main innovative contributions of this work
lie in the following three aspects:

• We propose a novel VSSR method for video satellite imagery SR. To the best of our
knowledge, it is the first attempt to combine DL and model-based methods in the field
of video satellite SR.

• The proposed VSSR can split the SR problem into two sub-optimization problems
under the umbrella of the MAP framework. One of the subproblems has an analyt-
ical solution, and the other subproblem is solved by subnetworks. By alternatively
optimizing the sub-optimization problems, we can obtain intermediate SR results.

• The proposed VSSR can leverage the information from adjacent frames through a
three-dimensional (3D) feature fusion subnetwork. Different from the SISR methods
or the MISR methods based on optical flow estimation, the VSSR is a MISR method, in
which the features from multiple frames are effectively fused by 3D residual blocks.

The remainder of this paper is organized as follows. In Section 1, the proposed VSSR
is described in detail. In Section 2.2.5, the experimental results and analysis are reported.
Finally, this paper is concluded in Section 5.

2. Materials and Methods
2.1. Data Collection

In this paper, we collect the real-world Jilin-1 and OVS-1 video satellite data (see
Table 1) as materials. A detailed description of those two datasets is given as follows:

Table 1. Jilin-1 and OVS-1 data used in the experiments.

Satellite Data Train or Test Duration(s) Frame Size Acquisition Time Side Swing Angle

Jilin-1

Adana-1 Train 30 1280 × 1280 25 May 2017 18.0424
Adana-2 Train 30 1280 × 1280 25 May 2017 18.0424

Dubai Train 25 1280 × 1280 Unknown Unknown
Libya-Del Train 30 1280 × 1280 20 May 2017 2.1256

Minneapolis-1 Train 30 1280 × 1280 2 June 2017 5.0133
Minneapolis-2 Train 30 1280 × 1280 2 June 2017 5.0133

Muharraq Train 30 1280 × 1280 4 June 2017 4.8243
San Francisco Train 20 1280 × 1280 24 April 2017 17.0168

Tunisia Train 30 1280 × 1280 25 May 2017 7.5114
Valencia Train 30 1280 × 1280 20 May 2017 −6.6864
San-ya Test 9 1280 × 1280 19 December 2019 Unknown

San Diego Test 32 1280 × 1280 7 September 2017 Unknown
Macao Test 26 1280 × 1280 30 November 2019 Unknown

OVS-1 Dalian Test 29 600 × 600 18 June 2017 0
Marseille Test 34 600 × 600 23 April 2018 4

• Jilin-1 data: the first video satellite dataset was acquired by the Chinese Jilin-1
satellite of Chang Guang Satellite Technology Co., Ltd., Changchun, China (http://
charmingglobe.com/, accessed on 10 September 2021) This dataset contains 13 videos

http://charmingglobe.com/
http://charmingglobe.com/
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from various countries covering buildings, airports, roads, flyovers, ports, forests,
and so on. As displayed in Table 1, the duration of each video varies from 9 to 30 s.
10 frames with 1280 × 1280 spatial pixels and 3 RGB bands from each video is ex-
tracted for experiments. The spatial resolution of Jilin-1 data is about 1 m. The first
10 videos are used for training, while the last 3 videos (i.e., San-ya, San Diego, and
Macao) are for testing.

• OVS-1 data: the second video satellite dataset was collected by the Chinese OVS-1
satellite of Zhuhai Orbita Aerospace Science & Technology Co., Ltd., Zhuhai, China,
(https://www.myorbita.net/index.aspx, accessed on 10 September 2021). This dataset
consists of 2 videos (i.e., Dalian and Marseille) covering city and port regions. The
duration time of the videos is 29 and 34 s, respectively. We extract 10 frames from
those 2 videos and all frames are cropped to 600× 600 spatial pixels with 3 RGB bands.
The spatial resolution of OVS-1 data is 1.98 m. Both videos are used for testing by
feeding the downsampled video frames into trained networks.

2.2. Proposed Method

In this section, we explain the proposed VSSR method in detail, including the network
architecture (see Figure 1) and the loss function for model optimization.

Input

Noise Level 
Estimation

① Degradation Estimation Module

�

�

�, �

�

Blur Kernel Estimation

Bicubic 
Upsampling

��
Calculate the 

Analytical 
Solution of  

 �� ��Estimate

Calculate the 
Analytical 
Solution of  

 �� ��Estimate

... 
   

3D Feature Fusion Subnetwork  

Stack 
Intermediate 
HR Frames 

② Intermediate Image Generation module

③ Multi-frame Feature Fusion Module

Hyper-parameter Estimation

Figure 1. The overall architecture of the proposed VSSR method.

2.2.1. Network Architecture of the VSSR

The overall architecture of the proposed VSSR method is shown in Figure 1, which
inputs T = 2t + 1 consecutive LR frames {Li−t, . . . , Li, . . . , Li+t} from the video satellite,
and outputs the SR result of the center frame Li. For simplicity, we show the scenario with
t = 1 in Figure 1. To fully analyze the degradation process, we formulate the degradation
model of LR and HR pairs as

L = SKH + n (1)

where L and H denote the LR and HR images, respectively, K represents the blur kernel, S
denotes downsampling, and n is the additive Gaussian noise with noise level σ.

Equation (1) has been extensively discussed in the model-based SR methods, in which
the optimization objective function can be expressed as the following combination of a data
term and a prior term under the MAP framework

min Q(H) = min
1

2σ2 ‖L− SKH‖2 + αΦ(H) (2)

https://www.myorbita.net/index.aspx
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where 1
2σ2 ‖L− SKH‖2 is the data term, Φ(H) refers to the prior term, and α denotes the

trade-off between the data term and prior term.
By adopting the half-quadratic splitting algorithm, we introduce an auxiliary variable

I and rewrite Equation (2) as

min Qβ(H, I) = min{ 1
2σ2 ‖L− SKI‖2 + αΦ(H) +

β

2
‖I − H‖2} (3)

where β is the penalty parameter.
Therefore, the problem in Equation (3) can be split into the following two subproblems

Ij =arg min
I
‖L− SKI‖2 + βσ2∥∥I−Hj−1

∥∥2 (4)

Hj = arg min
H

β

2

∥∥Ij − H
∥∥2

+ αΦ(H) (5)

where Equations (4) and (5) are associated with I and H respectively, and Ij and Hj are the
solution in the j-th iteration.

Apparently, Equation (4) has analytical solution since it is a least square problem,
whose solution can be modeled as

Ij = D−F (K)
T

Λ
T
(

2βσ2sE + ΛΛ
T
)−1

ΛF (K)D (6)

where the matrix D = 1
2βσ2 KTSTL + H j−1, (·)T

denotes the conjugate transpose, s is the
scale factor, F (·) refers to the Fourier transform, Λ = [Λ1, Λ2, . . . , Λs], in which the matrix
Λi = 1, 2, . . . , s satisfies the relationship diag{Λ1, Λ2, . . . , Λs} = Λ, the diagonal elements
of the diagonal matrix Λ are the Fourier coefficients of the first column of the blur kernel K,
and E denotes the identity matrix.

For Equation (5), it is actually a denoising problem with noise level ψ =
√

α/β.
Motivated by [46,47], we propose a wavelet-based U-net to estimate the clear Hj.

In VSSR, each LR frame from {Li−t, . . . , Li, . . . , Li+t} can be represented by
Equation (1) and the corresponding HR frame can be obtained by iteratively solving
Equations (4) and (5). Subsequently, all the estimated adjacent HR frames are stacked and
fed into a 3D feature fusion subnetwork, which can effectively use the features from multi-
ple frames. In a nutshell, the VSSR is composed of three main modules, i.e., degradation
estimation module, intermediate image generation module, and multi-frame feature fusion
module (see Figure 1), whose details are as follows.

2.2.2. Degradation Estimation Module

In the degradation estimation module, the noise level estimation and blur kernel esti-
mation are respectively performed on the input LR frames. As to the noise level estimation,
we calculate the noise level σ of the center frame Li by referring [48]. As to the blur kernel
estimation, we assume the LR frames suffer from Gaussian blur and design a fine-grained
classification-based subnetwork to estimate the standard deviation of the blur kernel. In
greater detail, the standard deviation is divided into 6 classes, i.e., [0.5, 1.0, 1.5, 2.0, 2.5, 3.0],
each category is quite similar, and therefore, the fine-grained classification method is suit-
able for recognizing the classes with small inter-category variations [49]. As illustrated in
Figure 2, the blur kernel estimation subnetwork Knet accepts the blurred image B as input
and outputs the estimated standard deviation

ρ = Knet(B, ΘKnet) (7)

where Knet is the blur kernel estimation subnetwork, ρ is the standard deviation, B denotes
the blurred image, ΘKnet represents a set of parameters in Knet. It is shown from Figure 2
that the embedded features are extracted by the first 30 layers of VGG16 [50] and bilinear
pooling is adopted to combine the pairwise interactions between features extracted by the
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two subnetworks with shared weights. To optimize the parameters ΘKnet, The following
two loss terms are utilized

LKnet = L1 + λL2 (8)

where 
L1 = − log

(
ex[class]/

6

∑
c=1

ex[c]

)
(9)

L2 = ‖kgt − k̂‖1 (10)

here L1 and L2 are the cross entropy loss and L1 loss, respectively, λ is a trade-off parameter,
x is the output vector of the fully connected layer (FC) in Knet, class refers to the ground
truth class of the standard deviation, kgt is the ground truth blur kernel, and k̂ denotes the
estimated kernel.

A
dj

us
tm

en
t

The Blurred Image

Resize

The First 30 Layers 
of VGG16

×
Bilinear Pooling

...
FC

Max

The Estimated Standard Deviation

The First 30 Layers 
of VGG16

Shared Weights

Figure 2. Architectures of the blur kernel estimation subnetwork Knet.

2.2.3. Intermediate Image Generation Module

In the intermediate image generation module, the auxiliary variable Ij and HR image
Hj (j = 1, 2, . . . , N) are iteratively solved. The closed-form solution of Ij is calculated
by Equation (6), while Hj is estimate by the wavelet-based U-net. In greater detail, it is
observed from Figure 1 that the Ij calculation block takes k, s, φ and Hj−1 as input and
outputs Ij. Moreover, we design a WUnet (see Figures 3 and 4), which utilizes Ij and ψ to
estimate Hj. Specifically, WUnet can be formulated as

Hj = WUnet(Ij, ψ, ΘWUnet) (11)

where ΘWUnet refers to the parameters to be optimized in WUnet. Discrete wavelet trans-
form (DWT) and inverse wavelet transform (IWT) are used as downsampling and upsam-
pling layers in WUnet to enlarge the receptive field.

As to the parameters, the standard deviation of k is obtained by Knet, s represents the
scale factor, and the parameters φ and ψ are generated by the hyper-parameter estimation
subnetwork, which is simply composed of three fully connected layers with two rectified
linear units (ReLU) [51] as the former two activation functions and Softplus [52] as the last.

2.2.4. Multi-Frame Feature Fusion Module

In the multi-frame feature fusion module, all the estimated intermediate HR frames
of the input LR frames are stacked and put into a 3D feature fusion subnetwork Fnet (see
Figure 5), which utilizes several 3D residual blocks to fuse the information of adjacent
frames. The final SR result of the central frame HFinal is generated by Fnet, which can be
modeled as

ĤFinal = Fnet(Hi−t,N , . . . , Hi,N , . . . , Hi+t,N , ΘFnet) (12)
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where Hi−t,N , . . . , Hi,N , . . . , Hi+t,N are the HR results of the (i− t)th frame obtained by the
intermediate image generation module, ΘFnet denotes the parameters of Fnet, and ĤFinal
refers to the final SR result of the proposed VSSR.
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Figure 3. Architectures of the wavelet-based denoise subnetwork WUnet with corresponding number
of feature maps (n), padding (p) size, and dilation (d) size. The kernel size and stride size of all the
2D convolution layers are set to 3 and 1, respectively.
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Figure 4. Architectures of the f0, f1, f2, h, g0, g1, and g2 used in WUnet with corresponding number
of feature maps (n), padding (p) size, and dilation (d) size. The kernel size and stride size of all the
2D convolution layers are set to 3 and 1, respectively. (a) f0. (b) f1. (c) f2. (d) h. (e) g0. (f) g1. (g) g2.
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Figure 5. Architectures of the 3D feature fusion subnetwork Fnet with corresponding number of
feature maps (n), padding (p) size, and dilation (d) size. The kernel size and stride size of all the 3D
convolution layers are set to 3 and 1, respectively.

2.2.5. Model Optimization

In VSSR, we use the following L1 loss as loss term to optimize the parameters ΘWUnet,
ΘFnet and the parameters in the hyper-parameter estimation subnetwork

LVSSR = ‖ĤFinal − HFinal‖1 (13)
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where ĤFinal and HFinal denote the final SR results obtained by the VSSR and the corre-
sponding reference result, respectively. Moreover, we adopt the widely-used adaptive
moment estimation (Adam) solver [53] to minimize the loss term LVSSR.

3. Results

In this section, we validate the effectiveness of our proposed VSSR by conducting a
group of experiments on the real-world Jilin-1 and OVS-1 video satellite data (see Table 1).
First, implementation details are introduced. Second, the VSSR is compared against state-of-
the-art SR methods, and the experimental results on the Jilin-1 and OVS-1 data are displayed.
Next, an ablation study is described to assess the contribution of each component. Finally,
the sensitivity of different parameters is analyzed.

3.1. Implementation Details

In the experiments, we compare our VSSR method with several state-of-the-art SR
methods, including bicubic interpolation (termed as Bicubic), SRCNN [34], VDSR [35],
EDSR [36], DBPN [37], SAN [38], USRNet [45], DBVSR [44], and MD [40]. Notably, Bicubic,
SRCNN, VDSR, EDSR, DBPN, SAN, USRNet, and MD are SISR-based methods, which
directly map the single LR image into HR image, while DBVSR and VSSR are MISR-based
methods, which can make use of the spatio-temporal information from neighboring LR
frames. In both DBVSR and VSSR, 3 adjacent LR frames are fed into the network to
reconstruct the SR result of the center frame. The Bicubic method generates the HR image
by using bicubic interpolation, while the rest are DL-based methods, which learn the
mapping function from LR-HR pairs. MD applies convolution layers and a deconvolution
layer to enhance the resolution of video satellite images. USRNet, DBVSR, and VSSR
perform SR by combining learning-based methods with model-based ones under the MAP
framework. Besides the 10 videos from the Jilin-1 data (see Table 1), 30 additional videos
download from a video website (https://pixabay.com/videos, accessed on 1 October 2021).
are leveraged to enlarge the amount of training set. To maintain consistency, we also extract
10 frames with 1280 × 1280 spatial pixels and 3 RGB bands from those additional videos.
By using Jilin-1 data as training samples, the learning-based methods can better understand
the characteristics of satellite videos, while the 30 additional videos are conducive to
increasing the quantity and diversity of the training set. Since the scale factor s = 4 is more
challengeable than s = 2 or s = 3, we only consider s = 4 in the experiments.

All the methods are performed on a workstation with Intel (R) Xeon (R) Gold 5218
CPU@2.30 GHz@2.29 GHz dual processor and Nvidia GeForce RTX 2080Ti GPU. For
the sake of fairness, all the DL-based methods are retrained by using the same training
set as VSSR. The configurations of competing methods are following their correspond-
ing references. The detailed architectures of VSSR are illustrated in Section 2.2.1. The
Equations (4) and (5) are iteratively solved by 6 times, which means the variable N in
Equation (12) equals to 6. The learning rate is initialized as 0.0005, and the parameters in
the Adam solver are set to 0.9 and 0.999, respectively. The patch size and batch size are set
to 96 and 5, respectively, while the training is stopped within 50 epochs since more training
epochs cannot lead to further significant improvement.

To quantitatively compare different SR methods, we apply 5 commonly used evalua-
tion metrics for comparison. In greater detail, the evaluation metrics are root mean square
error (RMSE), peak signal-to-noise ratio (PSNR), correlation coefficient (CC), structure
similarity index (SSIM), and erreur relative globale adimensionnelle de synthèse (ERGAS).
Larger PSNR, CC, and SSIM indicate better SR results, while opposite for other indicators.

3.2. Experimental Results on the Jilin-1 Data

To better understand the procedure of the VSSR, we first visualize part of the learned
features in Figure 6, which displays 16 feature maps extracted by the eighth 3D residual
block of Fnet (see Figure 5) for the San-ya data. Since 3D convolutions are used in Fnet, each

https://pixabay.com/videos
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feature map shown in Figure 6 is a RGB image. Moreover, it is observed that different struc-
tures and abstract features are learned and highlighted by different convolutional channels.

Figure 6. 16 feature maps extracted by the eighth 3D residual block of Fnet for the San-ya data.

We then compare the qualitative and quantitative results of various methods in
Figures 7–9 and Table 2 to verify the effectiveness of the VSSR. Specifically, Figures 7–9
visualize the SR results of the third frame in the San-ya, San Diego, and Macao satellite
videos, respectively. The maps shown in the third and fourth rows are the enlarged coun-
terparts of the scenes signed by red boxes in the first and second rows. In Table 2, we
display evaluation results of our proposed VSSR against the competing methods on the
Jilin-1 data with scale factor equals to 4. Bold and italic underline represent the best and
the second-best performance, respectively. According to the experimental results on the
Jilin-1 data, DL-based methods have advantages in obtaining better performance than
bicubic interpolation. In most cases, Bicubic yields the lowest PSNR, CC, SSIM and the
highest RMSE, and ERGAS among all SR methods. For instance, the RMSE of Bicubic is at
least 0.4904 higher than DL-based methods, while the gap between Bicubic and DL-based
methods is at least 0.3214 dB in PSNR. Intuitive comparisons are shown in Figures 7–9,
which demonstrates that Bicubic exhibits the most inaccurate and blurred image details in
an aspect of visual effect. The reason for the poor results of Bicubic is that the degradation
process is represented by a predefined interpolation pattern, which is not suitable for
reflecting the realistic relationship between LR and its corresponding HR results in video
satellite images.

Table 2. Quantitative evaluation of the proposed VSSR against different methods on the Jilin-
1 data with scale factor of 4, Bold indicates the best and italic underline indicates the second-
best performance.

Data Metrics
Algorithms

Bicubic SRCNN VDSR EDSR DBPN SAN USRNet DBVSR MD VSSR

San-ya

RMSE 15.1337 14.4477 13.5625 13.4138 13.5207 13.2906 12.3862 12.1839 14.1121 11.2999
PSNR 24.4933 24.8664 25.4470 25.5372 25.4751 25.6055 26.2059 26.3800 25.0739 27.0287

CC 0.9800 0.9814 0.9835 0.9839 0.9839 0.9841 0.9862 0.9874 0.9820 0.9887
SSIM 0.8416 0.8285 0.8605 0.8461 0.8434 0.8564 0.8561 0.8697 0.8367 0.8943

ERGAS 4.0471 3.8679 3.6266 3.5875 3.6151 3.5563 3.3157 3.2572 3.7776 3.0221

San Diego

RMSE 16.5994 15.5076 15.0225 14.3624 14.6138 14.3030 13.3640 13.2555 15.2080 12.4872
PSNR 23.7130 24.2891 24.5785 24.9678 24.8144 24.9972 25.5826 25.6654 24.4592 26.1814

CC 0.9722 0.9750 0.9767 0.9786 0.9782 0.9786 0.9815 0.9824 0.9758 0.9838
SSIM 0.8462 0.8430 0.8614 0.8605 0.8497 0.8680 0.8480 0.8687 0.8503 0.8976

ERGAS 5.7135 5.3339 5.1703 4.9430 5.0284 4.9208 4.5970 4.5627 5.2309 4.2971

Macao

RMSE 12.9320 12.4416 11.7892 11.3623 11.7063 10.9831 10.2995 10.1468 11.9849 9.5578
PSNR 25.8895 26.2109 26.6962 27.0099 26.7543 27.3025 27.8531 27.9965 26.5384 28.5170

CC 0.9849 0.9860 0.9872 0.9882 0.9879 0.9889 0.9903 0.9914 0.9867 0.9919
SSIM 0.8582 0.8385 0.8707 0.8638 0.8559 0.8793 0.8794 0.8805 0.8496 0.9085

ERGAS 2.8356 2.7283 2.5848 2.4915 2.5668 2.4083 2.2585 2.2244 2.6281 2.0957
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Figure 7. Reconstruction results on the third frame of San-ya (Jilin-1 data) by the scale factor of ×4.

Figure 8. Reconstruction results on the third frame of San Diego (Jilin-1 data) by the scale factor of ×4.
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Figure 9. Reconstruction results on the third frame of Macao (Jilin-1 data) by the scale factor of ×4.

As to the DL-based methods, SRCNN is inferior to other methods, EDSR leads to better
results than MD and VDSR, DBPN has a slightly worse or comparable performance com-
pared with EDSR. SAN yields superior performance than EDSR and DBPN, but achieves
worse SR results than USRNet and DBVSR, while VSSR consistently outperforms the com-
peting methods. For the San-ya data, the PSNR of MD and VDSR surpass SRCNN about
0.2075 dB and 0.5806 dB, respectively, while the PSNR of EDSR is 0.4633 and 0.0902 dB
higher than MD and VDSR, respectively. In addition, the PSNR of DBPN is 0.0621 lower
than EDSR. SAN surpasses EDSR and DBPN by 0.0683 dB and 0.1304 dB in PSNR, respec-
tively, while the improvement of USRNet and DBVSR is at least 0.6004 dB comparing with
SAN. The PSNR of VSSR is the highest among all methods. The RMSE, CC, SSIM, and
ERGSA of VSSR are also better than other methods, while DBVSR achieves the second-best
evaluation metrics. Similar properties can also be found in the San Diego and Macao data.

From the perspective of visual presentation, DL-based methods produce more notice-
able texture details than Bicubic. As shown in Figures 7–9, the SR results generated by
SRCNN contain more blurred edges and artifacts than other DL-based methods. Among
all the methods, the SR results of our proposed VSSR show the clearest visual effect and
the sharpest edges. For instance, the outlines of domes, buildings, roads in San-ya (see
Figure 7) are clearer than other methods. The streets, trees, and buildings in San Diego and
Macao (see Figures 8 and 9) are also closer to the ground-truth images than other methods.
The aforementioned phenomena demonstrate the advantage of VSSR in reconstructing HR
video satellite images.

Figure 10 compares the number of parameters and floating point operations (FLOPs)
of the VSSR against other DL-based approaches when we acquit a 1280 × 1280 video
frame. In greater detail, Figure 10a compares the number of parameters, while Figure 10b
compares the FLOPs. As shown in Figure 10a, the number of parameters of SRCNN, MD,
VDSR, USRNet, and EDSR are relatively low, they are all less than 2 M. DBPN and SAN are
within 20 M, both of which have more parameters than the five methods mentioned above.
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The number of parameters of VSSR is 22.6 M, and the parameter of DBVSR is 50.5 M, which
is the largest among all methods. It is depicted in Figure 10b that the FLOPs of SRCNN,
MD, and VDSR are all less than 70 G, while the FLOPs of USRNet, SAN, and DBVSR are
larger than SRCNN, MD and VDSR. The VSSR has larger FLOPs than the other methods
except DBPN, and the FLOPs of DBPN are greater than 9000 G, which is the largest among
all methods.
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Figure 10. Comparisons of the VSSR against other DL-based approaches. (a) compares the number
of parameters. (b) compares the FLOPs when we acquit a 1280 × 1280 video frame. (a) Parameters
and PSNR. (b) FLOPs and PSNR.

Moreover, the average inference time of various methods for reconstructing the San-ya
scene is shown in Figure 11a, from which we can observe that Bicubic is the fastest in all the
methods, while SRCNN and MD cost less time than other DL-based methods. The reason
is that an efficient interpolation pattern is used in Bicubic, and the network structures
of SRCNN and MD are much simpler than other methods. It can also be observed from
Figure 11a that VDSR, EDSR, and USRNet spend more time than SRCNN and MD, but
much faster than DBVSR. This is due to the fact that SRCNN and MD use only 3 and
4 convolution layers, respectively, while VDSR, EDSR, and USRNet use multiple convolu-
tional layers and residual connections, multiple residual blocks, and multiple U-net blocks,
respectively. Moreover, DBPN is slower than other methods, while the inference time of
VSSR is moderate (i.e., less than 7 s) among all the comparison methods. Therefore, the
proposed VSSR can be effectively adopted to practical application. Furthermore, Figure 11b
compares the average inference time of each module in the VSSR for reconstructing the
San-ya scene with size 1280 × 1280. We can observe from Figure 11b that the degradation
estimation module consumes the least amount of time (i.e., 0.0040 s), and the intermediate
image generation module consumes the most time (i.e., 4.7859 s). It should be noted that
the total time of the above three modules is less than the average inference time of VSSR
shown in Figure 11a. This is because Figure 11b does not count the data import time and
the time to store the results as images.

3.3. Experimental Results on the OVS-1 Data

To further examine the practicability of VSSR in real scenarios, we perform an addi-
tional group of experiments on OVS-1 data. Different from the Jilin-1 data, which utilizes
10 Jilin-1 videos for producing the LR-HR training pairs, the LR frames from OVS-1 data
are directly fed into the networks trained without using any OVS-1 data. The visual perfor-
mance of different methods is compared in Figures 12 and 13, while the detailed evaluation
results are shown in Table 3.

From these results, we can observe that the quality of SR results is better than the
original LR frames. For instance, as shown in Figure 12, the details of the LR frame are very
blurry, while the clarity of the HR frames obtained by various SR methods is improved to a
certain extent. Similar phenomenon can also be found in the Marseille video (see Figure 13).
It is worth stressing that when inputting a lower image spatial resolution, the accuracy
obtained by using DL-based methods will also be lower. For example, the spatial resolution
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of OVS-1 data is 0.98 m less than that of Jilin-1 data, and the PSNR obtained is about 8 dB
lower than that of Jilin-1 data. As displayed in Table 3, Bicubic provides worse results
than other methods. The DL-based methods, which combine learning-based methods
with model-based ones under the MAP framework (i.e., USRNet, DBVSR, and VSSR),
outperform the comparison methods without fully considering the degradation process.
Moreover, MISR-based methods (i.e., DBVSR and VSSR) yield superior performance than
SISR-based methods (i.e., SRCNN, VDSR, EDSR, DBPN, SAN, USRNet, and MD). For
instance, it is notable from Table 3 that the evaluation indexes of DBVSR and VSSR achieve
the second-best and best performance among all methods. As plotted in Figures 12 and 13,
the visual results of DBVSR and VSSR are more realistic and clearer than other methods. The
reasons for good results of VSSR are that it integrates the advantages of both learning-based
and model-based methods by splitting the SR problem into two sub-optimization problems,
and the blur kernel and noise level is flexibly estimated. Last but not least, the spatial-temporal
information of neighboring frames are fully considered by 3D residual blocks. In a nutshell,
the VSSR outperforms the comparison methods in restoring realistic SR results.
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Figure 11. Comparison of the average inference time for reconstructing the San-ya scene from the
Jilin-1 data. (a) compares the average inference time of different methods. (b) compares the average
inference time of each module in the VSSR for reconstructing the San-ya scene with size 1280 × 1280.
(a) Average Inference Time of Different Methods. (b) Average Inference Time of Each Module.

Table 3. Quantitative evaluation of the proposed VSSR against different methods on the OVS-1 data with
scale factor of 4, Bold indicates the best and italic underline indicates the second-best performance.

Data Metrics
Algorithms

Bicubic SRCNN VDSR EDSR DBPN SAN USRNet DBVSR MD VSSR

Dalian

RMSE 29.0069 28.8828 28.2472 28.1543 28.1097 27.7297 27.3340 26.9428 28.6239 26.5475
PSNR 18.8613 18.8946 19.0914 19.1178 19.1307 19.2475 19.3675 19.4992 18.9728 19.6274

CC 0.9292 0.9295 0.9325 0.9329 0.9334 0.9349 0.9369 0.9394 0.9305 0.9407
SSIM 0.6612 0.6289 0.6791 0.6582 0.6730 0.6823 0.6667 0.7022 0.6450 0.7212

ERGAS 8.1978 8.1631 7.9833 7.9568 7.9442 7.8375 7.7263 7.6145 8.0900 7.5033

Marseille

RMSE 30.1338 29.7721 29.2010 29.1191 29.0149 28.6557 28.0308 27.7586 29.2474 27.1236
PSNR 18.4355 18.5187 18.7041 18.7209 18.7532 18.8555 19.0490 19.1397 18.6737 19.3361

CC 0.9214 0.9224 0.9256 0.9257 0.9266 0.9280 0.9320 0.9335 0.9250 0.9359
SSIM 0.6957 0.6660 0.7111 0.6969 0.7022 0.7141 0.6545 0.7342 0.6890 0.7548

ERGAS 9.5903 9.4790 9.2950 9.2690 9.2353 9.1231 8.9228 8.8354 9.3128 8.6361
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Figure 12. Reconstruction results on the third frame of Dalian (OVS-1 data) by the scale factor of ×4.

Figure 13. Reconstruction results on the third frame of Milwaukee (OVS-1 data) by the scale factor of ×4.
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3.4. Ablation Study

Ablation experiments are designed in this subsection to assess the advantages of the
proposed VSSR. All the experiments are conducted on the San-ya video from the Jilin-1 data.

In our ablation study, the effectiveness of each module (i.e., degradation estimation
module, intermediate image generation module, and multi-frame feature fusion module)
are examined. To that end, the modules in VSSR are gradually removed to evaluate the
change in PSNR and SSIM. In greater detail, when the degradation estimation module is
deleted from VSSR, fixed blur kernel and noise level are used rather than changing with the
input LR frames. The fixed blur kernel and noise level are then fed into the intermediate
image generation module, whose outputs are stacked and input into the Fnet to generate
the final SR results. When the intermediate image generation module is removed, the
degradation estimation module will lose its efficacy. Motivated by the SRCNN and VDSR,
each LR frame is upsampled by bicubic interpolation, and then those upsampled frames
are fed into the multi-frame feature fusion module to produce the SR results. When the
multi-frame feature fusion module is removed from VSSR, the HN of the center frame is
taken as SR results.

Note that the degradation estimation module is important in the VSSR, we visualize
the estimated blur kernel and noise level obtained by the degradation estimation module
in Figure 14. The estimated blur kernel is shown in Figure 14a, from which we can observe
that all the 10 frames have the same standard deviation value (i.e., 0.5). The estimated
noise level is depicted in Figure 14b, which demonstrates that the noise level of different
frames fluctuates in a small range between 1.92 and 1.97. Moreover, the PSNR and SSIM
of the above-mentioned methods are compared in Table 4, from which one can observe
that both PSNR and SSIM will drop in case one of the modules is removed. Moreover, the
performance is the worst when the intermediate image generation module is discarded.
Based on the aforementioned analysis, all three modules are important to the VSSR.
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Figure 14. Visualization of the estimated blur kernel and noise level obtained by the degradation
estimation module on the San-ya data. (a) Estimated blur kernel. The standard deviation of all
10 frames is 0.5. (b) Estimated noise level. The noise level of different frames fluctuates in a small
range between 1.92 and 1.97.

Table 4. Results of the ablation study on evaluating the effectiveness of each module in VSSR, bold
indicates the best and italic underline indicates the second-best performance. “X” denotes the module
is adopted while “7” denotes the module is not adopted.

Module
PSNR SSIM

Degradation Estimation Module Intermediate Image Generation Module Multi-Frame Feature Fusion

7 X X 26.7144 0.8587
Loss Efficacy 7 X 25.8017 0.8553

X X 7 26.8511 0.8648
X X X 27.0287 0.8943

3.5. Sensitivity Analysis of Different Parameters

The sensitivity of several free parameters, including patch size, batch size, the length of
adjacent LR frames, and epochs during training the VSSR, are discussed in this subsection.
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Figure 15 plots the influence of the above-mentioned parameters on the performance of
VSSR in the San-ya video.

We first analyze the sensitivity of patch size and batch size. The patch size is chosen
from {48,96,144,192}, while the batch size is selected from {1,5,10,15}. As shown in
Figure 15a, the performance of VSSR fluctuates with the change of patch size and batch
size. As to the patch size, the PSNR will increase in case the patch size is larger than 48 and
lower than 144. As to the batch size, the SR results are satisfactory when it equals to or is
larger than 5. In the experiments, we set the patch size to 96 and the batch size to 5 to make
a trade-off between the model effectiveness and efficiency.

We then discuss the influence of the length of neighboring LR frames T on the SR
performance. The SR results are reconstructed with various length of LR sequences, i.e.,
{1,3,5,7,9}. In particular, it is observed from Figure 15b that when T = 1, VSSR degenerates
to a SISR method, whose performance is inferior to T > 1. When T increases from 3 to
9, the PSNR slightly fluctuates in a small range. Notably that larger T will increase extra
calculation burden, we set T = 3 in the experiments.

Finally, the impact of epochs on the SR performance is analyzed. The loss versus
training epochs is shown in Figure 15c, in which the epochs are varied from 1 to 100 with
an interval of 1. It is clearly visible in Figure 15c that the loss drops rapidly in the first
couple of epochs, then decreases slowly as epochs increasing, and finally tends to be stable.
In the experiments, we train VSSR by using 50 epochs to generate a stable and effective
model for SR of video satellite images.
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Figure 15. Influence of parameters on the performance of VSSR in the San-ya video. (a) Influence of
patch size and batch size. (b) Influence of the length of adjacent LR frames. (c) Influence of epochs
during training the VSSR.

4. Discussion

This paper aims to propose a model-based deep neural network for SR of video
satellite images. The quality and clarity of video satellite images are improved, which is
conducive to a wider application of video satellites in dynamic monitoring. In this section,
we discuss the following issues.

First, we explain and discuss how the modules are trained. In the training process,
we first train the degradation estimation module by using the loss term LKnet shown in
Equation (8), and then the trained degradation estimation module is adopted to estimate
the noise level σ and the standard deviation of k, and the intermediate image generation
module and multi-frame feature fusion module are optimized by using Equation (13). The
reasons for full training the first module and then training the other two modules are:
(1) Use the trained degradation estimation module can estimate more accurate k than an
untrained one; (2) The σ and k estimated by the trained degradation estimation module
can be directly utilized to train the intermediate image generation module and multi-frame
feature fusion module. That means, we only need to optimize these two modules at the
same time instead of three modules, which can speed up the training speed. As to the
effectiveness of the VSSR on the training and test sets, It is shown in Figure 15c that the
training loss tends to be stable after about 20 epochs and fluctuates in a narrow range
around 0.03. Due to the different characteristics of different videos, the evaluation metric
values (e.g., PSNR and SSIM) obtained by different training videos are different. As to the
test set, the results are shown in Tables 2 and 3. The accuracy also varies from video to
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video. For instance, the PSNR of San-ya, San Diego, and Macao is 27.0287, 26.1814, and
28.5170 dB, respectively.

Second, it should be noted that the proposed VSSR is an offline method rather than an
online method. This is because it uses pre-acquired videos for training, while an online
method continues to learn from live data. In the testing procedure, the whole trained VSSR
is adopted to reconstruct the HR counterpart of the input LR frames. When new video data
is acquired, the trained VSSR network can be treated as a pre-trained model, and then the
pre-trained model is fine-tuned with the newly acquired data. Of course, the model can
also be retrained with all the video data (i.e., pre-acquired and newly acquired data), but
this will be more time-consuming.

Furthermore, there is still room for improvement. For instance, in our VSSR, a deep
unfolding module based on two-dimensional wavelet-based U-net is designed to obtain
the intermediate HR results, and a 3D feature fusion subnetwork is subsequently used to
fuse features from adjacent frames. In other words, VSSR uses 2D wavelet-based U-net
and 3D Resnet separately instead of directly using 3D wavelet-based U-net to obtain the
final HR result. This is because when the number of feature maps n increases to 128, 256,
or 512, 3D wavelet-based U-net will consume more calculation and storage space than
its corresponding 2D version. However, if lightweight convolution models and wavelet-
based U-net calculation methods can be proposed, it is worthwhile to directly adopt 3D
wavelet-based U-net to obtain the final HR results in the future.

5. Conclusions

In this paper, a model-based deep neural network (i.e., VSSR) is particularly designed
to perform SR on video satellite images. In contrast to existing DL-based methods, which
do not fully consider the degradation process when mapping the relationship between
LR frames and their HR counterparts, the proposed VSSR integrates the advantages of
learning-based methods with model-based ones by splitting the objective function of the
degradation model into two sub-optimization problems. By constructing a degradation
estimation module, both blur kernel and noise level are flexibly estimated and varied with
the input data instead of manually setting those parameters in advance. Intermediate
image generation module plays a vital role to deal with the sub-optimization problems,
one of which has analytical solution while the other can be solved by a wavelet-based
U-net (i.e., WUnet). The main contribution of the multi-frame feature fusion module is to
fuse the spatial-temporal information from multiple video frames by using 3D residual
blocks. Experiments are performed on both Jilin-1 and OVS-1 data. The visual results have
demonstrated that HR frames generated by VSSR contain sharper edges, fewer artifacts,
and clearer visual effects than comparison methods. Moreover, the SR results are also
quantitatively evaluated by 5 evaluation metrics. It is worth underlining that the proposed
VSSR yields higher PSNR, CC, SSIM and lower RMSE and ERGAS than state-of-the-art
methods. The proposed method could be of great interest for a wider application of video
satellites. Future research can be conducted to design lightweight networks for SR of video
satellite images. Studying in-depth the impact of resolution, bit depth, file format on image
quality is also very promising. Additional studies are also needed in future to optimize the
network structure by neural architecture search.
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