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Abstract

:

The aeromagnetic survey is a common remote sensing tool for detecting iron deposits. The local wavenumber of a magnetic anomaly is used to interpret the edges or positions of the sources, and can involve first- or second-order local wavenumbers. In this paper, we derived a linear equation between the second-order local wavenumber and the source location; therefore, we propose a constraint of first and second-order local wavenumbers. Tests on synthetic data show that the source parameters, computed using a combination of equations that involved different-order local wavenumbers, are closer to the true values and show a smaller spread in estimated values. For gridded data, we proved that the different-order combination allowed us to accurately estimate the source position. When applied to the aeromagnetic data from Hebei province, China, we refined the location of most magnetic features, which we interpreted as possible iron deposits.
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1. Introduction


Aero-magnetism is an important remote measurement method for resource exploration [1] in construction, mining and archaeology. One of the main aeromagnetic survey platforms is unmanned aircraft [2]. A complex environmental interpretation system is proposed to perform a quantitative analysis of observed anomalies and a comprehensive examination. [3] Amin used a magnetic survey and DC resistivity in a multi-scale approach to study the characteristics and image cases of various archaeological assets in a highly terraneous site [4]. From a series of aeromagnetic data images in South China, a detailed construction of the South China block was revealed [5]. It is helpful to study the intracontinental tectonic evolution in this area.



Ferromagnetic ore bodies generally exhibit high-value anomalies, so, aero-magnetism is the most widely used technique for finding ore bodies with this characteristic. Extracting the magnetite-caused anomalies from the aeromagnetic data can lead to a preliminary estimation of magnetite prospective resources [6]. James delineated mineral targets or potential zones using high-resolution aeromagnetic data [7]. Sayed performed an aeromagnetic data analysis to locate probable mineral deposits in the southeastern desert of Egypt [8].



Field source location acquisition is the basic task of aeromagnetic data interpretation, for which there are many techniques, such as the Werner deconvolution, Euler deconvolution, analytic signal, source parameter imaging, and local wavenumber [9,10,11,12,13,14]. The local wavenumber was defined by Thurston and Smith as the first horizontal derivative of the local phase and is independent of magnetization direction, so it is often used to compute the distribution of magnetic source [13,15]. Smith directly estimated the source depth and structural index by using the ratio of first- and second-order local wavenumbers [16]. The depth and the nature of the sources can be estimated simultaneously by using an improved local wavenumber technique [17]. A linear equation composed of vertical and horizontal local wavenumbers can obtain source location information, which is the enhanced local wavenumber method [14]. Keating used the local wavenumbers and their vertical derivatives to estimate the source location without a priori knowledge of the geological body type [18]. Abbas dealt with the local wavenumber method and estimated the depth and the structural index [19]. The fast local wavenumber (FLW) technique used the sum of the square of the vertical and horizontal local wavenumbers to establish a new linear equation that could simultaneously estimate the source location and structural index [20].



In our research, we investigated different combinations of equations with multiple-order local wavenumbers to obtain more precise location parameters. Model tests were carried out on point sources, line sources and contact strips to verify the method. Similar combinations and a profile combination applied perpendicular to the strike were tested on aeromagnetic data.




2. Different-Order Local Wavenumber Method


2.1. 2D Local Wavenumber Method


The first-order local wavenumbers are the first derivatives of the local phase (θ) [13,14,15], and can be expressed as:


   k x  =   ∂ θ   ∂ x   =  ∂  ∂ x    [    tan   − 1    (    ∂ f / ∂ z   ∂ f / ∂ x    )   ]  =  1   A 2     (     ∂ 2  f   ∂ x ∂ z     ∂ f   ∂ x   −    ∂ 2  f   ∂  x 2      ∂ f   ∂ z    )   



(1)






   k z  =   ∂ θ   ∂ z   =  ∂  ∂ z    [    tan   − 1    (    ∂ f / ∂ z   ∂ f / ∂ x    )   ]  =  1   A 2     (     ∂ 2  f   ∂ x ∂ z     ∂ f   ∂ z   −    ∂ 2  f   ∂  z 2      ∂ f   ∂ x    )   



(2)




where, kx and kz are the horizontal and vertical local wavenumbers of magnetic anomaly f, respectively, and   A =      (    ∂ f   ∂ z    )   2  +    (    ∂ f   ∂ x    )   2     , is the analytic signal amplitude of f. The vertical derivatives in the formula adopt the frequency domain method, and the horizontal derivatives adopt the difference quotient method in the space domain.



Smith and Salem derived the analytic expressions of first-order local wavenumbers, which can be given by [17]:


   k x  =   ( N + 1 ) (  z 0  − z )     ( x −  x 0  )  2  +   ( z −  z 0  )  2     



(3)






   k z  =   ( N + 1 ) (  z 0  − z )     ( x −  x 0  )  2  +   ( z −  z 0  )  2     



(4)




where (x0, z0) is the coordinate of the source, (x, z) is the coordinate of the observation point, and N is the structural index, which represents the shape of the source.



Salem first built a linear equation between the first-order local wavenumbers and source location to compute the location parameters (x0, z0) of the source [14]. The first-order local wavenumber estimator A (estimator A1) is given by:


   k x  ( x −  x 0  ) +  k z  ( z −  z 0  ) = 0  



(5)







A window of multiple adjacent (x, z) points and corresponding wavenumbers are used to generate many versions of this equation, which can be solved in a least squares manner to estimate the x0 and z0 on the assumption that they are all influenced by the same nearby source. The multiple points are called a data window.



Ma gave another linear equation based on a different combination of the first-order local wavenumbers that could similarly estimate the structural index and source location [21]. The first-order local wavenumber estimator B (estimator B1) is given by:


   k z  ( x −  x 0  ) +  k x  (  z 0  − z ) = N + 1  



(6)







Smith defined the second-order local wavenumbers as the derivative of the ratio of the second-order vertical derivative to the horizontal derivative [16].


   k  2 x   =   ∂  θ ′    ∂ x   =  ∂  ∂ x    tan  − 1    [     ∂ 2  f /  ∂ 2  z    ∂ 2  f /  (  ∂ x ∂ z  )     ]  =      ∂ 3  f   ∂  z 2  ∂ x      ∂ 2  f   ∂ x ∂ z   −    ∂ 2  f   ∂  z 2       ∂ 3  f   ∂ z ∂  x 2         (     ∂ 2  f   ∂ x ∂ z    )   2  +    (     ∂ 2  f   ∂  x 2     )   2    =   ( N + 2 ) (  z 0  − z )     ( x −  x 0  )  2  +   ( z −  z 0  )  2    .  



(7)






   k  2 z   =   ∂  θ ′    ∂ z   =  ∂  ∂ z     tan   − 1    [     ∂ 2  f /  ∂ 2  z    ∂ 2  f /  (  ∂ x ∂ z  )     ]  =      ∂ 3  f   ∂  x 2  ∂ z      ∂ 2  f   ∂ x ∂ z   −    ∂ 2  f   ∂  x 2       ∂ 3  f   ∂ x ∂  z 2         (     ∂ 2  f   ∂ x ∂ z    )   2  +    (     ∂ 2  f   ∂  x 2     )   2    =   ( N + 2 ) ( x −  x 0  )     ( x −  x 0  )  2  +   ( z −  z 0  )  2    .  



(8)







Linear equations involving second-order local wavenumbers and the source location (the detailed derivation is given in the Appendix A) are named second-order local wavenumber estimators A and B (estimator A2 and estimator B2), which can be expressed as:


   k 2    x  ( x −  x 0  ) +  k  2 z   ( z −  z 0  ) = 0  



(9)






   k 2    z  ( x −  x 0  ) +  k  2 x   (  z 0  − z ) = N + 2  



(10)







Those equations can also be used to obtain the location of the source and the structural index using data windows and a least squares approach.



From first- and second-order local wavenumber estimators, we see that the different-order local wavenumbers can be used to compute the source parameters. We investigated whether using different combinations of multiple-order local wavenumbers could return more accurate results.



There are also three combinations that involve wavenumbers with different orders.



The different-order local wavenumber estimator A (estimator Ad) composed of estimator A1 and estimator A2 is:


   [     k x  ,  k z       k  2 x   ,  k  2 z      ]   [     x 0       z 0     ]  =  [     k x  ⋅ x +  k z  ⋅ z      k  2 x   ⋅ x +  k  2 z   ⋅ z    ]  .  



(11)







The different-order local wavenumber estimator B (estimator Bd) composed of estimator B1 and estimator B2 is:


   [     k z  , −  k x  , 1      k  2 z   , −  k  2 x   , 1    ]   [     x 0       z 0      N    ]  =  [     k z  ⋅ x −  k x  ⋅ z − 1      k  2 z   ⋅ x −  k  2 x   ⋅ z − 2    ]  .  



(12)







The different-order local wavenumber estimator D (estimator Dd) composed of the estimator A1, estimator B1, estimator A2 and estimator B2 is:


   [     k x  ,  k z  , 0      k  2 x   ,  k  2 z   , 0      k z  , −  k x  , 1      k  2 z   , −  k  2 x   , 1    ]   [     x 0       z 0      N    ]  =  [     k x  ⋅ x +  k z  ⋅ z      k  2 x   ⋅ x +  k  2 z   ⋅ z      k z  ⋅ x −  k x  ⋅ z − 1      k  2 z   ⋅ x −  k  2 x   ⋅ z − 2    ]  .  



(13)







Note that the combination in estimator Ad, can only be used to determine the location, but estimator Bd and estimator Dd can also be used to determine the structural index.



Similarly, there are combinations that involve the same-order local wavenumbers that we can use to compare the results.



The same-order local wavenumber estimator A (estimator As) composed of estimator A1 and estimator B1 is:


   [     k x  ,  k z  , 0      k z  , −  k x  , 1    ]   [     x 0       z 0      N    ]  =  [     k x  ⋅ x +  k z  ⋅ z      k z  ⋅ x −  k x  ⋅ z − 1    ]  .  



(14)







The same-order local wavenumber estimator B (estimator Bs) composed of the estimator A2 and estimator B2 is:


   [     k  2 x   ,  k  2 z   , 0      k  2 z   , −  k  2 x   , 1    ]   [     x 0       z 0      N    ]  =  [     k  2 x   ⋅ x +  k  2 z   ⋅ z      k  2 z   ⋅ x −  k  2 z   ⋅ x − 2    ]  .  



(15)








2.2. 3D Local Wavenumber Method


These equations are based on 2D geometry and are best applied along profiles perpendicular to the geological strike. For 3D situations, the following equations better apply. The three-dimensional forms of the estimator A1 and estimator A2 can be written:


   k x  ( x −  x 0  ) +  k y  ( y −  y 0  ) +  k z  ( z −  z 0  ) = 0 ,  



(16)






   k 2    x  ( x −  x 0  ) +  k 2    y  ( y −  y 0  ) +  k 2    z  ( z −  z 0  ) = 0 .  



(17)







We named Equation (16) as the first-order local wavenumber estimator C (estimator C1), in reference to Salem [22], and Equation (17) is a second-order local wavenumber estimator C (estimator C2), which is presented in Appendix B.



The three-dimensional form of the different-order local wavenumber estimator C (estimator Cd) can be expressed as:


   [     k x  ,  k y  ,  k z       k  2 x   ,  k  2 y   ,  k  2 z      ]   [     x 0       y 0       z 0     ]  =  [     k x  ⋅ x +  k y  ⋅ y +  k z  ⋅ z      k  2 x   ⋅ x +  k  2 y   ⋅ y +  k  2 z   ⋅ z    ]  .  



(18)







In the following, we test the different equations and combinations on synthetic data with and without noise corruption. Spurious solutions will be accepted or rejected based on the following procedure:




	
Using a small solution space window to assess isolated solutions. If the distance between the point and all other points belonging to a cluster is less than the threshold but not more than the sampling interval, then the point belongs to the cluster;



	
Fusing or joining clusters if the horizontal centers are less than the root square of 10% with the position of the center;



	
Finally, eliminating a cluster if it has fewer than a given number of solutions because clusters with a small number of points are not statistically important.










3. Experiments and Results


3.1. 2D Theoretical Model


We tested different combinations of the above equations on the magnetic anomalies of two adjacent horizontal cylindrical geological bodies that had horizontal coordinates (x0) of 30 and 80 m, depths (z0) of 10 and 13 m, and radii of 7 m. Figure 1a shows magnetic anomalies with an inclination of 60° and a declination perpendicular to the strike magnetization 1 A/m. Figure 1b shows the associated first- and second-order local wavenumbers. The point spacing in the theoretical model tests was 5. The number of the data window was 11. The selection of the window size is related to the size and distribution of the target geological bodies. A small window will lead to inaccuracy and the divergence of the calculation results. Moreover, one window contains information of, at most, one field source, which can avoid the interference of nearby field sources to a certain extent. According to the above reasons, the window size should be more than twice the length of the line or point spacing [23].



Figure 1c,d are the source locations calculated using estimators A1 and B1. The true locations of the cylinders are labeled by red circles, and the estimated results are labeled by blue crosses, each representing a different location derived from a different data window. The depths are shallower than the actual values and showed some scattered points. Figure 1e,f show estimated depths using estimators Ad and Bd without screening. They show accurate but scattered source locations, which are less conducive to interpretation.



To obtain a more accurate estimate of the geological body position, the results were screened, and the number set to 10. Figure 2a presents the source locations based on calculations using estimator A1. The depths were obviously slightly shallower than the actual depths, and they show a moderate spread of positions. Figure 2b,c show the source locations and the structural index, respectively, calculated using estimator B1. After screening, the results showed a significant spread. Figure 2d–f show the source depths and the structural index calculated using the estimators A2 and B2. The spread is similar to Figure 2a–c, so we concluded that a single equation composed only of first- or only of second-order local wavenumbers could not generate accurate source locations for magnetic anomalies of multiple anomalous bodies. Figure 2g represents the source location results calculated using estimator Ad. The horizontal locations were consistent with the true location, and the mean depths were 9.7 and 12.7 m, which were close to the actual depths. Figure 2h,i show the source depths and the structural index calculated using the estimator Bd. These inversion results were also very close to the true values and gave an accurate structural index. Figure 2j,k show the source locations and structural index calculated using estimator Dd, which is a combination of estimators A1, B1, A2 and B2. They contain first- and second-order local wavenumbers and the results showed some scattering. Figure 2l,m show the source locations and structural index results calculated using estimator As. There is a combination of only first-order local wavenumbers, and the estimated depths were close to the actual values, but the structural index showed significant scatter. The source depths and structural index calculated using estimator Bs (a combination of only second-order local wavenumbers) are shown in Figure 2n,o, and the structural index had large scattering. The best results were obtained using estimator Ad, but only if we wished to calculate the source position. Estimator Bd was used to calculate the position and structural index because of the corresponding consistent relationship between the same-order local wavenumbers and the geological body.



To further test the ability of our method to divide the spatial location of adjacent geological bodies, we gradually reduced the location between the above two horizontal cylinders and compared the results obtained with estimator A1 and estimator Bd, respectively. Figure 3a shows that the magnetic anomalies with horizontal coordinates (x0) were 40 and 70 m. Figure 3b,c show the results generated by estimator A1 and estimator Bd. There was a certain deviation between the results of estimator A1 and the actual depths, but estimator Bd restored the spatial position of the geological body. When the distance between two horizontal cylinders is reduced to 20 m, the magnetic anomalies with horizontal coordinates (x0) were 45 and 65 m, as shown in Figure 3d. Figure 3e is the result calculated by estimator A1. At this time, the estimator was still unable to obtain the vertical distribution of adjacent geological bodies, but estimator Bd gave results consistent with the actual situation.



To take the local wavenumber method and Euler deconvolution [10] comparison further, we defined two infinite vertical sheets having a 60° inclination and a 1 A/m magnetization magnetic anomaly having horizontal positions 40 and 60 m, a depth of 5 m, and a width of 0.2 m, as shown in Figure 4a. The number of the data window was 11. Figure 4b presents the result determined by first-order Euler deconvolution, which cannot define the source locations in either the horizontal or vertical direction. The real position is indicated by the red area in the figure. The yellow circle marks the results after screening, the cluster number of the screening is 10, and the blue plus sign marks the unprocessed results. Figure 4c shows the source locations calculated by second-order Euler deconvolution, and the results show some scattering.



Figure 4d,g show the scattered source locations using estimators A1 and B1 without noise and filter. Then, we chose estimators A2 and B2 to calculate the source locations. The results were accurate (Figure 4e,h). The source locations determined by estimator Ad and Bd without a filter are shown in Figure 4f,i, in the last four cases (Figure 4e,h,f,i), the source location results were close to the actual values.



Because the source imaging method uses the derivatives of the field, which are more sensitive to noise, we used noise-corrupted magnetic anomalies with a Gaussian filter to determine the source information. As for real potential-field data, a filter was also needed. To test these two combinations’ robustness to noise, Figure 5a shows the noise-free magnetic anomaly, the noise-corrupted anomaly with Gaussian noise of 1% and the same noise-corrupted magnetic anomaly after applying the Gaussian filter (the variance is 0.3 nT). Although noise has a great influence on anomalies, we applied Laplace’s equation [24] when solving the derivative; the vertical derivative was calculated from a combination of the horizontal derivatives. In this way, the amplification of noise can be reduced to a certain extent. Figure 5b,c present the results determined by first- and second-order Euler deconvolution, the results show scatter and low horizontal resolution. The results, based on model calculations using estimator A1 and A2 after filtering, are shown in Figure 5d,e and exhibit large differences between the estimated results and actual values. Figure 5f shows the source depths calculated using the estimator Ad; the inversion results after filtering were close to the true values.



We then increased the amplitude of the noise to test the performance of different local wavenumber estimators. Figure 5g shows the noise-free magnetic anomaly, noise-corrupted magnetic anomaly with Gaussian noise of 3%, and the same noise-corrupted magnetic anomaly after a Gaussian filter. The model results generated using first-order Euler deconvolution are shown in Figure 5h, and exhibit a large error with respect to the actual values. We obtained source locations using second-order Euler deconvolution (Figure 5i) with a low horizontal resolution. Figure 5j,k,l are the source locations determined by estimators A1, A2 and Ad, and the distribution of the results obviously became more scattered as the noise increased, but we roughly determined the source positions by estimator A1. The root mean square (RMS) between the true depths and the estimated source depths determined by estimator A1, A2 and Ad are shown in Figure 5m, so that for high-resolution data, the combinations of the local wavenumber improved the horizontal and vertical resolution of the results.



To further understand the efficacy of estimators A1, Ad and Bd, we designed a more complicated anomaly of four horizontal cylinders with coordinates (x0, z0): (100, 8 m), (150, 10 m), (250, 13 m), and (400, 17 m). The total-field magnetic anomaly with a magnetization inclined at 60°, and the first- and second-order local wavenumbers, are shown in Figure 6a,b. Note that we made the deeper cylinders further from the near cylinders to reduce the impact of interference. The point spacing in theoretical model tests is 3. The number of the data window was 7.



Figure 6c shows the source locations calculated using estimator A1. The true location is labeled by a red circle in the figure. This result shows that calculating the source depths with a single equation of local wavenumbers will not yield accurate results for multiple geological bodies. Figure 6d presents the source depths based on calculations using estimator Ad; Figure 6e,f show the source depths and the structural index results using estimator Bd, and accurate results with low scattering were evident. The model results generated using estimator Dd were not close to the actual values (Figure 6g,h). Based on these case studies, we saw that the previously identified combinations of local wavenumbers (estimator Ad and Bd) still had good performance on multiple anomalous bodies.




3.2. 3D Theoretical Model


For 3D situations, we obtained the (x0, y0, z0) using estimators C1, C2 and Cd. Because estimator Bd did not have a corresponding three-dimensional form, we generally calculated the derivative of the gridded data in the direction perpendicular to the strike, and then used estimator Bd to compute the source location (x0, y0, z0) and structural index for the gridded data. The same two-dimensional methodology for the inversion of gridded data was also used in other methods [13,16]. Figure 7a shows the gridded magnetic anomaly of two rectangular prisms at 6 and 11 m top buried depths, and the horizontal locations of the prisms were marked by black outlines. The point spacing in the theoretical model tests was 5. The number of the data window was 11.



The locations generated using only estimator C1 are shown in Figure 7b,c, and there was a large deviation between the results and the actual values. Figure 7d,e show the locations and depths computed by estimator Cd. Figure 7f–h are the positions and structural index computed by the estimator Bd. The results showed that the combination of different-order local wavenumbers gave more accurate results, the depths were closer to real values, and the structural index values were basically zero, as expected.





4. Real Magnetic Data Applications


The Qian’an mining area in Hebei province, China, is important for its iron ore production. Figure 8a shows the regional geology map with the iron-bearing rock mass of the geological inferences highlighted in pink. The southern part of the area is a thick covered area of the Quaternary system. It lacks outcrops, and the range of nearby iron ore resources cannot be determined from the geological map.



An aeromagnetic survey was carried out to determine the specific distribution of the iron ore. The mean flight altitude was 80 m, the data sample interval was 50 m, and the flight direction of the survey line was 320°. The aeromagnetic anomaly obtained after vertical and horizontal acceleration correction, as well as posture, Eotvos, zero displacement, base, normal field and Bouguer corrections, is shown in Figure 8b.



We applied the Butterworth filter to the data, prior to applying our method. We saw that the trend of the magnetic anomalies in a northeast direction was similar, but there was a large-scale high-magnetic anomaly in the southern part of the area, implying that there were iron ore resources underground.



We applied different combinations of local wavenumbers to interpret the magnetic data observed in the Qian’an region to locate iron ore deposits. Figure 9a shows the locations of the source estimated by estimator C1. Figure 9b,c show the superimposed results computed by estimators Cd and Bd, respectively, and the results showed less scattering. The depth of the source was concentrated between 150 and 450 m. Figure 9d shows the structural index estimated by estimator Bd. The value at the peaks is close to 1, which is marked by a triangle, indicating that the source was almost a sphere. This might reflect the fact that the flight lines were far apart, so the 2D features that were oblique to the flight lines, and should have formed linear anomalies on the grid, formed a number of discrete anomalies, such as on our map. We have modified the geological map based on the inversion results and revised the locations of the magnetic formations (dark red) in Figure 10. The modified magnetic formations range is similar to geological inference and more detailed in local areas. There were four large magnetic features that were interpreted as iron ore deposits.




5. Discussion and Conclusions


For aeromagnetic data, we proposed a new method of combined local wavenumbers. The combinations of equations that gave the best results (for all parameters which they were being used to estimate) were two combinations that involved two equations with first- and second-order wavenumbers, respectively (estimators Ad and Bd). On synthetic profile data, the original local wavenumber method solved the field source position and the structural index at the same time. On this basis, our method obtained better results than the original local wavenumber method. When the latter two methods were tested with noise-corrupted data, they also gave good results. When there were multiple anomalies on the profile, estimator Ad and Bd also gave good results, but estimator A1 gave inaccurate results. On gridded data only two of the original four equations could be extended to solve for three position parameters (easting, northing and depth), so there was only one possible new combination. This combination (estimator Cd) only yielded the three position parameters; however, the strike direction was determined, and estimator Bd was used on profiles extracted from the grid to estimate the position and structural index. For aeromagnetic data, we obtained results with a low spatial spread of position estimates using estimators Bd and Cd and determined the structural index from estimator Bd. From the resulting images we were able to refine the geological map.
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Appendix A


The Euler equation for 2D bodies was defined as [10]:


  ( x −  x 0  )   ∂ f   ∂ x   + ( z −  z 0  )   ∂ f   ∂ z   = − N ( f + B )  



(A1)




where B represents the background field.



Taking the derivatives of Equation (A1) in the horizontal and vertical directions, respectively, we obtain:


  ( x −  x 0  )    ∂ 2  f   ∂  x 2    + ( z −  z 0  )    ∂ 2  f   ∂ z ∂ x   = − ( N + 1 )   ∂ f   ∂  x ′     



(A2)




and:


  ( x −  x 0  )    ∂ 2  f   ∂ x ∂ z   + ( z −  z 0  )    ∂ 2  f   ∂  z 2    = − ( N + 1 )   ∂ f   ∂ z    



(A3)







Then, taking the horizontal derivative of Equations (A2) and (A3), we obtain:


  ( x −  x 0  )    ∂ 3  f   ∂  x 3    + ( z −  z 0  )    ∂ 3  f   ∂ z ∂  x 2    = − ( N + 2 )    ∂ 2  f   ∂   x 2  ′     



(A4)




and:


  ( x −  x 0  )    ∂ 3  f   ∂  x 2  ∂ z   + ( z −  z 0  )    ∂ 3  f   ∂  z 2  ∂ x   = − ( N + 2 )    ∂ 2  f   ∂ x ∂ z    



(A5)







Multiplying Equation (A4) and Equation (A5) by      ∂ 2  f   ∂  x 2      and      ∂ 2  f   ∂ x ∂ z    , respectively, and then adding them, we get:


   (  x −  x 0   )   [     ∂ 3  f   ∂  x 3       ∂ 2  f   ∂  x 2    +    ∂ 3  f   ∂  x 2  ∂ z      ∂ 2  f   ∂ x ∂ z    ]  +  (  z −  z 0   )   [     ∂ 3  f   ∂ z ∂  x 2       ∂ 2  f   ∂  x 2    +    ∂ 3  f   ∂  z 2  ∂ x      ∂ 2  f   ∂ x ∂ z    ]  = −  (  N + 2  )   [     (     ∂ 2  f   ∂  x 2     )   2  +    (     ∂ 2  f   ∂ x ∂ Z    )   2   ]   



(A6)







Substitute the Laplace equation into Equation (A6), and we obtain:


   (  x −  x 0   )     [     ∂ 3  f   ∂  z 2  ∂ x      ∂ 2  f   ∂  x 2    −    ∂ 3  f   ∂  x 2  ∂ z      ∂ 2  f   ∂ x ∂ z    ]     [     (     ∂ 2  f   ∂  x 2     )   2  +    (     ∂ 2  f   ∂ x ∂ Z    )   2   ]    +  (  z −  z 0   )     [     ∂ 3  f   ∂  z 2  ∂ x      ∂ 2  f   ∂ x ∂ z   −    ∂ 3  f   ∂ z ∂  x 2       ∂ 2  f   ∂  z 2     ]     [     (     ∂ 2  f   ∂  x 2     )   2  +    (     ∂ 2  f   ∂ x ∂ Z    )   2   ]    =  (  N + 2  )   



(A7)







According to the definition of local wavenumber, Equation (A7) can be rewritten as:


   k  2 z    (  x −  x 0   )  +  k  2 x   (  z 0  − z ) = N + 2  



(A8)







Multiplying Equations (A4) and (A5) by        ∂ 2  f   ∂ x ∂ Z        (     ∂ 2  f   ∂  x 2     )   2    +    (     ∂ 2  f   ∂ x ∂ Z    )   2    and        ∂ 2  f   ∂  x 2         (     ∂ 2  f   ∂  x 2     )   2    +    (     ∂ 2  f   ∂ x ∂ Z    )   2   , respectively, and then subtracting each other, we get:


   (  x −  x 0   )     [     ∂ 3  f   ∂  z 2  ∂ x      ∂ 2  f   ∂ x ∂ z   −    ∂ 3  f   ∂ z ∂  x 2       ∂ 2  f   ∂  z 2     ]     [     (     ∂ 2  f   ∂  x 2     )   2  +    (     ∂ 2  f   ∂ x ∂ Z    )   2   ]    +  (  z −  z 0   )     [     ∂ 3  f   ∂  z 2  ∂ x      ∂ 2  f   ∂  x 2    −    ∂ 3  f   ∂  x 2  ∂ z      ∂ 2  f   ∂ x ∂ z    ]     [     (     ∂ 2  f   ∂  x 2     )   2  +    (     ∂ 2  f   ∂ x ∂ Z    )   2   ]    = 0  



(A9)







According to the definition of local wavenumber, Equation (A9) can be rewritten as:


   k  2 x    (  x −  x 0   )  +  k  2 z   ( z −  z 0  ) = 0  



(A10)








Appendix B


The Euler equation for 3D bodies was defined as [10,25]:


  ( x −  x 0  )   ∂ f   ∂ x   + ( y −  y 0  )   ∂ f   ∂ y   + ( z −  z 0  )   ∂ f   ∂ z   = − N ( f + B ) .  



(A11)







Taking the derivatives of Equation (A11) in the x, y and z directions, respectively, we obtain:


  ( x −  x 0  )    ∂ 2  f   ∂  x 2    + ( y −  y 0  )    ∂ 2  f   ∂ y ∂ x   + ( z −  z 0  )    ∂ 2  f   ∂ z ∂ x   = − ( N + 1 )   ∂ f   ∂ x   ,  



(A12)






  ( x −  x 0  )    ∂ 2  f   ∂ x ∂ y   + ( y −  y 0  )    ∂ 2  f   ∂  y 2    + ( z −  z 0  )    ∂ 2  f   ∂ z ∂ y   = − ( N + 1 )   ∂ f   ∂ y    



(A13)




and:


  ( x −  x 0  )    ∂ 2  f   ∂ x ∂ z   + ( y −  y 0  )    ∂ 2  f   ∂ y ∂ z   + ( z −  z 0  )    ∂ 2  f   ∂  z 2    = − ( N + 1 )   ∂ f   ∂ z   .    



(A14)







Then, taking the vertical derivative of Equations (A12)–(A14), we obtain:


  ( x −  x 0  )    ∂ 3  f   ∂  x 2  ∂ z   + ( y −  y 0  )    ∂ 3  f   ∂ x ∂ y ∂ z   + ( z −  z 0  )    ∂ 3  f   ∂  z 2  ∂ x   = − ( N + 2 )    ∂ 2  f   ∂ x ∂ z   ,  



(A15)






  ( x −  x 0  )    ∂ 3  f   ∂ x ∂ y ∂ z   + ( y −  y 0  )    ∂ 3  f   ∂  y 2  ∂ z   + ( z −  z 0  )    ∂ 3  f   ∂  z 2  ∂ y   = − ( N + 2 )    ∂ 2  f   ∂ y ∂ z    



(A16)




and:


  ( x −  x 0  )    ∂ 3  f   ∂  z 2  ∂ x   + ( y −  y 0  )    ∂ 3  f   ∂  y 2  ∂ z   + ( z −  z 0  )    ∂ 3  f   ∂  z 3    = − ( N + 2 )    ∂ 2  f   ∂  z 2    .  



(A17)







Multiplying Equations (A15)–(A17) by   −    (   ∂ 2  f / ∂  z 2   )  ⋅  (   ∂ 2  f / ∂ z ∂ x  )     (  ∂ f / ∂ h  )   (     (  ∂ f / ∂ h  )   2  +    (   ∂ 2  f / ∂  z 2   )   2   )     ,   −    (   ∂ 2  f / ∂  z 2   )  ⋅  (   ∂ 2  f / ∂ z ∂ y  )     (  ∂ f / ∂ h  )   (     (  ∂ f / ∂ h  )   2  +    (   ∂ 2  f / ∂  z 2   )   2   )      and      (  ∂ f / ∂ h  )       (  ∂ f / ∂ h  )   2  +    (   ∂ 2  f / ∂  z 2   )   2     , respectively, and then adding each other, we get:


   ( x −  x 0  )      (    ∂ f   ∂ h    )   2     ∂ 3  f   ∂ x ∂  z 2    −    ∂ 2  f   ∂  z 2     (     ∂ 2  f   ∂ x ∂ z   ⋅    ∂ 3  f   ∂  x 2  ∂ z   +    ∂ 2  f   ∂ y ∂ z   ⋅    ∂ 2  f   ∂ x ∂ y ∂ z    )     (     (    ∂ f   ∂ h    )   2  +    (     ∂ 2  f   ∂  z 2     )   2   )   (    ∂ f   ∂ h    )    + ( y −  y 0  )      (    ∂ f   ∂ h    )   2     ∂ 3  f   ∂ y ∂  z 2    −    ∂ 2  f   ∂  z 2     (     ∂ 2  f   ∂ x ∂ z   ⋅    ∂ 3  f   ∂ x ∂ y ∂ z   +    ∂ 2  f   ∂ y ∂ z   ⋅    ∂ 3  f   ∂  y 2  ∂ z    )     (     (    ∂ f   ∂ h    )   2  +    (     ∂ 2  f   ∂  z 2     )   2   )   (    ∂ f   ∂ h    )       + ( z −  z 0  )      (    ∂ f   ∂ h    )   2     ∂ 3  f   ∂  z 3    −    ∂ 2  f   ∂  z 2     (     ∂ 2  f   ∂ x ∂ z   ⋅    ∂ 3  f   ∂ x ∂  z 2    +    ∂ 2  f   ∂ y ∂ z   ⋅    ∂ 3  f   ∂ y ∂  z 2     )     (     (    ∂ f   ∂ h    )   2  +    (     ∂ 2  f   ∂  z 2     )   2   )   (    ∂ f   ∂ h    )    = 0 ,   



(A18)




where     ∂ f   ∂ h   =      (     ∂ 2  f   ∂ x ∂ z    )   2  +    (     ∂ 2  f   ∂ y ∂ z    )   2     .



According to the definition of 3D local wavenumbers:


   k  2 x   =      (    ∂ f   ∂ h    )   2     ∂ 3  f   ∂ x ∂  z 2    −    ∂ 2  f   ∂  z 2     (     ∂ 2  f   ∂ x ∂ z   ⋅    ∂ 3  f   ∂  x 2  ∂ z   +    ∂ 2  f   ∂ y ∂ z   ⋅    ∂ 3  f   ∂ x ∂ y ∂ z    )     (     (    ∂ f   ∂ h    )   2  +    (     ∂ 2  f   ∂  z 2     )   2   )   (    ∂ f   ∂ h    )    ,  



(A19)






   k  2 y   =      (    ∂ f   ∂ h    )   2     ∂ 3  f   ∂ y ∂  z 2    −    ∂ 2  f   ∂  z 2     (     ∂ 2  f   ∂ x ∂ z   ⋅    ∂ 3  f   ∂ x ∂ y ∂ z   +    ∂ 2  f   ∂ y ∂ z   ⋅    ∂ 3  f   ∂  y 2  ∂ z    )     (     (    ∂ f   ∂ h    )   2  +    (     ∂ 2  f   ∂  z 2     )   2   )   (    ∂ f   ∂ h    )    ,  



(A20)






   k  2 z   =      (    ∂ f   ∂ h    )   2     ∂ 3  f   ∂  z 3    −    ∂ 2  f   ∂  z 2     (     ∂ 2  f   ∂ x ∂ z   ⋅    ∂ 3  f   ∂ x ∂  z 2    +    ∂ 2  f   ∂ y ∂ z   ⋅    ∂ 3  f   ∂ y ∂  z 2     )     (     (    ∂ f   ∂ h    )   2  +    (     ∂ 2  f   ∂  z 2     )   2   )   (    ∂ f   ∂ h    )    ,  



(A21)







Equation (A18) can be rewritten as:


   k 2    x  ( x −  x 0  ) +  k 2    y  ( y −  y 0  ) +  k 2    z  ( z −  z 0  ) = 0 .  



(A22)
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Figure 1. (a) Total magnetic anomaly of two cylinders with a magnetic inclination of 60° and a declination perpendicular to strike; (b) first- and second-order local wavenumbers of the magnetic anomaly in Figure 1a; (c) source location results generated by estimator A1 without screening; (d) source location results generated by estimator B1 without screening; (e) source location results generated by estimator Ad without screening; (f) source location results generated by estimator Bd without screening. 






Figure 1. (a) Total magnetic anomaly of two cylinders with a magnetic inclination of 60° and a declination perpendicular to strike; (b) first- and second-order local wavenumbers of the magnetic anomaly in Figure 1a; (c) source location results generated by estimator A1 without screening; (d) source location results generated by estimator B1 without screening; (e) source location results generated by estimator Ad without screening; (f) source location results generated by estimator Bd without screening.
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Figure 2. (a) Source location results generated by estimator A1 after screening; (b) source location results generated by estimator B1; (c) structural index results generated by estimator B1; (d) source location results generated by estimator A2; (e) source location results generated by estimator B2; (f) structural index results generated by estimator B2; (g) source location results generated by estimator Ad; (h) source location results generated by estimator Bd; (i) structural index results generated by estimator Bd; (j) source location results generated by estimator Dd; (k) structural index results generated by estimator Dd; (l) source location results generated by estimator As; (m) structural index results generated by estimator As; (n) source location results generated by estimator Bs; (o) structural index results generated by estimator Bs. 
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Figure 3. (a) Total magnetic anomaly of two cylinders with horizontal coordinates (x0) of 40 m and 70 m; (b) source location results generated by estimator A1, using the magnetic anomaly in Figure 3a; (c) source location results generated by estimator Bd, using the magnetic anomaly in Figure 3a; (d) total magnetic anomaly of two cylinders with horizontal coordinates (x0) of 45 m and 65 m; (e) source location results generated by estimator A1, using the magnetic anomaly in Figure 3d; (f) source location results generated by estimator Bd, using the magnetic anomaly in Figure 3d. 
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Figure 4. (a) Total magnetic anomaly of two infinite vertical sheets having a magnetic inclination of 60° and a declination perpendicular to strike; (b) source location results generated by first-order Euler deconvolution; (c) source location results generated by second-order Euler deconvolution; (d) source location results generated by estimator A1; (e) source location results generated by estimator A2; (f) source location results generated by estimator Ad; (g) source location results generated by estimator B1; (h) source location results generated by estimator B2; (i) source location results generated by estimator Bd. 
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Figure 5. (a) Total magnetic anomaly of two infinite vertical sheets having a magnetic inclination of 60° and a declination perpendicular to strike, a noise-corrupted magnetic anomaly with a Gaussian noise of 1% and a noise-corrupted magnetic anomaly with a subsequent Gaussian filter; (b) source location results generated by first-order Euler deconvolution method after filtering; (c) source location results generated by second-order Euler deconvolution method after filtering; (d) source location results generated by estimator A1 after filtering; (e) source location results generated by estimator A2 after filtering; (f) source location results generated by estimator Ad after filtering; (g) total magnetic anomaly of two infinite vertical sheets having a magnetic inclination of 60° and a declination perpendicular to strike, noise-corrupted magnetic anomaly with a Gaussian noise of 3% and noise-corrupted magnetic anomaly with a subsequent Gaussian filter; (h) source location results generated by Euler deconvolution method after filtering; (i) source location results generated by Euler deconvolution method after filtering; (j) source location results generated by estimator A1 after filtering; (k) source location results generated by estimator A2 after filtering; (l) source location results generated by estimator Ad after filtering; (m) RMS between the true depths and average of all the depths computed by estimators A1, A2 and Ad with decreasing noise. 
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Figure 6. (a) Magnetic anomaly of four cylinders having a magnetization inclined at 60°; (b) first- and second-order local wavenumbers of magnetic anomaly in Figure 5a; (c) source location results generated by estimator A1; (d) source location results generated by estimator Ad; (e) source location results generated by estimator Bd; (f) structural index results generated by estimator Bd; (g) source location results generated by estimator Dd; (h) structural index results generated by estimator Dd. 
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Figure 7. (a) The total field anomaly of two geological bodies having a magnetization inclined at 60°; (b) source location results generated by estimator C1; (c) source location results generated by estimator C1 in y direction view; (d) source location results generated by estimator Cd; (e) source location results generated by estimator Cd in y direction view; (f) source location results generated by estimator Bd; (g) source location results generated by estimator Bd in y direction view; (h) statistics of structural index estimates generated by estimator Bd. 
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Figure 8. (a) Regional geology map of survey area; (b) measured magnetic anomaly. 
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Figure 9. (a) Source location obtained by estimator C1; (b) source locations obtained by estimator Cd; (c) source locations obtained by estimator Bd; (d) structural index obtained by estimator Bd. 
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Figure 10. Revised or modified magnetic features (dark red), compared with the geological inferences (pink). 
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