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Abstract: Wide-area space surveillance sensors are the backbone to cataloging of Earth orbiting
objects. Their core capability should be to efficiently detect as many space objects as possible over
a large space domain. As such, the question of how to quantitively evaluate the object detection
performance of the sensors is critical. The evaluation is traditionally performed by means of infield
static tests and out-field calibration satellite tests. However, this simplified method is flawed in terms
of its representativeness in spatial-temporal coverage and object types, because space objects vary
greatly in orbit type, size, and shape, and thus the evaluation results may be overoptimistic. This
paper proposes a practically implementable procedure to quickly and reliably evaluate the object
detection performance of space surveillance sensors in which a catalog containing a vast number
of on-orbit objects is used as a reference. It first constructs a unified model to estimate the size of
objects from its radar cross section (RCS) data, then it presents a hierarchy scheme to efficiently
compute object visibility, and finally, it makes the sensor performance evaluation through a data
point matching technique. Experiments with two simulated sensors demonstrate that the realized
performance is always inferior to the designed one, and in some cases the difference is significant
and concerning. The presented approach could be routinely applied to evaluate the performance of
any operational surveillance sensors and provide insight on how the sensor performance could be
improved through refined design, manufacture, and operation.

Keywords: wide-area space surveillance sensor; on-orbit space object catalog; RCS and size; performance
evaluation

1. Introduction

In recent years, space surveillance has gained more and more attention from space-
faring nations of the world, since it is becoming a fundamental part of the space battlefield.
Space surveillance is realized by a network of sensors that continuously collect orbit data
of Earth orbiting space objects over its intended space domain, and thus an orbit catalog
can be maintained. The sensors are the backbone of a space surveillance system [1,2].
Well known wide-area sensors include the New Space Fence [3,4], Space Surveillance
Telescope (SST) [5], SBSS Block 10 satellite [6], and ORS-5 satellite [7] in the United States
Space Surveillance Network (SSN), which also includes other globally distributed optical
telescopes, the French GRAVES (Grande Réseau Adapté à la Veille Spatial) system [8], the
German FGAN/TIRA radar [9], and double-fenced radar [10]. These sensors have wide
fields of view that cover or can scan a vast space domain. Using the nature of the Earth’s
rotation or the orbital motion of the sensor platform, they can realize efficient surveillance
of space objects.
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Development of space surveillance radar or optical sensors goes through a number of
phases. With the increasing technological complexity and associated huge cost, the devel-
opment timeframe tends towards becoming longer, partly because performance evaluation
is not only a necessity, but sometimes a sophisticated process in every stage of the sensor’s
whole life cycle. A main purpose of the evaluation is to control development quality or
to optimize performance. There are quite a number of methods available to perform the
evaluation, such as the well-known Analytic Hierarchy Process (AHP) method [11,12], the
System Effectiveness Analysis (SEA) method [13], and principal component analysis [14].
These methods have been widely used in many industries, among which the weaponry
industry is a notable area. Literature is rich in sensor performance evaluation [15,16].
However, space surveillance sensor performance evaluation is a relatively new topic.

In the field of space surveillance, simulation techniques are a more dominant approach,
where the space object catalog, sensor configurations, and operation modes can all be simu-
lated, and thus the performance of object detection, tracking, and cataloging is evaluated.
Donath et al. [17,18] designed two schemes for the proposed European Space Agency (ESA)
space surveillance system consisting of a phased-array radar and a network of ground-
based electro-optical telescopes, to evaluate the system’s coverage over a geosynchronous
orbit (GEO) region and analyze the effect on the performance of detecting GEO space
objects when adding or deleting sensors. Flohrer et al. [19,20] and Schildknecht et al. [21]
studied the performance of a planned European optical GEO satellite observation system
in terms of the GEO coverage and the minimum detectable object size under various condi-
tions. Olmedo et al. [22,23] simulated the capability of cataloging GEO debris in terms of
the coverage, timeliness, and orbit determination accuracy of the European Space Situa-
tional Awareness System (ESAS) using the Advanced Space Surveillance System Simulator
(AS4). Carolin et al. [24] analyzed the change in detection performance when sensors are
assigned different parameters in the mission plan phase of the European Space Optical
Monitoring Network (ESOMN). Utzmann et al. [25] conducted a performance evaluation
of the structural design of the European Space Surveillance and Tracking System in which
the sensor system characteristics are defined and achievable performance is assessed via
simulation for all space regions. Hu et al. [26] developed a simulation system to analyze the
debris observation capability of optical sensors, in which the operation mode and sensor
parameters can be set.

Non-commercial software exists for the performance evaluation of space surveillance
systems. The Space Surveillance Network and Analysis Model (SSNAM) [27] has been
developed for assessing the performance variations of a space surveillance system when
modifications are made to the system. The modifications could be sensor station location
changes, inclusion or removal of sensors, or sensor configuration changes. The ESA Radar
and Optical Telescope Observation Forecasting (PROOF) software [28] is a tool for debris
model validation and observation forecasting. With this tool, radar and optical sensors can
be simulated to perform performance evaluation. Unfortunately, these software tools are
not readily available for many users.

Simulation techniques can provide a generally expected, but usually overoptimistic
performance guidance, because there are several factors that are difficult to consider in
simulations. A prominent one is the lack of accurate knowledge about the size of space
debris, which is required to determine the visibility of a piece of debris to a sensor. It is
known that space debris objects tumble in space, but their sizes are usually set to some
nominal values, leading to inaccurate estimation of their visibility. The dynamic space
environment, which experiences various levels of solar ultraviolet (UV) radiation, charged
particle (ionizing) radiation, plasma, surface charging and arcing, temperature extremes,
and thermal cycling, is very challenging to simulate. In fact, it is rare to consider the
environment dynamics in simulations. Therefore, it is a difficult task to simulate the
performance of a space-based sensor. In addition, various technical trade-offs may be made
in the sensor development phases and full simulations would be very time consuming.
As a result, the practically realized sensor performance likely deviates from the originally
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designed performance. Without a clear knowledge of the real performance of a space
surveillance sensor system, planning and scheduling of object detection and tracking may
be less perfect, and sometimes this may lead to long data outages, which in turn affect
the orbit cataloging performance or the orbit determination accuracy. Therefore, how to
accurately evaluate a space surveillance sensor’s or sensor system’s realistic capability and
performance of space object detection is still a critical requirement.

It is a common practice that, during design, manufacturing, and early deployment,
a sensor’s detection capability and performance are evaluated on a set of indices by the
means of infield static tests and outfield calibration satellite tests. The infield tests usually
use calibration towers at close distance and not in the orbit environment of space objects;
thus, it is unlikely to obtain realistic detection performance by infield tests. In outfield
tests, the reference objects are a limited number of satellites, which are usually large in
size, and their positions, sizes and shapes are accurately known, such as Satellite Laser
Ranging (SLR) satellites and GNSS satellites. The tests are usually performed in a largely
ideal environment over a short time, and it is the usual case that these satellites will all be
detected. Because the satellites do not sufficiently represent the types of space objects and
orbit regions in the real operation environment, the evaluation results from the infield and
outfield tests do not reflect the performance of operational sensors in the real world.

Many users are concerned with the ongoing performance of an operating sensor or
sensor system, and thus routine evaluation is needed, in which the most important metric
is the ‘visibility’ of space objects to the sensors. It is usually assumed that, if an object is
visible to a sensor, the object can then be detected by the sensor. The visibility is highly
dependent on the sensor’s capability described by a set of sensor parameters; the physical
size of the object, which is a main factor determining the signal-to-noise level (SNR) to the
sensor; the geometrical relationship between the sensor and the object, and view angles
from the sensor to the object in the case of optical sensors.

To overcome the defects in current performance evaluations, this paper proposes to
use detection probability as the key index for measuring sensor performance. Detection
probability is defined as the ratio of the number of actually detected objects to the predicted
number of detectable objects, with the latter computed from a reference catalog that contains
a large number of space objects in various orbit regions and with different sizes and
shapes. Thus, the realized detection probability can be modeled and analyzed as a function
of the object type, signal to noise ratio (SNR), size, and orbit region. This procedure
for determining detection probability is better standardized, practically and routinely
implementable, and can be applied to evaluate performance of various sensors. Such a
procedure and subsequent software should be developed based on a real object catalog and
issues about the object size and visibility computation should be addressed accordingly.
This procedure allows users to know their sensors’ real performance, which likely fluctuates
with the operating mode, sensor status, and environment.

In this paper, the focus is on the fast and reliable detection performance evaluation
of operating space surveillance sensors based on the use of an existing object catalog. To
achieve this aim, several important issues need to be addressed. The first is the object
size estimation from its radar cross section (RCS), for which a unified model is derived
in Section 2. Section 3 presents a method to quickly and accurately compute a sensor’s
object visibility by a hierarchy scheme to solve multi-objective functions. In Section 4,
the detection performance evaluations for two typical sensors are presented, followed by
conclusions in Section 5.

2. Size Estimation Model of On-Orbit Catalog Objects

Infield static tests and outfield tests on calibration satellites for a wide-area space
surveillance sensor do not sample many space objects and thus lack representativeness of
the orbit region, size, and shape of space objects. The FPS-85, French GRAVES, and other
sensors usually carry out a debris detection campaign to evaluate their object detection
capabilities [8] and determine whether the sensor achieves the expected performance. In
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either the simulation or the campaign method, a reference space object catalog is used. The
most important information in a catalog is the orbit elements of space objects, which are
necessary to compute the position and velocity of space objects. Other information may
be included, such as the radar cross section (RCS) of space objects, from which the object
sizes may be estimated. With the use of a reference catalog, such evaluations can provide a
much more realistic performance assessment comparing with that of the static tests.

2.1. Orbit Distribution of Cataloged Objects

Small samples of well-known satellites selected for the infield and outfield static
sensor performance tests cannot well represent the characteristics of space objects, and the
demonstrated detection capability can be misleading. This problem can be dealt with by
using a catalog of thousands of space objects whose orbit data and RCS data are known to
a relatively good accuracy. For this reason, it is imperative to establish a reference catalog
with a large number of on-orbit space objects. At present, the most-widely used catalog is
the North American Aerospace Defense Command (NORAD) catalog, which is maintained
using the data collected by United States Space Surveillance Network (SSN). The orbit
elements of the (NORAD) objects are in the form of two-line-elements (TLE), with which the
position and velocity of an object at times of interest can be computed using the Simplified
General Perturbations/Simplified Deep Perturbations (SGP4/SDP4) algorithm [29]. As
of the time of preparing this paper, there are about 35,800 near-Earth space objects in the
catalog. There are two congested orbit regions, one at an altitude between 800 km and
1100 km, the other the geostationary orbit (GEO) region. Because the TLE sets of most
cataloged objects are updated regularly, the position computed from updated TLE would
have reasonable accuracy at hundreds of meters to a few kilometers, depending on the age
of the TLE used. Considering the number of cataloged objects, the regular TLE updates, and
the important open accessibility, the NORAD catalog is appropriate for use as a reference
catalog for the performance evaluation. It is worth of noting that the NORAD catalog is
also used by many civilian users in space conjunction analysis, object decay prediction,
etc. Other catalogs include the Russian one based on the International Scientific Optical
Network (ISON), which is more concerned on the medium-high orbit objects; the catalog
from the Union of Concerned Scientists (UCS), and one which publishes some classified
TLE information.

In this paper, the NORAD catalog is selected as the reference. The initial task is to select
a good number of objects cataloged as reference examples to demonstrate distribution. The
TLE-formatted low Earth orbiting (LEO) objects and objects in the GEO region during the
period 1–7 July 2020 are used in this study. All TLEs are obtained from www.space-track.org
(accessed on 10 January 2022). (Note that the space-track website does not provide the
RCS of the cataloged objects in Basic Services. They will provide the cataloged objects
RCS on in Advanced Services. The Advanced services are available to all entities who
sign an SSA Sharing Agreement with USSPACECOM.) Figures 1 and 2 shows the orbital
altitude–inclination distribution of low Earth orbiting (LEO) objects and the Earth fixed
longitude–latitude distribution of objects in the GEO region.

It is seen from Figure 1 that objects are spread in space with different spatial densities.
The objects in the reference catalog are much more diverse in orbit type and size in the form
of RCS. The object detection performance can be measured against a certain criterion or a
combination of several criteria; for example, the performance can be expressed as a function
of orbit altitude and size. Over a relatively short time period, a sensor can be operated to
detect objects in a wide space domain and the actual detections can be compared to the
predicted detections based on sensor parameters, with the resulting difference reflecting
the accuracy of the sensor parameters.

www.space-track.org
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Figure 1. Orbital altitude inclination distribution of LEO objects.
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2.2. A General Size Estimation Model Based on RCS Data

In addition to the position, object size plays an essential role in the performance
evaluation, since it is used to compute the detection SNR or the object’s visual brightness.
Unfortunately, the size information is uncertain because an object may have a complicated
geometrical structure and varying attitude. The object size information published in the
NORAD catalog is the equivalent RCS, which is an average of RCS sequences observed
many times. RCS is the cross-sectional area of electromagnetic scattering of the object,
which is a measure of the physical size to some extent. However, the relationship between
the RCS, the physical size, the radar frequency band, and other factors is very complex [30],
and the RCS cannot be directly converted to the object size or optical brightness. Example
estimation models include the swelling fluctuation model [30] and the SEM model [31]
of Lincoln Laboratory. Here, a generalized model to estimate physical size from RCS
at different frequency bands is developed by the use of the RCS calculation formula for
standard metal balls and the fluctuation characteristics of RCS.

In order to further fulfill the requirements of object detection performance evaluation
in the real word, there are two problems that must be solved in developing the RCS-based
size estimation model. One is to realize point-to-point size estimation from RCS, which
should avoid effects from time-varying RCS fluctuation and complex coupling. The other
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is to form a monotonic mapping function between physical size and RCS by the use of the
general electromagnetic scattering equivalency model and reduce the influence caused by
object attitude and shape. It is expected that such a size estimate model should be valid and
accurate for the performance evaluation. Here, a generalized model to estimate physical
size from RCS at different frequency bands is developed by the use of the RCS calculation
formula for a standard metal ball and the fluctuation characteristics of RCS.

For a metal conducting sphere with a diameter of D, its RCS, σball , can be expressed
as a Mie series [30]:

σball

πr2 =

(
j

kr

) ∞

∑
n=1

(−1)2(2n + 1)(
krJn−1(kr)− nJn(kr)

krH(1)
n−1(kr)− nH(1)

n (kr)
− Jn(kr)

H(1)
n (kr)

) (1)

where r = D/2, k = 2π/λ is the wave number, λ is the radar wavelength, Jn is the Bessel
function of the first class of order n, H(1)

n (kr) = Jn(kr) + jYn(kr) is the Hankel function of
order n, and Yn is the Bessel function of the second class. The RCS computed from (1) may
be approximated by a polynomial Pn for a given λ and D:

10 lg
(σball

λ2

)
≈ Pn

(
10 lg

(
D
λ

))
(2)

where Pn(x) = p1xn + p2xn−1 + · · ·+ pnx + pn+1 is a polynomial of order n, and p1, . . . , pn+1
are coefficients of the polynomial. The coefficients can be estimated by solving the following
optimization equations where the theoretical RCS values are computed using (1) for various
D and λ:

{p1, . . . , pn+1} = min
pm ,...,pn−1

∥∥∥∥Pn

(
10 lg

(
D
λ

))
− 10 lg

(σball

λ2

)∥∥∥∥2

2
(3)

where ‖ · ‖2 is the second-order norm of a vector. In fact, the coefficients can be estimated
by the least-squares method with the theoretical RCS, D, and λ as inputs. According to the
relation between the RCS and wavelength, the scattering zone is usually divided into the
optical zone (D � λ) and the Rayleigh zone (D � λ), with the resonance zone in between,
in which the RCS in the resonant zone fluctuates strongly with the object diameter and
wavelength. There is no strict criterion to specify the RCS zones. As in [31], the diameter-
to-wavelength ratios of 0.25 and 5.0 are used in this paper to form three RCS zones, and
this results in a curve of the theoretical RCS as a function of the diameter-to-wavelength
ratio, shown as red in Figure 3. It is seen that the RCS fluctuates in the resonance zone;
thus, the mapping between the RCS and the diameter-to-wavelength ratio is not monotonic
anymore, so the polynomial fitting of the theoretical RCS should be made separately for
different zones. For the curve in Figure 3, it needs three polynomials, respectively, for three
zones. For the optical or Rayleigh zone, a third-order polynomial will approximate the red
curve in the specified zone. For the curve in the resonance zone, a second-order polynomial
would be appropriate. Assuming the radar frequency f = 438.5 MHz, the polynomial fitting
results are as follows, which are shown as blue in Figure 3:

Pn

(
x; x = 10 lg

(
D
λ

))
≈


−0.0018x3 − 0.0828x2 + 4.7701x + 22.5501 D

λ ≤ 0.25
0.0483x2 + 1.6821x− 0.7961 0.25 < D

λ < 5
−0.0056x3 + 0.0917x2 + 1.199x + 1.8577 5 ≤ D

λ

(4)
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Now, with the fit polynomials, the physical size of the object D can be determined:

10 lg
(

D
λ

)
= P−1

n

(σball
λ2

)
(5)

Using (5), one is able to determine a unique D corresponding to a given σball and
wavelength λ. After obtaining the physical size D of an object, it should be possible to
compute its RCS at other radar frequencies or to determine the visual magnitude of the
object. As shown in Figure 4, the RCS values at radar frequencies of 438.5 MHz and 1.5 GHz
are different.

As can be seen from Figure 4, the size estimation model based on RCS data can depict
quite well the numerical variation trends of the RCSs at the two different radar frequencies,
and a simplified monotonic mapping relationship between the RCS and physical size can
be formed. Based on the unified relationship between the RCS and object size, the SNR
levels for optical or radar sensors can be evaluated.
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3. A Hierarchy Scheme for Visibility Computation

The reference catalog of on-orbit objects and the model for estimating object physical
size from the RCS data allow us to accurately evaluate the object detection performance of
a sensor. For the evaluation, the visibility of an object with respect to the sensor at a specific
time is the first to be computed (or predicted) using the position and size data of the object
and the sensor’s detection parameters, such as the minimum SNR level. Because of the
vast number of objects in the reference catalog, a fast and reliable visibility computation
algorithm in which visible objects are not missed or falsely predicted visible is needed.

The visibility of an object with respect to a sensor is constrained by many factors.
Typical constraints include distance, azimuth and azimuth ranges, searching beam, field of
view (FOV), and minimum SNR. Imposing more constraints would slow the computation
and thus affect the timeliness of the evaluation. A common practice is to first examine the
constraint conditions point by point in a time window and then find the boundary of the
visible time interval with the method of bisection [32], Although the algorithm is simple to
implement, the time step length must be small enough to avoid missing visible time; as a
result, the computation time is generally unacceptable.

An analysis of the spatial distribution of visible objects reveals that, for each individual
object, the visible time intervals or visible orbit arcs with respect to a sensor are usually
sparse and short in time duration. This suggests that the step-by-step algorithm can
be improved by filtering out some invisible time periods during which the object will
be invisible. This paper proposes an optimization approach to speed up the visibility
computation. For this, an objective function subject to object visibility constraints is first
derived; the function is then solved with a highly efficient numerical optimization method
and the boundary of the visible regions is finally determined.

3.1. An Optimization Approach to Visible Time Interval Determination

The information needed for the visibility computation includes the object’s position
and the sensor’s positional data and pointing detection parameters. The object position
and velocity r and vector v are usually computed from cataloged elements, e.g., TLE. The
sensor positional data includes the position vector R and velocity vector V at time t. A
sensor can be ground-, sea-, or space-based, and operated in tracking or surveying mode;
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either way, the pointing direction of the sensor at time t θ is known. Given the above
information, a few observables of the object relative to the sensor can be computed and
each of these observables may be expressed as a function in the form of f (r, v, R, V, θ, t).
For a space object to be detected by a sensor, each of relevant observables has to be within
its respective visibility constraint region. For example, an object has to be within the
FOV of a telescope, which may be specified by an azimuth range and an elevation range,
such that the object will be possibly visible to the telescope. For each relevant observable,
the visibility condition may be formulated as f (r, v, R, V, θ, t)ε[Xmin, Xmax], where Xmin
and Xmax represent the low and high boundaries of the visibility region, respectively. To
determine whether the object is visible during a specified time window, [ts, te] is essential to
determining whether there is any time interval in the window in which all the observables
are within their preset constraint regions. The found object-visible time interval is denoted
as [tmin, tmax], where tmin and tmax represent the starting and ending times, respectively.

For a particular visibility condition, one demands the following be true for the corre-
sponding observable f (r, v, R, V, θ, t):

Xmin ≤ f (r, v, R, V, θ, t) ≤ Xmax, t ∈ [ts, te] (6)

Equation (6) can be re-formulated to a zero-point problem:

− f (r, v, R, V, θ, t) + Xmin ≤ 0

f (r, v, R, V, Θ, t)− Xmax ≤ 0, t ∈ [ts, te]
(7)

The boundary value tmin of Equation (7) is a zero point of equation f (r, v, R, V, θ, t)+
Xmin = 0 and tmax of f (r, v, R, V, θ, t)− Xmax = 0. In order to facilitate the optimization
calculation, the solution to the zero-points of Equation (7) can be converted to a one-
dimensional minimum optimization problem; that is, tmin and tmax are the solutions that
minimize the following objective functions, respectively:

min
tmin
|− f (r, v, R, V, θ, t) + Xmin|, t ∈ [ts, te]

or, min
tmax
| f (r, v, R, V, θ, t)− Xmax|, t ∈ [ts, te]

(8)

Equation (8) can be solved quickly using optimization algorithms such as the BRENT
method [32], the golden section method [33], the or Goldstein method [34]. The solutions
are tmin, tmax within the given time window [ts, te]. The solutions need to be evaluated as
to whether the middle point tmid = (tmin + tmax)/2 meets the following conditions:

− f (r, v, R, V, θ, tmid) + Xmin < 0,

and f (r, v, R, V, θ, tmid)− Xmax < 0
(9)

If Equation (9) holds for tmid, then [tmin, tmax] is a time interval during which the object
is visible to the sensor. The observable f (r, v, R, V, θ, t) is usually not monotonic in a long
time window and solving (8) results in multiple zero points tmin and tmax. One option to
ease this problem is to divide the whole time window into a few sub-windows in each of
which the observable becomes monotonic. Given the sensor, operation mode, space object,
and the observable, such sub-windows can be easily determined by a simple analysis of the
observable’s monotonicity. The length of such sub-windows is usually quite long. Assume
that, for a ground radar, the maximum distance and minimum elevation for an object to
be visible to the radar are 6000 km and 30°, respectively. By analyzing the curves of the
objective functions for the distance and elevation of the object with NORAD ID 00005 over
a time window of 24 h, as shown in Figure 5, the time sub-windows are easily determined.

It is seen from Figure 5 that, for either the distance or elevation, a sub-window is
about half of the orbital period. In Figure 5, the object-visible time intervals are where the
objective functions are less than zero. For each sub-window, the derivatives of the objective
function with respect to the constraint observable at the two end points are computed and
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if the signs of the two derivatives are different, the sub-window is further divided into
shorter sub-windows. In this way, the zero points of (8) can be quickly solved for the final
sub-windows and the boundaries of the visible time intervals are eventually obtained.
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Figure 5. Objective functions for the distance (up) and elevation (down) constraints.

3.2. Hierarchy Scheme for Multi-Constraint Visibility Computation

In the above, the visible time interval subject to one constraint is determined by solving
the optimization problem of Equation (8). For an object to be detected by a sensor, there
are multiple constraint observables, each of which must make Equation (6) true. That
is, for each observable, there can be one or more visible time intervals. The visible time
intervals determined for all constraints may form some overlap intervals, which are then
the final visible time intervals. This visibility computation method is termed the overlap-
ping technique, because each of the final visible time intervals is an overlapped interval
during which all the visibility conditions are held, whereas each individual condition is
independently applied to determine the corresponding time intervals.

A practical problem with the overlapping approach is the potential heavy computation
burden when the visibility computation is required for a large number of space objects and
multiple sensors. It is necessary to speed up the computation, and this is possible since
the observable orbital arcs of space objects by a space surveillance sensor are sparse and
short in time duration, usually only a few minutes or less. In fact, when the visible time
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intervals have been determined with one or more constraints, only these intervals need to
be considered as to whether they are also visible time intervals under the next constraint.
The most likely outcome is that the lesser and shorter visible intervals are subject to all
applied constraints. This hierarchy time interval determination scheme can be repeated for
the remaining constraints and as a result, the efficiency of the visibility computation can be
greatly improved.

The hierarchy scheme is easy to implement, but the constraint priority is needed to
determine in what order the constraints should be sequentially applied to determine the
visible time intervals. The priority can be determined according to the lengths of the visible
time intervals under each constraint. The first constraint is the one that results in the longest
interval duration, the second constraint is the one with the second-longest duration, and so
on. For commonly used radar or optical sensors, the distance constraint is clearly the most
prioritized constraint, followed by the elevation, azimuth, FOV, SNR, and illumination
constraints, all of which have no preferred priority order.

A comparison of the computing times with the overlapping technique and hierarchy
scheme was made for a simulated ground-based radar. The radar was assumed to be able
to detect an object at a distance of 6000 km. Therefore, the first constraint is that the distance
is less than 6000 km. Other visibility constraints are that the elevation is higher than 30°,
the azimuth is in the 120°–240° range, and the SNR is larger than 12.6 dB. The visible time
intervals were computed with the two techniques for an object of RCS 0.1 m2 at an orbital
altitude of 600 km, and the determined visible arcs/time intervals and computing times
are given in Table 1.

Table 1. Comparison of visible time interval computation.

Distance
Constraint

Elevation
Constraint

Azimuth
Constraint

SNR
Constrain Sum

Overlapping technique

Number of visible arcs 45 30 69 28 172
Total arc duration (min) 1450 678 2279 532 4939
Mean arc duration (min) 32.22 22.60 33.03 19.00 106.85

Computation time (s) 3.99 2.46 5.57 2.57 14.60

Hierarchy scheme

Number of visible arcs 45 30 30 27 132
Total arc duration (min) 1450 678 361 320 2890
Mean arc duration (min) 32.22 22.60 12.03 11.86 78.71

Computation time (s) 3.99 1.80 2.07 1.40 9.26

It can be seen from Table 1 that using the overlapping technique will result in a
total of 172 visible arcs/time intervals with a computation time of 14.6 s. In contrast, the
computation time using the hierarchy scheme is reduced by 36% because 23% of the arcs
are ignored in the sequential constraints. Such an improvement in computation efficiency
is very valuable for visibility computation of a large number of space objects.

4. Detection Performance Analysis Based on Data Point Matching

After the visibility prediction for objects in the reference catalog, it is now feasible
to accurately analyze the nominal detection parameters of the sensor. A straightforward
way is to first compare the observed arcs to the predicted arcs and then use differences to
analyze the detection performance from different perspectives.

4.1. Matching of Predicted and Observed Data Points

The correctness of the match between the observed and predicted data is affected by
the errors existing in both types of data, the threshold, and the used matching method. The
predicted data is based on relatively accurate orbital elements of an object of known identity,
whereas the observed data is mostly from a short orbit arc from which only inaccurate
initial orbit elements can be estimated. Therefore, it is inappropriate to perform the data
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matching using the orbit elements, but the estimated initial orbit elements may be used to
screen out some predicted arcs that are impossible to match to an observed arc.

After the preliminary screening, point-by-point differences (or residuals) between the
observed and predicted data are computed. Assuming that the observations of an object
are collected by a sensor at N time epochs, and given the set of TLE (or precise ephemeris,
if available) of an object, the positions at the observation epochs can be computed with the
SGP4/SDP4 algorithm (or associated algorithm) and thus the corresponding “observations”
(or predictions) in the form of the distance between the object and the sensor, and the
azimuth/elevation or right ascension/declination of the object with respect to the sensor,
can be computed. Depending on the sensor type, there could be one or more sequences of
observation residuals for the observed arc. For example, given a radar sensor, we could have
three sequences in the azimuth, elevation, and range, respectively. A residual sequence
can be denoted as {∆δ1, ∆δ2, . . . ∆δN}. The residual sequences contain comprehensive
information about the observations and their corresponding predictions, and can be used
to form some parameters, denoted as M, which in turn are used to judge whether the
observed arc is correlated to the predicted arc.

From a residual sequence, two types of parameters, statistical and physical, can be
derived. Typical statistical parameters are the mean of the residuals σmean, the median of the
residuals σmedian, the standard deviation of the residuals σstd, and the RMS of the residuals
σrmse. On the other hand, a residual sequence may be modeled by a linear function of
time a0 + a1t. In this case, a0 represents the systematic bias and a1 represents the change
rate of the residuals, which has clear physical meanings. For instance, when the radar
range residuals are fit to the linear function, a0 is then the systematic bias between the
measured and predicted ranges, and a1 is the change rate of the range residuals. Additional
parameters may be defined for some unique detection scenarios.

A match between an observed and a predicted arc could be declared if all or some
of parameters M are less than their respective threshold SM. Given a residual sequence
{∆δ1, ∆δ2, . . . ∆δN}, the match equation can be expressed as, for example:

δrmse ≤ Sδrmse , a1 ≤ Sa1 (10)

where Sδrmse and Sa1 are the thresholds for the RMS and change rate of the residuals,
respectively. Depending on whether the sensor is optical or radar, there could be two or
three match equations, each of which should hold to declare a match between an observed
and a predicted orbit arc.

The threshold values should be determined considering the orbit prediction error,
observation error, and other factors. Small thresholds reduce the mismatch probability, but
increase missed matches. Therefore, optimal thresholds are desired. They can be found
following two rules: the thresholds result in a less than 5% mismatch probability; and an
increase of 10% in the thresholds increases correct matches by less than 1%.

4.2. Performance Evaluation Procedure

We have now discussed the three critical aspects in sensor detection performance
evaluation using an on-orbit object catalog, i.e., the estimation of object size from its RCS,
the computation of the visible time periods, and the matching of the observed and predicted
data. The final aspect is to determine features that most concern engineering perspectives.

In this paper, we focus on the two important features regarding the detection perfor-
mance of a sensor: one is the spatial-temporal coverage of the sensor and the other is its
actual object detection ability. Given appropriate definitions of these two features and the
corresponding indices, which can be computed, the detection performance can now be
evaluated with the procedure shown in Figure 6. We propose using detection probability,
which is defined as the ratio of the number of both observed and matched arcs to the
number of predicted arcs, to measure performance. The inputs include the TLE catalog, the
sensor parameters, and the observed data. The thresholds for the data match also need to
be set.
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Figure 6. Schematic diagram of the proposed performance evaluation procedure.

Note that for each of these two features, a few qualitatively computable indices that
represent the most required performance are needed. They will be defined along with the
examples presented below.

4.3. Detection Performance Evaluation Examples

In the following section, the spatial-temporal detection coverage and the actual de-
tection ability of two sensors are evaluated with the proposed approach. One sensor is a
ground-based wide-area space surveillance radar and the other is a space-based optical
telescope. The radar is assumed to be pointing upwards with space coverage from the
zenith downward to 30° of elevation. It is designed to detect LEO objects. The space-based
optical telescope takes the Space Based Space Surveillance (SBSS) satellite as its prototype.
It is on a near-circular sun-synchronous orbit, points away from the Sun, and aims to survey
objects in the full GEO region.

We may point out that, for each sensor, although the duration of data used in the
analyses is only a few days, it should be appropriate to demonstrate the effectiveness of the
proposed evaluation approach

4.3.1. Spatial-Temporal Coverage

The indices for measuring the spatial-temporal coverage are the spatial coverage,
temporal stability, and observation timeliness. The three indices are used to examine
whether there is any discontinuity in the detection operation and whether there is any
space area where the detection is less likely to be successful, all the most concerning factors
for sensor users.

The space coverage in this paper is concerned with the detection probability in the
intended space area. If the space area covered by the sensor is large, the space can be
further divided into multiple regions of equal area. Figures 7 and 8 shows the simulated
radar’s detection performance over a time span of 24 h in the covered space. In the Figure 7,
the visible objects, marked as blue circles, are the observed objects, and the invisible objects
marked as red triangle are the predicted, but not observed objects. They are shown with
respect to the distance between the radar and object, and the space angle, which is the
zenith angle of the object. In order to differentiate the location of an object, the space angle
is set positive if the object is in the east part of the sky, and negative if it is in the west.
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Figure 8. Detection performance of the simulated radar in the covered space.

The simulated ground-based wide-area surveillance radar has a very good detection
performance in the intended space which extends from the zenith to the low boundary of
the radar beam at the elevation of 30°, as seen from the Figure 8. The number of invisible
objects is only a fraction of the visible objects. In terms of the detection probability defined
above, it is generally above 80% for most of the covered space, as seen in the top figure.
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Clearly, the number of observed objects is less than that of the predicted ones, suggesting
there may be some issues in the sensor and/or the evaluation.

The radar has a wide-area FOV. When the FOV is divided into 38 regions of equal beam
width, the detection probability in different regions, shown in the top figure, is uneven.
The detection probability on the fence edge is relatively low, indicating that the achieved
detection capability of the sensor in parts of its intended space is lower than expected.
Because this detection probability is evaluated based on high-precision predictions and
matched observation arcs, shown respectively as red and blue marks in the bottom figure,
its reliability is undoubtfully much higher than that from infield and outfield static tests.
Importantly, the evaluation has uncovered the areas in the radar fence where the detection
performance is weak, which would help identify potential defects in the sensor’s design,
manufacture, deployment or operation. In fact, this is one of the reasons to carry out the
routine performance evaluation.

Next, the temporal stability, which describes the stability of a sensor’s detection
probability over time is analyzed. A small fluctuation in the detection probability over time
indicates the sensor has steady detection performance. Figure 9 shows the hourly detection
probability of the simulated radar over a time span of 72 h.
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Figure 9. Temporal stability of the detection probability of the simulated radar

As can be seen from Figure 9, the overall detection probability of the radar over time
is relatively stable at over 80%, with the peak at almost 100%. However, the performance
appears to decline slowly with time even in the short span of 72 h, which could be a concern
to be monitored further. A very disturbing issue is that the radar does not perform well in
the early stage of the operation, during which the detection probability is very low. In most
cases, slight fluctuations in the detection probability over time would be hard to notice
without a detailed and continuous temporal stability evaluation against a reference catalog.
It helps to obtain an accurate assessment of the sensor’s detection performance stability in
each time interval, along with the long-term operation capability.

Another important performance index is observation timeliness, which describes
the time interval between two consecutive observed orbit arcs for an object. A short
interval indicates that more orbital arcs are observed, which is necessary for achieving
high precision orbit determination of an object. By comparing the differences between the
predicted intervals and the actual intervals, a sensor’s operation strategy can be optimized.
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Figure 10 shows the distribution of the time intervals for GEO objects observed by the
simulated space-based optical telescope.

Figure 10. Observation timeliness of GEO objects by the simulated space-based optical telescope.

It can be seen from Figure 10 that the time interval for most GEO objects is about one
day, as expected with the designed operation mode. This is consistent with the orbital
period of GEO objects. It can also be found that a large portion of GEO objects have much
shorter observation intervals of only 2 to 3 h, which shows that the designed operation
mode enables the sensor to observe these GEO objects twice in a short time, and thus the
observation timeliness is quite impressive for these objects. However, for some objects,
the time intervals are 2 or even 3 days. Further analysis reveals that these objects are
mostly on orbits of relatively large inclination, indicating that the designed operation mode
is inappropriate for GEO objects of high inclination. On the whole, the predicted time
intervals generally agreed well with the actual time intervals, with the number of the former
being slightly more than that of the latter, indicating that the actual performance in terms
of the observation time interval is only slightly worse than that expected. The analysis
provides an accurate description of the GEO objects’ observation timeliness achieved with
the designed operation mode of the telescope, and an enhancement may be made by
refining the operation mode.

4.3.2. Detection Ability

In this paper, the object detection ability of a sensor, depending on whether it is a radar
or a telescope, is measured by one of two indices. Radar sensors use the SNR-dependent
detection probability and telescopes use the object size-related detection probability. The
former describes a radar’s signal acquisition capability in terms of SNR and the latter
describes the size of the objects detectable by a telescope.

The SNR-dependent object detection probability is also defined as the ratio of the
number of detected objects to the number of predicted objects. It is different from the
commonly used signal detection probability [35]. The SNR-dependent detection probability
describes a sensor’s object detection ability with respect to the variations of the geometrical
shape and attitude (tumbling) of space objects. Figure 11 shows the SNR-dependent object
detection probability of the simulated radar as a function of the SNR.

It can be seen from Figure 11 that when the SNR is higher than 12.6 dB, the theoretical
detection probability will be above 90%. However, the actual detection probability will
only reach 90% when the SNR is higher than 23 dB. This is most likely caused by the
uncertainty in the estimated object’s RCS. By comparing the detection probability curve
of objects with the Swerling model of RCS fluctuation [30], it can be found that the RCS
fluctuation of detected space objects is similar to the RCS fluctuation model of Swerling
Type I for slow objects; these objects are usually difficult to detect. Because the geometrical
structure and attitude of space object are very likely unknown, the assumed object RCS
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will be different from the actual RCS; therefore, it is understandable that the actual SNR-
dependent detection probability is different from the theoretical one. The difference can
only be obtained by accurately evaluating the actual SNR-dependent detection probability
for on-orbit objects.
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Figure 11. SNR-dependent object detection probability of the simulated radar.

The size-related object detection probability is more intuitive for describing an optical
sensor’s object detection ability. As presented earlier, object size is estimated from RCS,
which itself has unknown uncertainty, and thus the resultant size has uncertainty. Con-
sequentially, the size-related detection probability curve is less smooth. Considering the
simulated space-based telescope, the size-related detection probability for GEO objects is
shown as a function of object size in Figure 12.
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Figure 12. Size-related GEO object detection probability of the simulated space-based telescope.

It is seen in Figure 12 that for GEO objects large than 3.5 m in diameter the telescope’s
detection probability is basically above 90%. However, as the object size decreases, the
detection probability declines rapidly. The size-related detection probability curve is also
not as stable or smooth as the SNR-dependent curve. However, it can accurately describe
the telescope’s GEO object detection ability as a function of object size, which is of great
importance for sensor design and manufacture.
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5. Conclusions

For designers, manufacturers, and operators of space object surveillance sensors, real-
ized performance in space object detection in the real word should be the most important
concern, and evaluation of this concern can not be achieved by simulations. Although there
are evaluations at various phases of sensor development, including tests on performance
during the deployment phase using a limited number of calibration satellites, these are not
sufficient. Therefore, an implementable and reliable evaluation procedure is desirable. This
paper proposes to evaluate object detection performance by analyzing real data collected in
the operational environment using cataloged on-orbit objects as reference. Performance
should be qualitatively measured; as such, detection probability is proposed as the key
index, and it can be used to describe important performance features such as space coverage
and temporal stability.

The evaluation requires size and visibility information on space objects, the accuracy of
which affects the evaluation reliability. In this paper, a size estimation model using the RCS
data in the TLE catalog is presented. To ease the computation burden when determining
the visibility of vast number of space objects, a hierarchy scheme was developed that is
able to compute the visibility quickly and accurately. With the available size, RCS, and
visibility data of reference objects, the space object detection performances of two simulated
sensors—a ground-based wide-area surveillance radar for LEO objects and a space-based
telescope surveying GEO objects—were evaluated, during which a number of performance
indices were defined and computed. For the simulated radar sensor, it was found that the
detection probability at the radar fence edge is significantly lower than at other parts of
the fence. It was also found that the detection probability at the early stage of detection
operation is much lower than that at a later time. For the optical sensor observing objects
in the GEO orbit region, detection ability was weak for objects of small sizes. Generally,
the computed detection probability demonstrates that achieved detection performance is
mostly inferior to expected performance.

The proposed procedure can be used routinely and is applicable to any space surveil-
lance sensor or sensor system. Detection performance can thus be monitored to identify
issues and to implement necessary modifications to maintain the required detection per-
formance. If differences between evaluated and expected performance persist, they may
be very useful to help identify defects in the sensors or data processing algorithms that
potentially exist in the various phases of design, manufacture, deployment, and operation.

In future implementations of the proposed method, causes for the difference between
the designed and realized performance of an individual sensor should be a focus of study.
Furthermore, the collective performance of a sensor network, such as its capability for
object cataloging, should be assessed.
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