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Abstract: Syntheticap erture radar (SAR) ship detection in harbors is challenging due to the similar
backscattering of ship targets to surrounding background interference. Prevalent two-stage ship
detectors usually use an anchor-based region proposal network (RPN) to search for the possible
regions of interest on the whole image. However, most pre-defined anchor boxes are redundantly
and randomly tiled on the image, manifested as low-quality object proposals. To address these issues,
this paper proposes a novel detection method combined with two feature enhancement modules to
improve ship detection capability. First, we propose a flexible anchor-free detector (AFD) to generate
fewer but higher-quality proposals around the object centers in a keypoint prediction manner, which
completely avoids the complicated computation in RPN, such as calculating overlapping related to
anchor boxes. Second, we leverage the proposed spatial insertion attention (SIA) module to enhance
the feature discrimination between ship targets and background interference. It accordingly encour-
ages the detector to pay attention to the localization accuracy of ship targets. Third, a novel weighted
cascade feature fusion (WCFF) module is proposed to adaptively aggregate multi-scale semantic
features and thus help the detector boost the detection performance of multi-scale ships in complex
scenes. Finally, combining the newly-designed AFD and SIA/WCFF modules, we present a new
detector, named anchor-free two-stage ship detector (ATSD), for SAR ship detection under complex
background interference. Extensive experiments on two public datasets, i.e., SSDD and HRSID, verify
that our ATSD delivers state-of-the-art detection performance over conventional detectors.

Keywords: anchor-free two-stage detector; spatial insertion attention; weighted cascade feature
fusion; ship detection; synthetic aperture radar (SAR)

1. Introduction

Synthetic aperture radar (SAR) ship detection plays a promising role in many fields such
as port management [1–3], traffic monitoring [4–6], marine surveillance [7–9], etc. [10,11],
and increasingly becomes an important means for safeguarding maritime rights and inter-
ests. However, considering practical situations for SAR ship detection, significant challenges
often arise from ship targets surrounded by complex background interference. For example,
non-target facilities in harbors often show backscattering characteristics close to that of ship
targets, manifested as similar appearances (e.g., pixel intensity) in SAR images, making
it challenging to accurately identify ships, even in high-resolution imagery. Many tradi-
tional methods have been proposed for SAR ship detection, such as the commonly used
constant false alarm rate (CFAR) method and its variants [12–15]. Nevertheless, CFAR-
based detectors often perform unsatisfactorily in the above-mentioned strong interference
circumstances [13,14], because they only use low-order statistics to distinguish a target from
its background interference, and therefore deem to fail if the target and the interference
share similar backscattering characteristics.

In recent years, many anchor-based deep-learning methods have been proposed for
SAR ship detection [16–18] to overcome the fragility of traditional methods under strong
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interference. In general, these methods can be divided into (i) two-stage methods, like
region-based CNN (R-CNN) algorithms with region proposal networks (RPNs) [19–22],
and (ii) one-stage methods, like you only look once (YOLO) series [23–25]. Two-stage
methods often have more accurate results thanks to their multiple anchor refinements, while
one-stage methods usually have higher computational efficiency. It is worth noting that
most existing anchor-based detectors usually suffer from the following two drawbacks in
the scenario of SAR ship detection: (1) Most of the pre-defined anchor boxes are redundantly
and randomly tiled on the image [19], manifested as low-quality generated proposals, likely
leading to inaccurate recognition of ship targets as shown in Figure 1a. (2) A series of
anchor-box hyper-parameters need to be carefully tuned [24,26,27]. Note that insufficiently
tuned hyper-parameters usually affect the detection performance in the case of scale-rich
ships [17], particularly for small ships, as the intersection over union (IoU) calculations are
more sensitive to small bounding boxes.

(a) (b)

Figure 1. Some undesired detection results under typical scenes from RetinaNet [26]. The spring-
green rectangles represent the detection results. The orange and blue circles represent the false alarms
and the missing ships, respectively. (a) False alarms in complex scenes. (b) The missing small ships.

Considering the above deficiencies of anchor-based methods, anchor-free deep-learning
methods have become popular for SAR ship detection [28,29], as they eliminate the require-
ment for anchor boxes and avoid tuning the corresponding hyper-parameters. Most anchor-
free methods follow the point-prediction fashion: First, locate a pair of keypoints [30,31] or
center points [32,33] of objects, and then regress them to final bounding boxes. With the
point-prediction fashion, there are several advantages for SAR ship detection: (1) It is
friendly to detect small ships as they usually have little semantic information for local-
ization in the high-level features. (2) Ships densely arranged near the shore can be well
detected due to the simplification of non-maximum suppression (NMS) [28,34]. (3) Lever-
aging points around target centers can effectively suppress low-quality predictions that
contain much background interference. More importantly, anchor-free methods obtain
performance on par with anchor-based methods due to the applications of feature pyramid
networks (FPNs) [35] and attention mechanisms [36]. FPNs are usually used to boost
the detection performance of multi-scale targets, and attention mechanisms encourage
paying increasing attention to salient features. However, despite their great success, some
deficiencies need further investigation.

1. Most existing attention mechanisms squeeze spatial features into a single vector
via global pooling [36,37], neglecting the positional information among spatial-wise
levels [38]. Whereas in harbor scenarios with background interference appearing
similar to target ships, the positional features are believed essential for locating ships.

2. Small ships are sensitive to background interference in low-level features due to
their few pixels, while they are also semantically weak when mapped to high-level
features. This imbalance across different levels makes the detector focus more on
compelling larger ships than small ones [29]. However, conventional FPN-based
methods [35,39] typically assume equal contributions between different feature levels
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and ignore adaptive feature fusion, leading to small ships often missing detection,
as shown in Figure 1b.

In this paper, we design a novel two-stage detection method to deal with the above-
mentioned drawbacks of anchor-based and anchor-free methods under strong background
interference in SAR images. Firstly, we present a new anchor-free detector (AFD) to generate
reliable proposals in the first stage in a keypoint prediction manner. The AFD can generate
fewer yet higher quality proposals around the target centers, significantly simplifying the
fine regressions of the second stage. Secondly, to deal with the deficiency 1, a novel spatial
insertion attention (SIA) module is proposed to enhance the feature discrimination between
ship targets and background interference. It focuses on extracting positional information
among two spatial directions to enhance the representation of the features while retaining
the positional information. Thirdly, to address the deficiency 2, we leverage the proposed
weighted cascade feature fusion (WCFF) module to adaptively fuses pyramidal features
and utilizes the non-local network [40] to capture wide-range receptive fields, effectively
boosting multi-scale ship detection performance in complex scenes. Finally, leveraging
the newly developed AFD and SIA/WCFF modules, we propose a novel anchor-free two-
stage ship detector (ATSD) for SAR ship detection under complex background interference.
In summary, our ATSD is capable of inheriting both the simplicity promising of AFD and
the effectiveness of two feature enhancement modules in the first stage, so as to facilitate
the high-precision performance of further refinement in the second stage.

Our main contributions are listed below:

1. A flexible anchor-free detector (AFD) is proposed to generate fewer but higher quality
proposals around the object centers than the RPN, which completely avoids the
complex manual anchor-box settings as in RPN, outperforms the RPN and achieves a
better speed-accuracy trade-off.

2. A novel spatial insertion attention (SIA) module is proposed to help the detector
concentrate on the localization accuracy of ship targets by capturing valid position
information in complex scenes.

3. An improved weighted cascade feature fusion (WCFF) module is proposed to ame-
liorate the imbalance across different feature levels on detecting ships by adaptively
aggregating multi-scale semantic features.

4. The effectiveness of the proposed ATSD is empirically verified on two public datasets,
i.e., SSDD [41] and HRSID [42], where our ATSD surpasses conventional CNN-based
detectors by a large margin. A series of ablation experiments and qualitative analyses
are conducted to demonstrate the effectiveness of each component in the ATSD.

The rest of this article is organized as follows. Section 2 introduces related work.
Section 3 presents our ATSD in detail. The experimental results and analyses are provided
in Section 4. Finally, conclusions are given in Section 5.

2. Related Work

In this section, we briefly review conventional CNN-based SAR ship detectors, atten-
tion mechanism algorithms, and multi-scale feature fusion methods.

2.1. CNN-Based SAR Ship Detectors

Current CNN-based SAR Ship detection consists of anchor-based and anchor-free
detectors. The former can be divided into two-stage and one-stage methods, while the
latter follows the point-prediction pipeline.

Anchor-based Detector. Faster R-CNN [19] establishes the predominant position of
the two-stage framework in SAR ship detection. They usually use an anchor-based RPN to
find numerous regions of interest (RoIs) in the first stage and then refine the filtered anchors
in the second stage. Based on the Faster R-CNN, many modified ship detection techniques
are proposed to boost its performance, including RoI feature normalization [41], multi-
scale feature fusion [17,43], and feature enhancement and enrichment [16,29]. With the
advent of single shot multi-box detector (SSD) [44], one-stage detectors have attracted wide



Remote Sens. 2022, 14, 6058 4 of 26

attention in the field of SAR ship detection because of their simple structures. They often
preset the anchor boxes on the feature maps and directly infer the object category and box
offsets. After that, many works are presented for SAR ship detection based on different
architectures, including YOLO [24,45] and RetinaNet [46]. In general, one-stage methods
can achieve performance on par with two-stage methods at a much higher efficiency.

Anchor-free Detector. Most anchor-free detectors follow the point-prediction pipeline
that is different from anchor-based detectors. They regard objects as keypoints [30,47] or
center-points [32,33] and then predict bounding boxes to detect objects. These methods are
able to eliminate those hyper-parameters associated with anchor boxes and therefore offer
higher efficiency and are becoming the mainstream of SAR ship detection. For instance,
Cui et al. [28] and Guo et al. [34] add network modules based on CenterNet [31] to improve
ship detection performance; Fu et al. [29] introduce an attention-guided balanced pyramid
module to detect ships based on the FCOS [32] framework.

Some recent studies [32,48] show the limitations of the low-quality proposals generated
by the RPN in the two-stage detectors, e.g., most proposals are redundant and will entail
a heavy computational load. To address this issue, FCOS has proved that replacing the
RPN can yield a higher recall rate; Zhou et al. [48] propose to use a variety of one-stage
detectors [26,31,49,50] to build probabilistic detectors and demonstrate their feasibility.
In this paper, we focus on detecting SAR ships under complex interference with higher
efficiency. To this end, we explore building a flexible anchor-free detector (AFD), which
generates reliable proposals that are tightly surrounded the object centers with reduced
redundancy. Empirically, our AFD delivers fewer (128 vs. 1K) proposals with higher quality
than the RPN, achieving higher accuracy and faster inference speed.

2.2. Attention Mechanism Algorithms

In harbor situations, the backscattering characteristics of ships are often similar to
those of nearby ports and reefs, making it challenging for a detector to detect ships accu-
rately. Attention mechanisms can be good solutions to the issue, because (i) they enable
extracting valid target features with strengthened feature representative [18,28], and (ii) they
enable effective interaction of features between multiple dimensions [37,38,51,52]. One
classic example is the SENet [36], which proposes a squeeze and excite (SE) module to
recalibrate channel-wise features by explicitly modeling the inter-dependencies between
feature channels. Inspired by this principle, the SAR ship detector proposed by [18] utilizes
SENet to improve detection performance. Recently, the spatial shuffle-group enhance (SSE)
module [28] is proposed to strengthen the relationship between channels for better feature
extraction, and Bai et al. [53] design a discrete wavelet multi-scale attention method to help
the detector focus on the object area. Moreover, The CBAM [37] leverages the channel and
spatial dimensions for adaptive feature refinement. However, these approaches directly
compress spatial features into a single vector via a global average pooling, lacking careful
attention to spatial-wise features. To deal with it, the scSE [54] achieves the spatial-wise
attention via a 1 × 1 convolution operation, but it is independent of the channel-wise
attention, neglecting feature interaction between these two directions. CoordAtt [38] and
CoAM [55] utilize two spatial dimensions for feature calibration while retaining location
information. In contrast to directly separating features as they [38,55] do, the SIA module
proposed in this paper inserts the positional information into the channel-wise attention
through the calibration feature (see Section 3). The SIA module is readily applied to any
backbone network in a plug-and-play manner.

2.3. Multi-Scale Feature Fusion Methods

One of the main challenges in SAR ship detection is to detect small ships surrounded
by strong backscattering interference. Recently, multi-scale feature fusion has proved
valuable in detecting small ships [29,34]. Conventional FPN [35] fuses multi-scale features
by a top-down pathway, but it is inherently limited by the simple one-way information
flow, making it difficult to fuse valid features. To deal with that, the path aggregation
network (PANet) [39] adds an extra bottom-up pathway to enhance feature representation
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on top of FPN. Nowadays, NAS-FPN [56] leverages neural architecture search (NAS) to
design feature network topology automatically. Although NAS-FPN achieves improved
performance, its network is irregular and hard to interpret or modify. EfficientDet [57]
thus proposes a weighted bi-directional FPN to efficiently fuse multi-scale features in an
intuitive and principled manner. Shamsolmoali et al. [58] propose a multiple patch FPN
that leverages cross-scale connections for producing multi-scale representative features.
Generally, most existing FPN-based SAR ship detection methods are simple connections
between two features at the same level without considering the contributions of different
features [17,34]. However, it is revealed in [57] that the semantic information from different
input features contributes unequally to the output-fused features. Therefore, we propose a
WCFF module to adaptively fuse features from each branch, aiming at an automatically
multi-scale feature fusion optimization. More details are given in Section 3.

3. Methodology

The overall framework of our ATSD is shown in Figure 2. Two feature enhancement
modules are involved in the first-stage AFD, that is, the SIA embedded in the backbone
network and the WCFF embedded in the neck block. In the following, we first introduce
the ATSD framework and its loss function. Next, we describe in detail the two feature
enhancement modules, i.e., the SIA and WCFF.

First stage (Anchor-free detection) Second stage

RoI HeadsWCFF
SIA

Backbone Neck

SIA

SIAInput

DLA-34

First stage head Second stage head

Backbone structure

HDA

SIA

Conv Block

Spatial Insertion Attention

Iterative Deep Aggregation

Aggregation Node

Downsample 2x

Hierarchical Deep Aggregation

HDA HDA HDA

3C 4C 5C

3C

4C

5C Head

Head

Head

5P

4P

3P

Head

Proposals

Proposals

Figure 2. The overall framework of ATSD follows the usual object detector design manner: “Backbone-
Neck-Head”. The SIA module embedded in the backbone network and the WCFF module embedded in
the neck block are introduced in the first stage, and the head network spans the first and second stages.

3.1. Anchor-Free Two-Stage Ship Detector

We design an improved anchor-free detector (AFD) to generate proposals in the first
stage, whose categories and bounding boxes are refined several times by cascaded RoI heads
in the second stage. The integration of these two stages constitutes the proposed ATSD.

In the first stage, our AFD takes a SAR image I ∈ RH×W with height H and width
W as input and then processes the image through the “Backbone-Neck-First stage head”.
In detail, as shown in Figure 2, we first extract features from an modified backbone DLA-
34 [59] embedded by the SIA module, and then employ the last three outputs of hierarchical
deep aggregation (HDA) from stride {8, 16, 32} as bottom-up pathway input pyramids.
We define them correspondingly as {C3, C4, C5}, where Cl represents the feature with
resolution 1/sl = 1/2l to the input image. The output pyramids are defined as {P3, P4, P5},
where Pl ∈ R(H/sl)×(W/sl)×D and D is the channel dimension of Pl . We empirically set D as
256 in our model. The output pyramids are then sent to the first stage head to predicts a set
of rectangular object proposals, each with an objectness score (measuring the probability
of an object being a target or background). We model this prediction process by attaching
two branches in parallel (i.e., heads) to different pyramid feature layers, an example is
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illustrated in Figure 3. Specifically, both branches stack five 3 × 3 convolutional layers
to learn task-specific features for object classification and regression, respectively. Let
Fl ∈ [0, 1]H/sl×W/sl×1 with l = 3, 4, 5 be the classification map at layer l from the pyramid
feature Pl . For each pixel point pl

x,y at location (x, y) on Fl , it can be mapped back onto the
input image location (x′, y′), where x′ = sl(x + 0.5) and y′ = sl(y + 0.5). A prediction pl

x,y

= 1 corresponds to a detected keypoint, while pl
x,y = 0 represents background. Different

from the CenterNet [31] directly regressing the object size (i.e., w, h), our AFD employs a 4D
vector t̂ = (l∗, t∗, r∗, b∗) as the regression targets for the location, where t̂ depicts the relative
distances from the location to the four sides of the bounding box, as shown in Figure 4.
Formally, if location pl

x,y is associated to a ground-truth bounding box g = (x0, y0, x1, y1),
its training regression targets can be formulated as:

l∗ = x′ − x0, t∗ = y′ − y0,

r∗ = x1 − x′, b∗ = y1 − y′.
(1)

Unlike the anchor-based detectors assigning anchors with different sizes in different
pyramid levels, our AFD directly limits the range of bounding box regression for each
level. Specifically, [ml−1, ml ] is the size range that level l is responsible for regression. If a
regression target t̂ on any feature level is out of the range, then the corresponding location
is regarded as a negative sample and is not required to regress a bounding box anymore.
In this paper, m2, m3, m4 and m5 are set as 0, 64, 192 and ∞, respectively. Leveraging the
keypoint prediction, most of the generated proposals are around the ship centers, which
significantly reduces the redundant proposals when compared to the RPN; accordingly, we
can feed much fewer proposals (128 vs. 1K) to the second stage with higher quality than
the RPN.

Classification

Regression

Conv ×4

Conv ×4

Conv
Sigmoid

Conv

lP

1
l l

H W
s s
 

4
l l

H W
s s
 

lF

l l

H W D
s s
 

l l

H W D
s s
 

l l

H W D
s s
 

Figure 3. Structure of the AFD head. Both branches stack five 3 × 3 convolutional layers to learn
task-specific features for object classification and regression, respectively.

In the second stage, we consider employing the single RoI head (SH) [19] and the
cascaded RoI heads (CH) [21] to progressively refine the bounding boxes of ship proposals
with different sizes. The main difference is that the former has only one head trained
with a fixed IoU threshold (e.g., 0.5), while the latter has multiple sequentially connected
heads trained with increasing IoU thresholds of {0.5, 0.6, 0.7}. The “refinement” idea of
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CH is illustrated in Figure 5, representing that the output of a head trained with a certain
IoU threshold is a good distribution to train the head of the next higher IoU threshold.
Empirically, our ATSD with CH performs much better than SH, and therefore we employ
CH in the second stage for our ATSD by default. In general, our ATSD inherits the
advantage of the high accuracy of the two-stage detector while maintaining the efficiency
of the anchor-free detector.

t
l

b
r

Figure 4. A 4D vector (l, t, r, b) encodes the bounding box. (l, t, r, b) depicts the relative distances
from the object center to the four sides of the bounding box.

Proposals
RoI Align

RoI Align

RoI Align

Refine

Features

Refine

Regression Classification

Head1

Head2

Regression Classification

Regression Classification

Head3

Figure 5. Cascaded RoI heads. Three heads (Head 1, 2, 3) are trained with IoU thresholds of {0.5, 0.6,
0.7}, respectively.

3.2. Loss Function

The total loss can be decomposed into the first stage loss and the second stage loss.
As for the first stage, we perform binary classification in the form of keypoint prediction
following [31]. The corresponding ground truth keypoint heatmap Gl ∈ [0, 1]H/sl×W/sl×1

is established by a Gaussian kernel:

Gl = exp

(
−
(x− z̃x)2 + (y− z̃y)2

2σ2
z

)
(2)

where z̃ = bz/slc represents a low-resolution equivalent to the ground truth keypoint z
and σz is an object size-adaptive standard deviation. We define the first stage loss function
L1 as follows:

L1(pl
x,y, t̂l

x,y) =
1
N ∑

l
∑
x,y
{Lobj(pl

x,y, gl
x,y) + [gl

x,y = 1]Lreg(tl
x,y, t̂l

x,y)} (3)
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where gl
x,y is the ground truth keypoint on Gl and tl

x,y is the predicted vector from the
regression branch of the head. N is the number of keypoints. Lobj is implemented as the
focal loss [26] and Lreg is the GIoU loss [60]. [gl

x,y = 1] is the indicator function, being 1 if
gl

x,y = 1 and 0 otherwise.
As for the second stage, we minimize an objective function with cascade RoI heads

following [21]. Each proposal x generated by the first stage contains a predicted bounding
box b with its class label y ∈ C, where C = {0, 1} is a predefined set of classes (correspond-
ing to non-ship and ship, respectively), and the label y is obtained by calculating the IoU
between b and the nearby ground truth box g. As shown in Figure 5, each head t includes
a classifier ht and a regressor ft for IoU threshold ut, where ut > ut−1. ht(x) estimates the
category to which proposal x belongs and ft(x, b) is used to regress a candidate bounding
box b into a target bounding box g. With these definitions, the second stage training loss
Lt

2 at each head t is defined as follows:

Lt
2
(

xt, bt) = Lt
cls
(
ht(xt), yt)+ γ[yt = 1]Lt

loc
(

ft(xt, bt), g
)

(4)

where bt = ft−1(xt−1, bt−1) indicates the bounding box refined from the previous head.
Lcls and Lloc are implemented as the focal loss [26] and smooth L1 loss [61], respectively.
γ = 1 is the trade-off coefficient. [yt = 1] is the indicator function, being 1 if yt = 1 and
0 otherwise.

The total optimized loss function L is defined as,

L = L1 +
T

∑
t=1
Lt

2 (5)

where T = 3 is the number of cascaded RoI heads we employed in the experiments.
In particular, T = 1 denotes employing a single RoI head.

3.3. Spatial Insertion Attention

When detecting ships under complex background interference in SAR images, it is
likely that the scattering intensity of background interference is close to that of ships.
Accordingly, the feature extractor may easily provide coarse or inaccurate features of
ships for subsequent classification and regression, resulting in high false alarms. Many
studies [36,62] have introduced attention mechanisms to enhance the channel relationships
when extracting representative features for ship targets. Nevertheless, they only consider
the relationship among feature channels but ignore the ship position information [38], which
is crucial for extracting representative positional features under complex backgrounds.

Inspired by the idea of direction-aware attention [38] and the cross-channel atten-
tion [36], we develop a novel spatial insertion attention (SIA) module to improve localiza-
tion accuracy, as shown in Figure 6. Formally, given an input feature X = [x1, x2 . . . xC] ∈
RH×W×C, our goal is to find a transformation that can effectively augment the feature rep-
resentations and output a new feature X̃ = [x̃1, x̃2 . . . x̃C] with the same size as X. It is worth
emphasizing that, the 2D global average pooling used in [36,37] squeezes global spatial
information into a channel descriptor over the whole spatial dimension H ×W, leading to
the missing of ship positional information that facilitates the detector in obtaining valid
ship features.
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Cat

X X
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H
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1D pooling

1D pooling
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×
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Non-linear function

×
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f g w





Figure 6. The design of the spatial insertion attention (SIA) module. “Conv” and “GAP” represent a
convolutional layer and a global average pooling layer. “BN” denotes batch normalization.“Sigmoid”
is activation function.

To insert precise positional information into the channel descriptor and to enable
larger target receptive fields, we factorize the 2D global pooling into two parallel 1D global
pooling. Specifically, we utilize two 1D global pooling with the pooling kernels (H, 1) or
(1, W) upon the input feature X to aggregate statistics along the vertical and horizontal
directions, respectively. Formally, a statistic output zh ∈ RH×C is generated by shrinking X
along the horizontal dimension, where the c-th element at height h can be calculated by:

zh
c (h) =

1
W

W

∑
i=1

xc(h, i) (6)

Similarly, the statistic output zw ∈ RW×C is aggregated along the vertical dimension
with its c-th element at width w formulated as:

zw
c (w) =

1
H

H

∑
j=1

xc(j, w) (7)

The pair of features along two spatial directions obtained by the Equations (6) and (7),
respectively, enable the network to capture long-range dependencies along either spa-
tial direction while retaining the accurate positional information. Moreover, the captured
positional information is crucial for representing the ship targets and boosting detection per-
formance. We concatenate the two features and forward them to down-stream calculation,
which can be calculated by:

f = δ(BN(Conv(Cat[zh, zw]))) (8)

where Cat[·, ·] indicates a concatenation operation along the spatial dimension. Conv(·)
represents a 1× 1 convolutional layer. BN(·) is batch normalization and δ(·) represents a
non-linear activation function [63]. f ∈ R(H+W)×C/r is the intermediate feature map that
encodes positional information in both the horizontal direction and the vertical direction.
r = 16 is a hyper-parameter that controls dimension reduction.

To effectively establish inter-channel relationships for re-weighting the importance
of channels [36], we apply an average pooling to the concatenate feature f to produce
a channel descriptor g ∈ RC/r. In this way, the above captured positional information
is naturelly inserted into the descriptor, enabling feature information from the spatial
receptive field to be leveraged by its subsequent layers. After that, we design a simple
self-gating mechanism to obtain the dependencies among channels:

w = Conv(ReLU(g)) (9)
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where ReLU and Conv(·) refer to an activation function and a convolutional layer, re-
spectively. After applying a sigmoid activation function, the output w ∈ RC×1×1 is then
expanded as the same size of X and used as attention weights.

Finally, the output of the SIA module can be formulated as:

x̃c = xc ⊗ wc (10)

where ⊗ represents the channel-wise multiplication between the feature map xc ∈ RH×W

and the weight wc from w.
The proposed SIA module helps the backbone network enhance the feature representa-

tion of ships and advances the positioning ability under complex background interference
and hence boosting the ship detection performance. The SIA module is placed after the
end of each convolution block (conv block) in DLA-34 [59], as shown in Figure 2.

3.4. Weighted Cascade Feature Fusion

In complex SAR scenes, background interference often easily affects the network to
extract distinguishable ship features [16,29]. Small ships only occupy a few pixels and
are susceptible to background interference from low-level network features, which is
detrimental to classification and localization. Moreover, small ships typically have little
semantic information [24,34] when mapped to high-level features, making the model focus
more on the compelling larger ships than small ones. Therefore, effectively integrating
low-level and high-level features is crucial for multi-scale ship detection. We thus design a
WCFF module to dynamically fuse multi-scale features, as shown in Figure 7. The WCFF
contains two components: non-local network and optimized weighted connection. The non-
local network works on the edge branch to capture wide-range receptive fields, and the
optimized weighted connection is used to fuse each feature branch adaptively.

Repeated block

Non-local

Non-local3C

4C

5C 5P

4P

3P

'
4P

Figure 7. The structure of WCFF module. The non-local network is embedded in the edge branch.

3.4.1. Non-Local Network

A non-local operation [40] calculates the response at a position using a weighted sum
of all positions (∀) in the input features. From another perspective, non-local operations
capture long-range dependencies directly by computing interactions between any two
positions, regardless of their positional distance. Formally, it can be calculated by:

yi =
1
C(x)∑∀j

f (xi, xj)g(xj) (11)

where xi is the input feature and yi is the output response. The factor C(x) is used to
normalize the response. The function g(·) computes a new representation of the input
feature at the position j, which is defined as a linear embedding in this paper: g(xj) =
Wgxj, where Wg is a weight matrix to be learned. The pairwise function f (·) computes
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the similarity between the given features of xi and xj and we model this process by an
embedded Gaussian function. The pairwise function f (·) is defined as:

f (xi, xj) = eθ(xi)
Tφ(xj) (12)

where θ(xi) = Wθxi and φ(xj) = Wφxj are also two linear embeddings. We set the number
of channels represented by Wg, Wθ and Wφ to be half of the number of channels in x.
In this paper, Wg, Wθ and Wφ are all easily implemented by a 1 × 1 convolutional layer.
The normalization factor is set as C(x) = ∑∀j f (xi, xj).

Next, we integrate the non-local operation in Equation (11) into a non-local network as:

zi = Wzyi + xi (13)

where zi is the final output feature of the same size as xi and yi is calculated by Equation (11).
The weight matrix Wz computes a position-wise embedding on yi. The structure of a
non-local network is illustrated in Figure 8. The non-local network captures wide-range
dependencies among each feature position to expand the target receptive fields. During this
process, the global features of small ships can be well attended.

＋
X

Z×

× zW

gW

W

W

Figure 8. A Non-local network. Wθ , Wφ, Wg and Wz are weight matrices to be learned.

3.4.2. Optimized Weighted Connection

We first add an extra path from the original input feature to the output feature if they
are at the same level. When merging pyramid features at different scales, a common way
is to first resize them to a uniform scale (e.g., downsampling P3 to P4) and sum them up.
In this work, different from the conventional FPN [35] directly employs a convolutional
operation to sum pyramid features up, we further present a learnable weight to measure
the importance of each input feature. The output-weighted feature Pi is calculated by:

Pi = ∑
j

λij · Fj (14)

where parameter λij corresponds to the normalized scalar weight on each input feature Fj,
which can be adaptively learned by the network. Specifically, we introduce a fast weighting
mode to compute parameter λij:

λij =
wij

ε + ∑j wij
(15)

where wij is the learnable weight on the input feature and ε is a small value for numerical
stability. Furthermore, we apply a ReLU function after wij to ensure wij ≥ 0.
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The output pyramid features by above several weighted optimizations can be summa-
rized as:

P5 = Conv
(

w51 · Nonlocal(C5) + w52 · Down(P4)

ε + w51 + w52

)
P′4 = Conv

(
w′41 · C4 + w′42 ·Up(C5)

ε + w′41 + w′42

)
P4 = Conv

(
w41 · P′4 + w42 · C4 + w43 · Down(P3)

ε + w41 + w42 + w43

)
P3 = Conv

(
w31 · Nonlocal(C3) + w32 ·Up(P′4)

ε + w31 + w32

)
(16)

where Up(·) and Down(·) denote a up-sampling and down-sampling operation for res-
olution matching. Nonlocal(·) refers to a non-local network and Conv(·) represents a
convolutional layer. The P′4 is the intermediate feature on the top-down pathway, ensuring
that feature fusion has a top-down information flow.

We regard the improved fusion network after combining the above two components
as an iterative block, as shown in the dashed part of Figure 7. We stack this block multiple
times to obtain more valuable semantic features [56], where the number of iterations is set
to 3 by balancing detection performance and computational complexity, as discussed in
Section IV. Empirically, the proposed WCFF module is effective in extracting valid multi-
scale ship features. The first stage heads are attached to the final output features {P3, P4, P5}
for object-background classification and bounding box regression, as shown in Figure 2.

4. Results and Discussion

In this section, we first describe our experiment settings and evaluation metrics. Next,
we verify the effectiveness of our improved anchor-free detector (AFD) and then conduct
a series of ablation experiments to demonstrate the contribution of the SIA and WCFF
modules. Third, we visualize the experimental results to further verify each proposed
component in this paper. Finally, we empirically demonstrate that our proposed ATSD
outperform other CNN-based detection methods.

4.1. Experiment Settings and Evaluation Metrics
4.1.1. Dataset and Settings

We conduct the experiments on two public datasets: SSDD [41] and HRSID [42]. The
statistics of the SSDD and HRSID are summarized in Table 1 and the flow chart of pre-
processing for SAR images is shown in Figure 9 The SSDD has 1160 SAR images containing
2358 ships lying in multiple complex scenes. Ships in SSDD have many different sizes,
from the smallest size 7 × 7 to the biggest size 211 × 298, which can be utilized to evaluate the
multi-scale detection performance. We randomly select 788 images and 140 images as the
training and validation sets, and the remaining 232 images as the test set. To accommodate
the diversity of image resolution, we use multi-scale training with the short edge in the
range [256, 544] and the long edge up to 608. During testing, we use a fixed short edge
at 512 and a long edge up to 608. The ablation studies are implemented on this dataset
to demonstrate the effectiveness of each proposed improvement. We use the HRSID to
validate the generalization of our method. It consists of 5604 SAR images with a fixed size
of 800 × 800 and is divided into the training set with the amount of 65% images and the
test set with 35% images. All the images are resized to a size of 1000 × 1000 for training and
testing in this work.

We implement our method based on detectron2 [64]. The backbone network is initial-
ized by the pretrained DLA-34 on the ImageNet. Specifically, our model is trained with the
stochastic gradient descent (SGD) [65] optimizer with a batch size of 4 for 55 K iterations.
The weight decay and momentum of the optimizer are set to 0.0001 and 0.9, respectively.
The base learning rate is set as 0.02 and is dropped by 10× at iterations 30 K and 34 K. The
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proposed method is performed [66,67] on an NVIDIA RTX 2080Ti GPU with PyTorch 1.6
and CUDA 10.0.

Input SAR images Normalization

Resize
Data 

augmentation
(e.g., random flip)

Dataset division

Output SAR 
images

Figure 9. A flow chart of pre-processing for SAR images.

Table 1. Statistics of SSDD and HRSID datasets.

Dateset Images Satellite Polarization Resolution (m)

SSDD 1160 TerraSAR-X Sentinel-1 RadarSat-2 HH, VV, VH, HV 1–10
HRSID 5604 TerraSAR-X Sentinel-1B TanDEM HH, VV, HV 0.5–3

4.1.2. Evaluation Metrics

We adopt precision, recall, F1 score, and the COCO evaluation protocol that includes
AP (average precision), AP0.5, AP0.75, APs, APm, APl , FLOPs (G), runtime (ms) and param-
eters (M) as the metrics to evaluate the performance of our proposed method. Precision
and recall are defined as,

Precision =
TP

TP + FP

Recall =
TP

TP + FN

(17)

where TP (true positives) indicates the number of correctly detected ships, FP (false
positives) is the number of false alarms, and FN (false negatives) denotes the number of
missing ships. Generally, a detected bounding box is considered a true positive when its
IoU with the ground truth is higher than 0.5. Otherwise, it is considered a false positive.
Besides, we leverage the F1 score to reflect the comprehensive performance of the models,
which is calculated as:

F1 =
2× Precision× Recall

Precision + Recall
. (18)

The precision-recall curve (PR curve) generally reveals the relation between precision
and recall and can be drawn by calculating the precision-recall pair under different con-
fidence thresholds. The AP metric is defined as the area under the PR curve and used to
evaluate the overall quality of a detector, which is defined as:

AP =
∫ 1

0
P(R)dR (19)

where P represents precision, R denotes recall. AP0.5 is AP calculated at IoU = 0.5. Similarly,
the AP at the IoU threshold of 0.75 is denoted as AP0.75, which can strictly reflect the
localization accuracy. APs, APm and APl represent AP for small objects (areas < 322),
medium objects (322 < areas < 962), and large objects (areas > 962), respectively.

4.2. Performance of ATSD
4.2.1. Effectiveness of AFD

In order to explore the effectiveness of our novel anchor-free detector (AFD), a series
of comparison experiments are designed in this part. Table 2 compares original RPN-
based two-stage detectors with corresponding AFD-based two-stage detectors, where SH
represents a single RoI head, and CH denotes cascaded RoI heads. The first block of the
table shows the performance of two RPN-based two-stage models, defined as RPN-SH and
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RPN-CH. The following block is the results of our AFD with its corresponding improved
two-stage detectors obtained by combining SH or CH, termed AFD-SH and AFD-CH. As
shown in Table 2, AFD-SH and AFD-CH both outperform their RPN-based two-stage
detectors by up to 4.2%, 2.9% in AP0.5 respectively, and also get a slight improvement on
AP. More importantly, each improved two-stage detector with AFD has a faster runtime
than the RPN-based counterpart, demonstrating the efficiency of our AFD. We argue that
this is because the AFD avoids the complex IoU calculations associated with anchor boxes
and makes predictions at only one location, rather than the anchor-based RPN [19] stacking
multiple anchor boxes for each location. When the requirement for positioning accuracy
is higher, the two-stage detector with a single RoI head gains an improvement of 3% and
a significant increase of 4% with cascaded RoI heads in AP0.75 compared to a pure AFD,
revealing the necessity and effectiveness of utilizing RoI head(s) for further bounding-box
refinement in the second stage to improve detection performance. Since cascade RoI heads
perform better than a single RoI head, we thus employ it in the second stage to form our
novel anchor-free two-stage detector (ATSD).

Table 2. Performance of anchor-based RPN and anchor-free detector (AFD) in two-stage detectors on
the SSDD dataset.

Method AP AP0.5 AP0.75 Runtime (ms)

RPN-SH 0.5956 0.9137 0.7099 24.9

RPN-CH 0.6132 0.9301 0.7152 37.6

AFD 0.5941 0.9522 0.6755 15.2

AFD-SH 0.6089 0.9567 0.7049 16.5

AFD-CH 0.6174 0.9597 0.7188 23.1

In general, Table 2 demonstrates the validity of the proposed AFD employed in the
first stage for boosting detection accuracy in SAR images. Based on the above experimen-
tal results, we set AFD-CH as the basic structure, followed by introducing two feature
enhancement modules.

4.2.2. Ablation Study

In this part, we conduct a series of ablation experiments to analyze the influence of
each feature enhancement module proposed in ATSD. For a fair comparison, all subsequent
experiments are implemented with the same parameter settings. The overall results are
reported in Table 3, and the corresponding PR curves under the IoU threshold of 0.75
are presented in Figure 10. It can be seen that both proposed modules have improved
the detection performance to a certain extent with barely increased model parameters.
Compared with the baseline, the final ATSD increases the AP by 2% and achieves a
considerable improvement of 2.4% when considering AP0.75, indicating that it can better
boost the positioning accuracy. In the following parts, the effect of each module is analyzed
in detail.

Table 3. Performance of each feature enhancement module in our ATSD on the SSDD dataset.

SIA WCFF Precision Recall F1 AP AP0.5 AP0.75 APs APm APl Params (M)

× × 0.9455 0.9305 0.9380 0.6174 0.9597 0.7188 0.5837 0.6656 0.5956 61.4
X × 0.9693 0.9404 0.9546 0.6225 0.9638 0.7366 0.5766 0.6881 0.6219 61.6
× X 0.9482 0.9444 0.9463 0.6255 0.9619 0.7202 0.5853 0.6793 0.6283 61.3
X X 0.9695 0.9484 0.9588 0.6373 0.9688 0.7435 0.5976 0.6866 0.6394 61.5
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Figure 10. PR curves of different feature enhancement modules under the IoU threshold of 0.75 on
the SSDD dataset.

Effectiveness of SIA. The experimental results in Table 3 justify the effectiveness of
the SIA module. The AP0.75 gains 2.2% higher than the baseline, manifesting the positive
effect of SIA on achieving evident localization accuracy. Some ship detection results
near the harbor are shown in Figure 11. It can be seen from Figure 11b,f that our SIA
module pays attention to the ship centers and highlights the position of ships in the image
while suppressing other interference areas in the heatmaps. More importantly, leveraging
the positional information brought by the SIA module, the false alarms appearing in
unexpected areas in strong interference environments are significantly reduced, as shown
in Figure 11c,g. The red numbers in Figure 11 represent the calculated IoU between
the predicted bounding box and the corresponding ground truth. The higher IoUs in
Figure 11d,h indicate the SIA module can provide higher quality positioning ability than
the baseline. Moreover, we empirically conduct comparison experiments on commonly-
used non-linear activation functions (i.e., ReLU, swish [68], h-swish [63]) in the SIA module
and show the results in Table 4. It can be seen that these activation functions have a minor
influence on accuracies, indicating that all the tested activation functions can be utilized in
the SIA module. However, considering the deployment advantages of the h-swish, e.g., it
is faster to compute and more quantization-friendly [63], we employ it as the activation
function in our SIA module. In addition, to verify whether our SIA module is more
effective than other existing attention mechanisms, we compare it with five other methods,
including SENet [36], scSE [54], CBAM [37], CoAM [55] and CoordAtt [38]. The comparison
results are reported in Table 5. It can be observed that our method shows a better overall
performance, particularly on the F1 score, AP0.5 and AP0.75. All these methods aim at
making the model focus more on the ship targets, but our SIA has a more vital ability to
extract positional information for ship location compared to the five reference methods,
whose effectiveness is proven by the experimental results.

Table 4. Comparisons of various activation functions in SIA module.

Activation AP AP0.5 AP0.75

ReLU 0.6269 0.9614 0.7297
swish [68] 0.6315 0.9617 0.7317

h-swish [63] 0.6225 0.9638 0.7366
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 11. Detection results of the baseline with and without SIA. The spring-green rectangles
represent the detection results, and the orange circles represent the false alarms. The red number
reflects the IoU between the prediction result and the corresponding ground truth. (a,e) Ground
truth. (b,f) Visualization of the confidence maps with SIA. (c,g) Detection results of the baseline.
(d,h) Detection results of the baseline with SIA.

Table 5. The comparison results with SENet, scSE, CBAM, CoAM, CoordAtt and our SIA.

Method Precision Recall F1 AP AP0.5 AP0.75 Params (M)

Baseline 0.9455 0.9305 0.9380 0.6174 0.9597 0.7188 61.4

+SENet [36] 0.9520 0.9444 0.9482 0.6172 0.9616 0.7241 61.6

+scSE [54] 0.9653 0.9384 0.9517 0.6203 0.9507 0.7243 62.2

+CBAM [37] 0.9412 0.9543 0.9477 0.6196 0.9611 0.7283 61.5

+CoAM [55] 0.9613 0.9384 0.9497 0.6177 0.9609 0.7226 61.7

+CoordAtt [38] 0.9556 0.9384 0.9469 0.6189 0.9618 0.7329 61.7

+SIA 0.9693 0.9404 0.9546 0.6225 0.9638 0.7366 61.6

Effectiveness of WCFF. We first analyze the effectiveness of the non-local networks
by successively adding them to the WCFF module. The comparison results are reported
in Table 6. It can be observed that after adding the non-local network, the detector has an
appreciable improvement in each AP metric with a slight increase in model parameters,
indicating that the non-local network further improves the detection performance. In
addition, we conduct several experiments with different settings of output channels (D)
and iterations (N) in WCFF blocks to investigate the impact on the model performance
while keeping other settings unchanged. The results are reported in Table 7. When only
changing D from 160 to 256, the model gains a slight improvement of AP and AP0.5,
but yields 1% higher AP0.75. When only changing N from 3 to 4, the performance remains
consistent mainly. Consequently, it can be observed that WCFF is more sensitive to the
number of output channels than the iterations of blocks. In order to balance the accuracy
and computation cost, we finally chose D = 256 and N = 3 to build up our WCFF module.
The effect of WCFF can also be intuitively verified in Figure 12. From the left column
of Figure 12, the model with the WCFF module plays a positive role in detecting small
ships. From the right column of Figure 12, the WCFF module is effective in identifying
interference similar to the backscattering of small ships, reducing false alarms in strong
background interference. In general, Table 3 indicates that the WCFF module achieves
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considerable improvements over the baseline on the APs, APm and APl metrics, indicating
the positive effectiveness of WCFF in feature fusion for multi-scale SAR ship detection.

So far, we have demonstrated the validity of each feature enhancement module sepa-
rately. The overall results in Table 3 show that combining these two modules can further
boost the final detection performance. Next, we will conduct qualitative analyses of AFD
and SIA/WCFF modules respectively.

Table 6. Effectiveness of the non-local network in WCFF module.

Non-Local Precision Recall F1 AP AP0.5 AP0.75 Params (M)

× 0.9573 0.9345 0.9457 0.6201 0.9609 0.7161 60.5
X 0.9482 0.9444 0.9463 0.6255 0.9619 0.7202 61.3

(a)

(b)

Figure 12. Comparison results of the methods with and without WCFF. The spring-green rectangles
represent the detection results. The orange and blue circles represent the false alarms and the missing
ships. (a) Results of the baseline. (b) Results of the baseline with WCFF.

Table 7. Results of varying the output channels and iterations of WCFF blocks.

#Channels (D) #Iterations (N) AP AP0.5 AP0.75 Params (M)

160 3 0.6194 0.9595 0.7114 44.3
160 4 0.6195 0.9555 0.7129 44.6
256 3 0.6255 0.9619 0.7202 61.3
256 4 0.6240 0.9597 0.7245 61.4

4.3. Visualization Analyses

In this section, we further explore and discuss the effectiveness of the various compo-
nents in our ATSD. We also visually analyse each of the proposed components to evaluate
their effectiveness.

4.3.1. AFD

The overall design idea of AFD is to reduce redundant proposals from the complex
background of SAR images, thus producing higher quality proposals. With this in mind,
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we design the AFD in terms of keypoint prediction fashion. To intuitively understand its
effect, some visualizations of the proposals in coastal scenes are given in Figure 13. It can
be seen that AFD can predict more reliable proposals around target centers, unlike the
traditional RPN that searches for potential regions over the whole image. By leveraging the
keypoint prediction of AFD, our detector can benefit significantly from the high-quality
proposals and subsequentially feed much fewer proposals to the second stage than the
RPN (128 vs. 1000). We conduct experiments to empirically study the influence of the top-k
proposals for different k values in [16, 32, 64, 128, 256, 512, 1000], with the results shown
in Table 8. It is clear that the accuracy increases with an increasing k value as expected.
However, for k ≥ 128, the performance gain is minimal. Therefore, we select k = 128 to
balance the detection performance and computation cost.

(a)

(b)

Figure 13. Visualization of proposals generated by the conventional RPN and our AFD. (a) proposals
from the RPN-based detector, for clarity, we only show proposals with its confidence score > 0.4.
(b) proposals from the AFD-based detector.

Table 8. Analysis of different values of top-k in the first stage.

Top-k AP AP0.5 AP0.75

16 0.6032 0.9316 0.7049
32 0.6112 0.9514 0.7121
64 0.6162 0.9597 0.7133

128 0.6174 0.9597 0.7188
256 0.6177 0.9597 0.7187
512 0.6178 0.9597 0.7190

1000 0.6184 0.9597 0.7190

4.3.2. SIA

The SIA module is designed to enhance ship positional information while suppressing
interference in the surroundings with similar scattering characteristics to that of ships.
Some visualization heatmaps are given in Figure 14 to verify the effect of the SIA module.
We use Grad-CAM [69] as our visualization tool in this paper. The heatmaps are generated
from the confidence scores of the last layer in the classification branch of the first stage
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detection head. It can be seen from the Figure 14c that after the introduction of SIA, the ship
centers have higher confidence scores, indicating that the model is noticeable to attend
these positions. As shown in the Figure 14c, it can be observed that SIA can highlight the
integrity of spatial structure of ships, as it extracts positional information from horizontal
and vertical directions, enabling the detector to extract more distinguished features.

(a)

(b)

(c)

Figure 14. Visualization of the confidence maps. (a) Ground truth. (b) Visualization of the baseline
without SIA. (c) Visualization of the baseline with SIA.

4.3.3. WCFF

The WCFF module aims to dynamically weight each pyramid feature and eliminate
redundant information from background interference, so as to fuse more effective multi-
scale semantic features. Table 3 and Table 6 have validated the effectiveness of WCFF.
Furthermore, non-local networks are introduced on the edge branches to capture wide-
range dependencies of targets and to improve the recognition accuracy between small ships
and interference. To understand the effectiveness of non-local networks more intuitively,
we visualize heatmaps with/without non-local networks in WCFF, as shown in Figure 15.
Compared with the baseline, the WCFF without the non-local network can already globally
notice small ships, as shown in Figure 15c. It can be concluded that the weighted cascade
feature fusion effectively enhances the semantic representation of the small ships. Moreover,
Figure 15d shows that the detector can obtain larger receptive fields after embedding the
non-local network and focus more on the small ships overall.
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(a) (b)

(c) (d)

Figure 15. Visualization of the confidence maps. (a) Ground truth. (b) Visualization of the baseline.
(c)Visualization without non-local in WCFF. (d) Visualization with non-local in WCFF.

Our ATSD has generally achieved satisfactory results under complex interference,
as shown in Figure 16a. However, our improvement cannot effectively solve the detection
problem under angle-transformed images to some extent, as shown in Figure 16b. We
conjecture that a possible reason mainly causes the problem: the dataset is cropped from
large-scale SAR images with a certain pixel overlap by sliding a fixed window, resulting
in a sample of similar scenes. When randomly selecting training samples, the supervised
learning will enable the model to learn specific memories of similar scenes and thus be
sensitive to SAR images from different angles. In the future, we will consider leveraging
semi-supervised or unsupervised learning to reduce the dependence on data and enhance
the robustness of the model to image angle transformations.

4.4. Comparison with Other CNN-Based Detectors

To validate the effectiveness of the proposed ATSD, we compare it with six different
methods on the SSDD dataset, including RetinaNet, Faster R-CNN, Cascade R-CNN,
CenterNet-SSE, FCOS and YOLO v3. The CenterNet-SSE [28] combines a SSE module with
CenterNet to focus on ships in complex SAR scenes. In particular, we use ResNet50 [70]
in RetinaNet for easy implementation, and others use DLA-34. The comparison results
are reported in Tables 9 and 10. The PR curves under the IoU threshold at 0.75 on the
SSDD dataset are illustrated in Figure 17. It can be observed that our method obtains
the best performance on all metrics. Compared with anchor-free detectors, the AP and
the F1 score achieve more than 3% and 2% improvement over the CenterNet-SSE and
outperform FCOS over 5% and 3%, respectively. Moreover, the significantly increased
AP0.75 reflects that the positioning ability in ATSD is more accurate than in the other six
methods. Furthermore, the gains of APs, APm, and APl represent that our ATSD obtains a
better performance on multi-scale ship detection. Some detection results are illustrated in
Figure 18. Compared with other detection methods, our ATSD can effectively reduce false
alarms under complex interference. Moreover, we calculate the IoUs of some predicted
boxes with their corresponding ground-truths in some SAR images, as shown in Figure 18e,f.
It can be seen that the bounding boxes predicted by our method have higher IoUs than
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those predicted by CenterNet-SSE, indicating that the two feature enhancement modules,
i.e., SIA/WCFF, play an important role in target localization. In addition, the PR curves in
Figure 17 also confirm the distinguished improvement of our ATSD.

(a)

(b)

Figure 16. Comparison detection results of angle-transformed SAR images. The spring-green
rectangles represent the detection results. The blue circles represent the missing ships. (a) Satisfactory
results. (b) Undesirable results.
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Figure 17. PR curves of different CNN-based methods under the IoU threshold of 0.75 on the
SSDD dataset.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 18. Comparison results of different methods on the SSDD dataset. The spring-green rectangles
are the detection results. The blue and orange circles represent the missing ships and false alarms, re-
spectively. The red value reflects the IoU between the predicted bounding box and the corresponding
ground truth. (a) Ground truth. (b) Results of RetinaNet. (c) Results of Faster R-CNN. (d) Results of
Cascade R-CNN. (e) Results of CenterNet-SSE. (f) Results of our ATSD.
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Table 9. Comparison results of CNN-based detectors on the SSDD dataset on various AP metrics.

Method AP AP0.5 AP0.75 APs APm APl

RetinaNet 0.5167 0.8934 0.5500 0.4533 0.6024 0.5014
Faster R-CNN 0.5956 0.9137 0.7099 0.5447 0.6634 0.6217

Cascade R-CNN 0.6132 0.9301 0.7152 0.5779 0.6708 0.6325
CenterNet-SSE 0.6043 0.9607 0.6859 0.5405 0.6818 0.6040

FCOS 0.5841 0.9433 0.6645 0.5480 0.6436 0.5034
YOLO v3 0.5790 0.9492 0.6619 0.5557 0.6210 0.5407

Ours 0.6373 0.9688 0.7435 0.5976 0.6866 0.6394

Table 10. Comparison results of CNN-based detectors on the SSDD dataset on other metrics.

Method Precision Recall F1 Params (M) FLOPs (G) Runtime (ms)

RetinaNet 0.8523 0.8591 0.8557 36.9 1.59 23.4
Faster R-CNN 0.9410 0.9186 0.9297 31.8 10.51 24.9

Cascade R-CNN 0.9324 0.9305 0.9314 59.6 35.27 37.6
CenterNet-SSE 0.9584 0.9146 0.9360 19.8 1.39 18.2

FCOS 0.9445 0.9126 0.9283 31.8 4.17 19.1
YOLO v3 0.9282 0.9246 0.9264 61.5 2.96 13.5

Ours 0.9695 0.9484 0.9588 61.5 7.25 32.2

To validate the robustness of our proposed method, we also perform our ATSD and
six other detectors on the HRSID dataset. Table 11 shows that our approach still maintains
superior performance over the other CNN-based detectors, demonstrating the excellence
of our ATSD.

Table 11. Comparison results of CNN-based detectors on the HRSID dataset

Method Precision Recall F1 AP AP0.5

RetinaNet 0.8433 0.8034 0.8229 0.5850 0.8450

Faster R-CNN 0.8685 0.8571 0.8628 0.6301 0.8781

Cascade R-CNN 0.8906 0.8579 0.8740 0.6678 0.8740

CenterNet-SSE 0.8988 0.8360 0.8663 0.6178 0.8748

FCOS 0.8957 0.8328 0.8631 0.6027 0.8730

YOLO v3 0.8298 0.8809 0.8546 0.6055 0.8712

Ours 0.9026 0.8656 0.8837 0.6726 0.8819

5. Conclusions

This paper proposes an anchor-free two-stage detector named ATSD for SAR ship
detection under complex background interference. A new AFD is present to generate
fewer but higher quality proposals than the RPN around the target centers, achieving
a better speed-accuracy trade-off. Moreover, two newly-designed feature enhancement
modules, i.e., the SIA and WCFF, are proposed for effective feature enhancement. The SIA
highlights the ship’s positional information for extracting distinctive features under strong
interference. The WCFF is employed to weight pyramid features adaptively for fusing
more valid multi-scale semantic information. Extensive experiments on the SSDD and
HRSID datasets demonstrate the effectiveness of our proposed method. Furthermore,
the comparative results show that our ATSD achieves outstanding detection performance
over the other mainstream CNN-based detectors.
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