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Abstract: The satellite-terrestrial integrated network (STIN), as an integration of the satellite network
and terrestrial, has become a promising architecture to support global coverage and ubiquitous con-
nection. The architecture of software-defined networking (SDN) is utilized to intelligently coordinate
the global STIN, in which the placement schemes of SDN controllers, including the locations, number,
and roles, would produce various performances. However, the uneven distribution of global users
leads to the unbalanced energy consumption of satellite resources, which brings a heavy burden for
satellites to maintain the control flows for network management. To provide green communication
for international economic trade in the countries along the Belt and Road, in this paper, we focus on
the energy-efficient controller placement (EECP) problem in the software-defined STIN. The satellite
gateways are located in the countries along the Belt and Road, which accounts for a large number of
traffic demands and a dense population. The controllers are deployed on the LEO satellites, where
each LEO satellite is a candidate controller. The energy consumption for the control paths and the user
data links is modeled and then formulated as the flow processing-oriented optimization problem. A
modified simulated annealing placement (MSAP) algorithm is developed to solve the EECP problem,
in which we use the greedy way to obtain the initial set of controllers, and then the final optimal
controller placement result is obtained by the simulated annealing algorithm. Extensive simulations
are conducted on the simulated Iridium satellite network topology and statistics data. Compared
with other algorithms, the results show that MSAP reduces network energy consumption by 20% and
average latency by 25%.

Keywords: satellite-terrestrial integrated network; software-defined networking; controller placement;
simulated annealing; energy consumption

1. Introduction

With the increasing demand for data traffic, the terrestrial network has been unable to
satisfy people’s demand, especially in rural areas [1]. Limited by the coverage of terrestrial
networks, it is difficult to provide ubiquitous wireless access with reliability only relying
on ground communication systems. The emerging applications, such as virtual reality
(VR) streaming, the Internet of Things (IoT), remote sensing, and navigation, requires a
high-throughput bandwidth and low latency response, new concepts, and technology for
the next-generation system are being developed to accommodate diverse applications in
various scenarios [2]. Low earth orbit (LEO) satellite constellation, e.g., Starlink [3] and
OneWeb [4], has attracted intensive attention for its wide coverage and low latency. The
wide coverage of the satellite constellation makes communication convenient, even in the
ocean and mountains. The integration of satellite networks and terrestrial networks brings
lots of benefits to future communication systems.

As a promising architecture, the satellite–terrestrial integrated network (STIN) achieves
resilient seamless coverage in future networks [5]. The typical architecture of STIN is shown
in Figure 1, which includes the space segment, aerial platform, and ground segment. There
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are Geostationary Earth Orbit (GEO) and LEO satellites in the space segment. Three GEO
satellites are connected by inter-satellite links (ISLs), which achieve global coverage in most
areas. The GEO satellites often serve as the space backbone network. The deployment
of LEO satellites enlarges the coverage area of the satellite backbone network. The aerial
platforms are divided into high-altitude platforms (HAPs) and low-altitude platforms
(LAPs). Airships and balloons, forming HAPs, have long-distance flight capabilities to
provide stable access for users on both ground and sea. Various aircrafts, such as unmanned
aerial vehicles (UAVs) and fighter jets, form an LAP. The high mobility and low latency in
LAPs can provide wireless communications for emergency scenarios. The ground segment
connects to the space segment via satellite gateways, which provides Internet interfaces
for mobile devices. User equipment such as personal laptops and phones can access the
Internet through wireless access points.

Figure 1. The typical architecture of the STIN.

However, the natural heterogeneity of the STIN poses a challenge for global network
management [6]. The paradigm of software-defined networking (SDN) separates the data
and control planes, making the upgrading and maintenance of the network easier [7]. The
SDN-enabled STIN adopts distributed control by multiple controllers, which solves the
heterogeneous management caused by various hardware equipment and can meet the
failure tolerance and latency requirements [8]. Therefore, the controller placement problem
(CPP) becomes a critical problem for improving the flexibility of the STIN. The research
on CPP has been already discussed in SDN-enabled terrestrial networks for years, and the
number and location of the controllers determine the efficiency of resource scheduling [9].
Despite its non-negligible value in STIN model design, the CPP in the satellite segment,
especially in the LEO mega-constellation, has not received as much attention yet.
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Moreover, network traffic around the world has witnessed a rising trend. According
to the statistics, the energy consumption from communication technology will account
for 51% of the total electricity consumption by 2030 [10]. As the satellite load is limited
and the onboard resources are scarce, it is expected that satellites can provide as much
operation time as possible. The rapid growth of network traffic makes energy consumption
faster. Furthermore, the population distribution also results in uneven flows on Earth. Even
if the power supply is sufficient, the unplanned use of energy leads to the rapid aging
of satellites.

In this paper, we propose an energy-efficient controller placement (EECP) scheme
in the software-defined STIN architecture. We focus on the green economies of countries
along the Belt and Road, which accounts for a large population and urgent demand for
traffic flows [11]. In the software-defined STIN architecture we proposed, the controllers
are deployed on the LEO satellites, and satellite gateways are located in the countries along
the Belt and Road. We consider the demands of global traffic and then build the energy
consumption model. Considering the high complexity of the problem in large-scale STIN,
we propose a heuristic algorithm, MSAP, to solve the EECP problem. The MSAP algorithm
aims at minimizing energy consumption to find the optimal controller placement strategies.
The simulations are performed on the Iridium constellation, and the evaluation results also
show the outstanding performance of MSAP compared to other algorithms.

The main contributions of this paper are summarized as follows:

• We consider a software-defined STIN architecture, where controllers are deployed on
LEO satellites. Based on the architecture, the EECP problem is defined to establish a re-
lationship between economic concerns and traffic demands. The energy consumption
model takes the effect of the real-world traffic demands into account.

• Considering the high complexity of the problem in large-scale networks, we propose
a heuristic-based MSAP algorithm to solve the EECP problem. The MSAP algorithm
first adopts the greedy way to find the initial set of controllers and then introduces the
simulated annealing (SA) algorithm to obtain the optimal placement strategy.

• Extensive simulations are conducted on the simulated STIN with the Iridium con-
stellation and satellite gateways. Simulation results show that the proposed MSAP
algorithm outperforms other algorithms in network energy consumption and
average latency.

The remainder of this paper is organized as follows. Section 2 reviews the related work
of controller placement schemes. Section 3 presents the STIN architecture and formulates
the EECP problem. The proposed approaches are detailed in Section 4, elaborating the
heuristic-based MSAP algorithm. Extensive results are shown and analyses are performed
in Section 5. Finally, conclusions are presented in Section 6.

2. Related Work

The problem of controller placement has been a long-term concern in SDN. In this
section, we discuss the existing research on controller placement strategies in terrestrial
networks and STINs.

2.1. Controller Placement in Terrestrial Networks

The emergence of SDN controllers extends the flexibility of terrestrial networks, which
achieves intelligent management and robustness. The CPP considers three main issues
in the SDN-enabled network, including the locations, numbers, and roles, which are
formulated as the optimization problem to minimize the latency, to reduce the cost, and
so on [12,13]. There is some research on controller placement schemes based on terrestrial
SDN networks. Wang et al. [14] noticed that the static assignment between switches
and controllers exists in dynamic traffic, which led to high maintenance costs and varying
response times in data center networks. They formulated the dynamic controller assignment
problem as an optimization problem to minimize the total cost. Bera et al. [15] studied the
dynamic controller assignment methods based on the stable-matching game, in which flow-
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specific requirements and quality of service (QoS) violations are considered to minimize the
controller response time. Singh et al. [16] proposed the heuristic-based Varna optimization
algorithm for the CPP to manage the software-defined Wide-Area Network (WAN), which
is able to minimize the total average latency. Moreover, there are multiple controllers
responsible for distributed management, and the controller placement approach with
multiple objects (e.g., network latency, reliability, and load-balancing) is addressed to
realize multi-dimensional optimization [17]. The optimization algorithms for controller
placement, including the linear programming [18], greedy algorithm [19], and SA [20], have
also been proposed to solve comprehensive problems in various scenarios.

In addition, the energy consumption of controller placement schemes, including
deployment cost and energy consumption, has also been investigated to achieve green
economics. Maity et al. [21] put forward the network partitions and preferable locations of
the active controllers to solve energy-aware controller placement schemes for IoT flows.
Ruiz-Rivera et al. [22] proposed an energy-efficient controller association algorithm, GreCo,
to decide controller placement. They reduced the number of active links to save energy;
however, rerouting control paths could cause controller overload. Hu et al. [23] investigated
a binary integer program to solve CPP considering the number of links on the control paths
and controller load. However, they assumed that the control traffic of each switch was the
same. Fernandez-Fernandez et al. [24] optimized the energy consumption in SDN using
an energy-aware traffic engineering approach. They minimized the number of links that
could be used to satisfy a given traffic demand and proposed a heuristic algorithm.

The above researchers discussed the dynamic controller placement schemes deployed
under the static scenario. In the real world, the satellites are moving all the time, which
poses challenges for optimizing their entire performance under dynamic traffic.

2.2. Controller Placement in the Software-Defined STIN

In the software-defined STIN architectures, the location of controllers determines the
system for control configuration and management policies. Many related works study
the software-defined STIN architectures, in which the location of controllers decides the
control mode of the system. The controllers are often deployed on different locations such
as on satellites and ground. In this paper, according to the location of the controllers, the
controller placement schemes can be classified into three categories: ground only, satellite
only, and cross-segment placement scheme.

Ground networks have strong computing power and storage capacity. The satellite
gateways are responsible for exchanging information. Liu et al. [25] firstly investigated the
joint placement of ground controllers and satellite gateways for maximum STIN reliability
while satisfying the latency constraint. Bi et al. [26] presented a composite STIN architecture
that the SDN controller deployed on the terrestrial domain to collect network information.
Shen et al. [27] targeted the optimization of the load average difference rate in the STIN to
solve the joint placement problem of gateways and controllers. However, the controllers on
the ground are static, which causes large energy consumption and time delay, so it is hard
to satisfy the dynamic traffic demands.

As satellite networks provide relatively low latency, controllers can be hosted on
GEO or LEO satellites. Bao et al. [28] put forward an OpenSAN architecture with SDN
controllers on GEO satellites, which have wide coverage and are responsible for translating
the rules and monitoring the network status. Zhang et al. [29] implemented a lightweight
prototype control framework in a single-layer LEO satellite network, which avoided the
bottleneck caused by GEO satellites in [28]. Papa et al. [30] proposed a dynamic controller
placement scheme in the LEO satellite network to minimize the average flow setup time
considering the dynamic changes in traffic demands. This paper mainly aims to solve the
minimization of communication costs of counties along the Belt and Road, which requires
green economic development. To maximize the information transmission rate, we only
consider the architecture in which controllers are deployed on the LEO satellites.
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In the cross-segment distributed control mode, the characteristics of different network
segments are fully used to reduce the control overhead. Chen et al. [31] discussed the multi-
controller deployment strategy based on a genetic algorithm (GA) to optimize network
delay and controller load in a hierarchical STIN network. Han et al. [32] designed a
multi-layer control architecture with GEO satellites as the master controller and some
LEO satellites as slave controllers. They proposed a dynamic deployment method of
LEO controllers with an approximation algorithm (AA), which can meet the network
coverage requirements of emergency satellites and optimize the network delay at the same
time. Wu et al. [33] proposed a multi-layer control scheme composed of GEO, Medium
Earth Orbit (MEO), and LEO satellites, in which multiple optimization objectives such
as delay, link flow, reliability, and controller load were considered to determine LEO
controller placement, which is solved by a Particle Swarm Optimization (PSO) algorithm.
Liao et al. [34] investigated the multi-controller deployment strategy of an SDN-based
6G STIN and proposed a switch migration strategy considering the imbalance load of
SDN controllers.

Table 1 shows the comparison of the proposed scheme with state-of-the-art methods
in the STIN architecture. In this paper, we notice the effect of global traffic demands on
network energy consumption. The control message mainly comes from the user demands,
and the link belonging to the control network should always be working to quickly reply
to the control message. To the best of our knowledge, this paper is the first to consider
the controller placement problem from the perspective of energy-efficiency in the STIN.
We focus on the optimization of the energy consumption of the control path and propose
the EECP problem for the green economic development of the countries along the Belt
and Road. By solving the EECP problem through the MSAP algorithm, the total energy
consumption of the control path is reduced and saves energy.

Table 1. Comparison of the proposed scheme with state-of-the-art methods.

Ref. Locations Algorithms
Metrics

Latency Cost Reliability Load

[35] Air K-means X
[25] Ground SA X X
[30] Satellites ILP X
[31] Ground, Satellites GA X X
[32] Satellites AA X
[33] Satellites PSO X X X
[34] Satellites SA X

Proposed Satellites SA X X X X

3. System Model and Problem Formulation

In this section, we consider a typical software-defined STIN model as the network
architecture and then establish the energy consumption problem.

3.1. Software-Defined STIN Architecture

The software-defined STIN architecture is depicted in Figure 2. It consists of three
planes: the management plane, data plane, and control plane. The entities in the man-
agement plane are deployed on the terrestrial network to realize mobility and handover
management functions. The ground contains infrastructure such as base stations, gateways,
vehicles, ships, computers, as well as mobile phones. The terrestrial network communicates
with the satellite network via satellite gateways in the management plane. The LEO satel-
lites are responsible for carrying the switch function and forwarding data packets in the
data plane. It is assumed that each satellite can host the control unit. Several LEO satellites
are selected as controllers to achieve the distributed control of the STIN, and they are only
responsible for communicating with the other LEO satellites under their coverage instead
of all LEO satellites in the space network.
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The network topology of the STIN in each time slot is defined as a graph G = (V, E),
where V represents the set of the network nodes (LEO satellites and satellite gateways),
and E represents the set of links, i.e., ISLs and user data links (UDLs). Let S ⊆ V denote
the set of satellite nodes, SG ⊆ V denote the set of satellite gateways, and C ⊆ S denote the
set of satellite controllers.

Figure 2. The overview of the software-defined STIN architecture.

For the communication between the satellites selected as SDN controllers and the
potential controller set, SDN switches collect the status instruction via the existing ISLs.
Almost every satellite has four ISLs [36]: two intra-plane ISLs which link to the adjacent
satellites in the same orbit plane and two inter-plane ISLs which link to the satellites in
the left- or right-neighbor orbit plane. However, the satellites which rotate in opposite
directions in two adjacent orbit planes only have three ISLs: two intra-plane ISLs and one
inter-plane ISL. The length of the intra-plane ISLs is constant, which is computed as:

Lintra =
√

2Ro

√
1− cos(

360°
M

) (1)

where Ro is the radius of the orbit, and M is the number of satellites in an orbit.
The length of the inter-plane ISLs is constantly varying due to the movements of the

satellites, which is computed as:

Linter =
√

2Ro

√
1− cos(

360°
N

)cos(lat) (2)

where lat refers to the latitude, and N is the number of orbits. The length of inter-plane
ISLs decreases as the latitude increases. Once the satellites move into the polar region, the
inter-plane ISLs break.

Furthermore, we assume that the speed of transmitting flows is equal to the speed of
light. That is to say, the length of ISLs also determines the latency in the STIN. Although
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controllers are the same as satellite switches physically, they are separated from each other
in function. The position of controllers determines the way to process traffic flows, and the
corresponding ISLs are regarded as control paths.

3.2. Energy Consumption Model

Due to the dynamic nature of requests from users, we need to establish a traffic model
related to the number of people on the Earth. The number of Internet users and the traffic
demands can be calculated based on the statistical data [37]. The Earth’s surface is divided
into 12× 24 = 288 areas for simplification. Figure 3 shows the traffic demands over the
world, in which for every 106 Internet users in each area, the traffic demand is 1 Mbps [38].
Moreover, if the number of Internet users is less than 106 in an area, the traffic demands are
also set as 1 Mbps.

Figure 3. The number of Internet users, divided by 106 [38].

We assume each satellite is equipped with a switch processing unit. In each time slot,
the area is assigned to the nearest satellite for flow processing. The traffic flows of each
satellite are the sum of flows in its managed area. The energy consumption of traffic flows
in satellites mainly covers three parts: sending, on-board processing, and receiving.

Formally, the energy consumption of sending data by switch vi is defined as:

Pi
out = f (Ri

out)Pmax
out (3)

where Ri
out is the sending rate of switch vi, Pmax

out is the energy consumption of switch vi at
the maximum sending rate, and f (R) = 0.00062R + 0.38 [39] is the energy consumption
weight function.

Similarly, the energy consumption of receiving data by switch vj is defined as:

Pj
in = f (Rj

in)Pmax
in (4)

where Rj
in is the receiving rate of switch vj, and Pmax

in is the energy consumption of switch
vj at the maximum receiving rate.

The energy consumption of on-board processing by switch vj is defined as:

Pj
proc =

Rj
in

8Sij

(Nj

2
Pj

m + Pj
e

)
(5)

where Sij is the size of the flow setup request message, Nj is the size of the flow table entry,

Pj
m is the energy consumption of matching, and Pj

e is the energy consumption of executing.
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If switch vi is sending flows to switch vj, the corresponding energy consumption is
defined as:

Pij = Pi
out + Pj

in + Pj
proc (6)

In this way, the energy consumption of the flow setup request between switch s and
controller c is defined as:

Psc = ∑
(vi ,vj)∈E

Pijχ(vi ,vj)
(7)

where χ(vi ,vj)
∈ {0, 1} equals 1, indicating that the ISL

(
vi, vj

)
belongs to the control path,

and it equals 0, indicating the ISL does not belong to it.
Moreover, the energy consumption among controllers for synchronizing controller

information is defined as:
Pcc = ∑

(vi ,vj)∈E

Pijω(vi ,vj)
(8)

where ω(vi ,vj)
∈ {0, 1} equals 1, indicating that there exists the shortest path ISL

(
vi, vj

)
connecting controllers, and it equals 0 indicating the ISL does not belong to the short-
est path.

We formulate the EECP problem under the latency constraint in the software-defined
STIN, which is expressed as the following optimization problem:

min ∑
s∈S

∑
c∈C

Pscxsc+ ∑
g∈SG

∑
s∈S

Pgsygs+ ∑
c∈C

Pcc (9)

where Pgs is the energy consumption between satellite gateway g and satellite s; xsc ∈ {0, 1}
equals 1 if the satellite s is assigned to controller c and equals 0 otherwise; ygs ∈ {0, 1}
equals 1 if the satellite gateway g is assigned to satellite s and equals 0 otherwise.

The constraints related to Equation (9) are as follows:

∑
c∈C

xsc = 1, ∀s ∈ S (10)

xsc ≤ zc, ∀s ∈ S, ∀c ∈ C (11)

dsc ≤ Lb, ∀s ∈ S, ∀c ∈ C (12)

∑
s∈S

xsc ≤ Nc, ∀c ∈ C (13)

Constraint (10) ensures that each satellite s is controlled by exactly one controller c.
Constraint (11) guarantees that the switch is connected to a node where a controller resides;
zc ∈ {0, 1} equals 1 if the satellite node c is selected as the controller and equals 0 otherwise.
Constraint (12) means that the control paths need to meet the latency constraint Lb; dsc
represents the propagation latency of the path from satellite s to controller c. Constraint (13)
ensures that controller c controls at most Nc number of switches; Nc = d |S|−|C||C| e; |S| is the
number of satellites; and |C| is the number of controllers.

4. Heuristic Placement Algorithm

The most intuitive way to solve the EECP problem is to enumerate all the possible
controller placement schemes and select the best among them as the final result. However,
due to its high time complexity, this method is not suitable for such large-scale STINs. In
this paper, we focus on a heuristic-based algorithm to solve the EECP problem proposed
in Section 3.2. The SA [40] is regarded as a heuristic approach based on Monte Carlo,
which searches for the global optimal solution for the decrease in temperature. The pro-
posed modified simulated annealing placement (MSAP) algorithm introduces the greedy
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method into the SA algorithm to obtain the optimal controller placement with minimum
energy consumption.

The greedy initial (GI) algorithm is used to obtain the initial set of controller placements
for the MSAP algorithm. The details of the GI algorithm are shown in Algorithm 1. The
input consists of the network topology graph G(V, E) and preset controllers k deployed on
STIN. We initialize the set of controllers (line 1) and then calculate the minimum energy
consumption by Equation (9) between any two nodes (line 2). The energy consumption is
stored in the matrix. The initial placement solution is obtained by iterating k times (line 3).
In each iteration of the for-loop, we choose a new potential node as a controller from the
candidate controllers and add it to the list of controllers (line 5). We need to calculate the
energy consumption using Equation (9) under the current controller deployment (line 6)
and record the minimum value (line 8). Once all the candidate nodes have been traversed
(line 9), we find the placement scheme with the minimum energy consumption (line 10).
The set of controllers can be available initially (line 12).

Algorithm 1 Greedy Initial Algorithm (GI).

Input: G = (V, E), k
Output: Cinitial-the initial controller placement
1: Initialize: Cinitial = ∅, canlist = V
2: Computing Equation (9) to calculate the energy consumption of cur_Cinitial
3: for i = 1 to k do
4: for candidate ∈ canlist do
5: cur_Cinitial = Cinitial + {candidate}
6: Computing Equation (9) to calculate the energy consumption of cur_Cinitial
7: end for
8: Record candidate when the energy consumption of cur_Cinitial is minimum
9: canlist = canlist− {candidate}

10: Cinitial = Cinitial + {candidate}
11: end for
12: return Cinitial

The details of the MSAP algorithm are described in Algorithm 2, in which the in-
put is the same as Algorithm 1. We first initialize the parameters, including the initial
temperature T0, the final temperature Tf inal , and the annealing coefficient α (line 1). The
output of Algorithm 1 is the initial state of the set of controllers (line 2), and the energy
consumption is calculated (line 3). In each while-loop, the temperature decreases until the
system reaches a balance point (line 4). We find the placement solution with the minimum
energy consumption in all the new neighbor solutions at this stage (line 5). The set of con-
trollers and energy consumption will be updated if the new solution achieves lower energy
consumption (line 6 to line 9). In order to avoid falling into the local optimal, the probability
of the current worse solution P(∆) = e−

∆
T > ξ is accepted, where ∆ = Pnew − Pmin and ξ

belong to (0, 1) (line 10 to line 14). When the temperature decreases until the solid reaches
its stable state, the while-loop ends (line 16). In this way, we obtain the set of controllers
and energy consumption (line 18).

The computational complexity of the MSAP algorithm is discussed as follows. The
time complexity of the minimum energy consumption between any two nodes is O

(
|V|3

)
.

Thus, the running time of the initial set of controllers is O
(

k2 · |V|3
)

. So, the computational

time complexity of MSAP is O
(

t · k · |V|2
)

, where t is the iteration number.
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Algorithm 2 Modified Simulated Annealing Placement Algorithm (MSAP).

Input: G = (V, E), k
Output: Copt - the controller placement, Pmin - the minimum energy consumption
1: Initialize: T = T0, Tf inal , α
2: Calculate the initial controller placement Copt in Algorithm 1
3: Compute Equation (9) to calculate the energy consumption Pmin with Copt
4: while T > Tf inal do
5: Cnew = Copt
6: Select δ from 1 to k randomly
7: Generate all the new neighbor solutions by replacing Cnew(δ)
8: Computing Equation (9) to calculate the energy consumption of every new place-

ment
9: Record the minimum new energy consumption Pnew and Cnew

10: ∆ = Pnew − Pmin
11: Generate a random number ξ ∈ (0, 1)
12: if ∆ ≤ 0 or e−

∆
T > ξ then

13: Pmin = Pnew
14: Copt = Cnew
15: end if
16: T = T · α
17: end while
18: return Copt, Pmin

5. Simulation Results

In order to demonstrate the performance of the proposed MSAP algorithm, in this
section, we first introduce the simulation setup, then give an analysis of the proposed
architecture which deploys controllers on LEO satellites based on the MSAP algorithm.
Finally, we compare the MSAP algorithm with other algorithms.

5.1. Simulation Setup

In the simulation, we construct an STIN simulation scenario based on the real-world
parameters from the STK (Systems Tool Kit) [41], which models the LEO constellation and
satellite gateways. We use the Iridium constellation and place five satellite gateways in the
countries of the Belt and Road. The distribution of satellite gateways is listed in Table 2.
The Iridium constellation consists of 66 satellites. They are evenly distributed in six orbit
planes with a height of 780 km and an orbital inclination of 86.4°. Considering the dynamic
changes in the satellite network, we captured the network topology on 1 January 2020 12
PM GMT for simulation, which is shown in Figure 4.

Furthermore, MATLAB is used to implement the MSAP algorithm, and the energy
consumption and average latency are used as evaluation indices. The values of key simula-
tion parameters are listed in Table 3 [39,42]. The port rate of the switch R is set to different
values according to the traffic demands.

Table 2. Distribution of satellite gateways.

Satellite Gateway Country, City Longitude Latitude

SG1 China, Beijing 116.4 39.9
SG2 Indonesia, Jakarta 106.8 −6.3
SG3 Russia, Moskva 37.7 55.8
SG4 Kazakhstan, Almaty 76.9 43.3
SG5 Saudi Arabia, Al Madinah 39.7 24.4
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Figure 4. The snapshot of Iridium network at 1 January 2020 12 PM GMT (the satellite nodes are
shown with blue circles, and the satellite gateways are denoted with orange).

Table 3. Simulation parameters.

Parameter Value

Pmax
out (mJ) 7.639

Pmax
in (mJ) 1.944

Sij (Byte) 160

Pj
m (nJ/B) 5.634

Pj
e (nJ/B) 8.406

R (Mbps) {100, 200, 300, 500}
Nj (Byte) 280
T0 (◦C) 1

Tf inal (◦C) 0.0001
α 0.75

5.2. Analysis of the Architecture

The location of controllers determines the control mode of network, which also effects
the efficiency of message processing. The controllers deployed on the ground network are
often located at the pre-selected geographical location [43]. We compare the performance
of the controller located on the LEO satellites with the satellite gateways on the ground.

Figure 5 shows the effect of controller location on energy consumption and average
latency. We compare the architecture deployed controllers on LEO satellite with controllers
on satellite gateway. Since there are five satellite gateways deployed on the Belt and
Road, the number of controllers is set from one to five for comparison. When the number
of controllers is equivalent, the architecture which deploys controllers on LEO satellites
consumes less energy and achieves lower latency than the controllers on the satellite
gateway. In addition, when there are five controllers on LEO satellites, it saves nearly 30%
on energy consumption and latency compared to controllers on the satellite gateway.

The controllers on the satellite gateway are located on the Belt and Road and are close
to each other in geography. The satellite gateway is prone to reaching its capacity with
the increased number of controllers. The proposed software-defined STIN architecture
considers the controllers on LEO satellites. We also adopt the MSAP algorithm to enumerate
the optimal location of controllers. In this manner, it reduces energy consumption and
average latency with the increased number of controllers.
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Figure 5. Energy consumption and average latency when controllers on different locations.

5.3. Comparison with Different Algorithms

In order to evaluate the performance of the MSAP algorithm, we adopt the Random,
K-means [44], Greedy [19], and SAP [45] algorithms as benchmarks:

• Random algorithm means randomly choosing nodes as controllers. To eliminate the
effect of randomness, we run the algorithm 10 times and take the average result as the
final output.

• K-means [44] belongs to the clustering algorithm. By calculating the energy consump-
tion between nodes and the selected controllers, the nodes are divided into multiple
clusters in STIN.

• Greedy algorithm [19] provides locally optimal results that approximate globally
optimal solutions. The controllers are selected one by one, and it assures that the
energy consumption of STIN achieves the optimal results at this stage.

• SA algorithm [45] approximates the global optimum solution through a random search
technique. The nodes are selected as controllers once the energy consumption of STIN
reaches a thermal equilibrium point.

We measure the performance of these algorithms from the following aspects.
(1) Energy Consumption: Energy consumption can be calculated by the definition

in Equation (9). Figure 6 shows the energy consumption with the different number of
controllers in STIN. The number of controllers is assigned from one to seven. It can be
noted that energy consumption calculated by the five algorithms decreases first and then
increases as there are more controllers in the STIN. This is due to the increased number of
controllers, which places an unsupportable burden on the network. Consequently, we need
to strike a balance between the control mechanism and economic concerns.

Moreover, the proposed MSAP outperforms other algorithms in energy consumption.
MSAP adopts the advantages of Greedy and SA, which finds the initial optimal results by
the Greedy algorithm and then achieves the global optimal solutions by the SA algorithm.
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Especially when the number of controllers is set as 1, MSAP has the same results as the
Greedy algorithm. In addition, the initial step of controller placement for SA and K-means
impacts the final results. We run the Random, K-means, and SA algorithms multiple times,
and their results fluctuate within a range. Due to the stochastic property, the Random
algorithm can hardly achieve approximate results and shows the largest fluctuation in
energy consumption of all the tested algorithms. Overall, the performance of the MSAP
algorithm is better than other algorithms in energy consumption.
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Figure 6. Energy consumption with the different number of controllers in STIN.

To further evaluate the performance of the five algorithms, we compare the energy
consumption for controllers. That means we only consider the energy consumption for
synchronizing control information. The results of energy consumption are shown in
Figure 7. It is worth noting that the more controllers in STIN, the more energy will be
consumed for synchronizing information. The energy consumption for controllers is similar
in different algorithms. The proposed MSAP algorithm consumes the least energy out of the
algorithms tested when the number of controllers is set as seven. That mainly results from
the consideration of the global and local optimal strategies for the locations of controllers.
Moreover, affected by the number of controllers, the energy consumption calculated by the
SAP algorithm and K-means algorithm fluctuates greatly.

(2) Latency with Minimum Energy Consumption: We also consider the network
latency of the controller placement solution with the minimum energy consumption. It is
defined as the ratio of distance and propagation speed. The distance represents the sum of
distance in the shortest path between controllers and other nodes (switches and gateways),
and the propagation speed is regarded as the speed of light (3× 108 km/s).

Figure 8 shows the average latency with different numbers of controllers in STIN. It
can be found that the average latency decreased first, then increased with the number of
controllers. The tendency of Figure 8 is similar to Figure 6. When the number of controllers
exceeds the optimal range, it brings a further increased burden on the network. Specifically,
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the average latencies calculated by the Greedy, SA, and MSAP algorithms are identical
when there is only one controller. The proposed MSAP algorithm achieves a lower average
latency than the other algorithms when multiple controllers are deployed on the STIN.
Random and K-means algorithms still do not achieving optimal performance in average
latency, and they are unsuitable for solving the proposed EECP problem.
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Figure 7. Energy consumption for controllers in the LEO satellite network.

We also focus on the average latency between controllers, which represents the average
latency for each controller link in the LEO satellite network. It reflects the distribution
of controllers in the LEO satellite network. The average latency of different number
of controllers is shown in Figure 9. The latency calculated by MSAP, SAP, and Greedy
algorithms decreased by nearly 35 ms, 45 ms, and 30 ms, respectively. However, Random
and K-means present the tendency to be stochastic, they are not highly related to the
number of controllers, and the distribution of controllers is not ruleable.

(3) Benefit-to-Cost Ratio (BCR): BCR refers to a proportional reduction with respect to
one controller. It is defined as BCR = (P1/Pk)/k, 0 ≤ BCR ≤ 1, where Pk represents the
energy consumption when k controllers are deployed on the LEO satellite network. The
higher the value of the BCR, the better the result.

Table 4 shows the BCR of energy consumption. When the number of controllers
increases, the BCR obtained by the five algorithms shows a decreasing tendency. It needs
at least four controllers to reduce the energy consumption to half in the three algorithms.
BCR follows the law of diminishing returns. When the number of controllers reaches the
capability in the STIN, it will obtain minor benefits in return. The trade-off between cost
and energy consumption should be considered while selecting the number of controllers.
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Figure 8. Latency with the different number of controllers in STIN.
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Figure 9. Latency for each control link in the LEO satellite network.
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Table 4. Benefit-to-Cost Ratio of Energy Consumption.

Methods
Number of Controllers

1 2 3 4 5 6 7

Random 1 0.62 0.49 0.42 0.32 0.22 0.15
K-means 1 0.70 0.60 0.39 0.32 0.25 0.15

GI 1 0.61 0.46 0.38 0.26 0.20 0.16
SAP 1 0.64 0.48 0.37 0.28 0.23 0.18

MSAP 1 0.66 0.53 0.41 0.32 0.25 0.20

6. Conclusions

The rapid development of the economy derives more and more applications which
are transmitted by satellites. However, a large amount of energy is required to maintain
the flow of satellite traffic. Aiming to save energy consumption in a software-defined STIN,
in this paper, we researched the EECP problem in the countries along the Belt and Road.
The energy consumption model was developed to describe the energy consumption of ISL
(switch-to-controller) and UDL (gateway-to-satellite). Based on the model, we considered
traffic demands in the different geographical locations, which were then formulated as an
optimization problem. To solve the EECP problem, we proposed the MSAP algorithm to
compute the optimal locations of controllers. The simulation was evaluated by real-world
parameters with an LEO constellation and Internet usage traces. The results indicated that
the considered SDN-enabled architecture achieved superior performance to the controllers
deployed on the satellite gateway. In the performance evaluation, the satellite controller
placement provided by the MSAP algorithm outperformed other algorithms in network
energy consumption and latency.
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STIN Satellite Terrestrial Integrated Network
SDN Software-Defined Networking
GEO Geostationary Earth Orbit
MEO Medium Earth Orbit
LEO Low Earth Orbit
HAP High-Altitude Platforms
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LAP Low-Altitude Platforms
ISL Inter-Satellite Links
UDL User Data Links
VR Virtual Reality
IoT Internet of Things
CPP Controller Placement Problem
EECP Energy-Efficient Controller Placement
SA Simulated Annealing
SAP Simulated Annealing Placement
MSAP Modified Simulated Annealing Placement
GI Greedy Initial
6G 6th Generation Mobile Networks
STK Systems Tool Kit
QoS Quality of Service
WAN Wide-Area Network
GA Genetic Algorithm
PSO Particle Swarm Optimization
AA Approximation Algorithm
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