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Abstract: The development of the commercial multi global navigation satellite system (GNSS) dual
(multi)-antenna common-clock receiver that uses time-synchronization technology has brought new
opportunities for high-precision GNSS-based attitude determination. In this article, for the first time,
we present a performance comparison of global positioning system (GPS) L1/Galileo navigation
satellite system (Galileo) E1 attitude determination with a common-clock receiver using four different
models, i.e., the loosely combined single-differenced (SD-LC) model, the tightly combined single-
differenced (SD-TC) model, the loosely combined double-differenced (DD-LC) model, and the tightly
combined double-differenced (DD-TC) model. We first introduce the SD-LC, SD-TC, DD-LC, and
DD-TC relative positioning models with GPS L1/Galileo E1 observations from a common-clock
receiver. Then, we present a performance comparison of the four models in both single-epoch and
multi-epoch modes using static data collected with a Trimble BD992 common-clock receiver in terms
of the ambiguity dilution of precision (ADOP), the ambiguity resolution (AR) success and failure rates,
and the positioning and attitude determination accuracy. In the case of the single-epoch mode, the
experimental results revealed that the results of the single-differenced (SD) models were identical to
those of double-differenced (DD) models, i.e., the results of SD-LC and SD-TC models were identical
to DD-LC and DD-TC models, respectively. Moreover, compared with the loosely combined model
(SD-LC/DD-LC), the tightly combined model (SD-TC/DD-TC) delivered a much higher AR success
rate and a lower AR failure rate, especially under a high elevation cutoff angle. The AR success
rate increased by approximately 35.1% under a 40◦ elevation cutoff angle, while the AR failure rate
decreased by approximately 4.3%. In the case of the multi-epoch mode, the experimental results
confirmed the advantages of the tightly combined model over the loosely combined model as well as
the SD model over the DD model. Compared with the DD-LC and SD-LC models, the AR success
rates of the DD-TC and SD-TC models were improved by approximately 16.7% and 0.6% under a 45◦

elevation cutoff angle, respectively. The AR failure rates were reduced by approximately 12.4% and
0.3%, respectively. Moreover, compared with the DD-LC and DD-TC models, the AR success rates of
the SD-LC and SD-TC models under a 45◦ elevation cutoff angle were improved by approximately
24.0% and 7.9%, respectively, and the AR failure rates were reduced by approximately 19.9% and 7.8%,
respectively. Meanwhile, compared with the DD model, the SD model delivered comparable yaw
accuracy and remarkably better pitch accuracy. The pitch accuracy was improved by approximately
65.2–75.0%.

Keywords: GNSS attitude determination; common-clock receiver; GPS; Galileo; single-differenced
model; double-differenced model

Remote Sens. 2022, 14, 5438. https://doi.org/10.3390/rs14215438 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs14215438
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0003-0207-8277
https://doi.org/10.3390/rs14215438
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs14215438?type=check_update&version=2


Remote Sens. 2022, 14, 5438 2 of 18

1. Introduction

Global navigation satellite system (GNSS)-based attitude determination can provide
real-time three-dimensional attitude information (including yaw, pitch, and roll) for land,
sea, air, and space moving vehicles. Because of its advantages of long-term stability, no
error accumulation, low cost, light weight, small size, and easy maintenance over tradi-
tional inertial navigation system (INS) sensors [1–3], GNSS-based attitude determination
has broad prospects in both military and civilian use, such as intelligent transportation,
precision agriculture, high-precision surveying and mapping, navigation, aviation, etc.

In GNSS-based attitude determination, the prerequisite for obtaining the high-precision
attitude of a vehicle is first obtaining the high-precision baseline vectors between the rigidly
mounted antennas using the short-baseline precise relative positioning technology. The
double-differenced (DD) model can eliminate or largely reduce the common errors in the
satellite, receiver, and signal propagation path and retain the integer nature of ambiguities.
It has therefore been widely used in GNSS-based attitude determination [4–7].

When multiple GNSS systems are combined, there are two types of DD models,
i.e., the loosely combined DD (DD-LC) model and the tightly combined DD (DD-TC)
model. The DD-LC model is generally used due to its simplicity. In the DD-LC model, a
reference satellite is selected for each GNSS system separately and only intra-system DD
observations are created. These intra-system DD observations of each GNSS system are
functionally independent, and the only common parameter among the involved GNSS
systems is the baseline vector. In the DD-TC model, however, a single reference satellite
is selected for all the involved GNSS systems, and both inter-system and intra-system
DD observations are created. The extra link brought by the inter-system DD observations
strengthens the adjustment model [8]. With the development of modernized GNSS systems,
the Galileo navigation satellite system (Galileo), BeiDou global navigation satellite system
(BDS-3), Quasi-Zenith Satellite System (QZSS), and Indian Regional Navigation Satellite
System (IRNSS) were designed to transmit navigation signals that overlap with the global
positioning system (GPS) (e.g., GPS L1/E1, Galileo E1/E5a, BDS-3 B1C/B2a, QZSS L1/L5,
and IRNSS L5) to enhance the compatibility and interoperability between them [9–12]. This
creates an advantageous condition for the use of the DD-TC model. Previous studies have
revealed that, compared with the DD-LC model, the DD-TC model provides improved
performance of ambiguity resolution and precise relative positioning, especially when the
observed satellites in each GNSS system are limited and only single-frequency observations
are used [13–20]. However, the prerequisite is that the between-receiver differential inter-
system bias (DISB) in the DD-TC model is carefully considered. Previous studies have
revealed that the DISB between the overlapping frequencies of multi-GNSS systems is
close to zero when the involved receivers are of the same type but are generally non-zero
with different receiver types [11–14,21]. Since the DISBs are stable in the time domain even
though the receiver restarts, they are usually calibrated and corrected in advance [8–14].
In order to solve the problem of rank deficiency caused by the linear correlation between
the phase DISB and inter-system DD ambiguities, Tian et al. proposed a particle-filter-
based real-time phase DISB estimation approach, which can achieve a real-time, fast, and
accurate estimation of phase DISB without prior information or adding additional DISB
parameters in the mathematical model [22,23]. Peng et al. further presented a maximum
ratio principle-based DISB estimation approach [24]. Shang et al. proposed a state optimal
estimation-based DISB estimation approach for multi-GNSS inter-system positioning in
complex environments, and the results revealed the advantage of the step-by-step particle-
filter-based method [25].

In recent years, the rapid development of commercial dual (multi)-antenna common-
clock GNSS receivers that use time-synchronization technology offers a kind of possibility
for GNSS-based attitude determination with a single-differenced (SD) model. With such
a common-clock receiver, the received GNSS signals from dual (multi)-antennas that
connected to the receiver are mixed with the same oscillator. This means that the GNSS
observations from the dual (multi)-antennas share the same clock. Therefore, the receiver
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clock errors for both the master antenna (or reference station) and slave antennas (or rover
stations) are identical and can be eliminated with only the SD model [26,27]. Previous
publications have revealed that the SD model with a common-clock receiver could solve the
well-known problem encountered in the DD model, i.e., the achievable baseline accuracy
in the vertical component is two to three times inferior to the horizontal component.
Compared with the DD model, the SD model provides improved baseline accuracy in the
vertical component to nearly the same level as the horizontal component. The pitch accuracy
is therefore significantly improved to nearly the same level as yaw [28–33]. However, the
prerequisite is that the additional line bias (LB) in the SD model, which is composed of
the initial phase bias in the receiver and hardware delays from the antennas, receiver,
and cables [29,33], should be properly handled in real time. The critical feature of LB
includes two aspects: (1) when cables of the same length are used, the phase and code
LBs are relatively stable during a short continuous observation period (generally within
approximately one day) once the involved common-clock receiver is started, and (2) the
phase LBs are linearly correlated with the SD ambiguities [33]. In order to solve the
problem of linear correlation between the phase LBs and SD ambiguities, the parameter
reorganization method is usually performed, in which one reorganizes the phase LB and
SD ambiguities and estimates the lumped phase LB over time with a time-constant or
random walk process model [32,33]. An alternative approach is a two-step method in
which one first calculates and filters the phase LB over time and then corrects it with the SD
model [34,35]. In addition, Macias-Valadez et al. calibrated the phase LB in real time using
dedicated hardware devices [36]. Recently, Wu et al. extended the particle filter approach
for real-time phase LB estimation, considering that the phase LB has characteristics similar
to the phase DISB [37].

In the SD model, the parameter reorganization method is generally performed sep-
arately within the SD observations of each GNSS system and is referred to as the loosely
combined SD (SD-LC) model in this article. Previous researchers have found that for the
overlapping frequencies shared by different GNSS systems their LBs are identical, and thus
they can be simply treated as if they are from one constellation in the SD model [33]. This
provides the possibility of using the tightly combined SD (SD-TC) model, in which the
parameter reorganization is also performed between SD observations between different
GNSS systems. Moreover, for the common-clock receiver, the master and rover receivers
are of the same type. The DISB between the overlapping frequency of different GNSS
systems is therefore close to zero and can be neglected [10–14]. As a consequence of this,
the DD-TC model can be easily applied between the overlapping frequencies of different
GNSS systems when the common-clock receiver is used.

In this contribution, for the first time, we present a performance comparison of GNSS
-based attitude determination with a common-clock receiver using the SD-LC, SD-TC, DD-
LC, and DD-TC models. Without a loss of generality, the GPS L1/Galileo E1 observations
are used as a representative example. We first deduced the SD-LC, SD-TC, DD-LC, and
DD-TC relative positioning models with the GPS L1/Galileo E1 observations from the
common-clock receiver. Then, we present a performance assessment of the four models
from the aspects of the ambiguity dilution of precision (ADOP), the ambiguity resolution
(AR) success and failure rates, and the positioning and attitude accuracy using static
short-baseline data collected with a Trimble BD992 dual-antenna common-clock receiver.

2. Relative Positioning Models with GPS L1/Galileo E1 Observations from
Common-Clock Receiver

This section introduces the SD-LC, SD-TC, DD-LC, and DD-TC models with common-
clock GPS L1/Galileo E1 observations. Considering that only the short baseline is involved
in GNSS-based attitude determination, the residual ionospheric and tropospheric errors
can be ignored and thus will be not presented in the following formulas for simplicity.
Moreover, for the common-clock receiver, although the receiver clock errors are eliminated
by the SD model, additional code and phase LBs are introduced and should be considered.
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Assuming that both the master antenna, k, and slave antenna, l, that connected to a
common-clock receiver simultaneously track nG GPS satellites and nE Galileo satellites at
the overlapping L1/E1 frequency, the GPS L1/Galileo E1 SD observation equation with a
common-clock receiver is represented by [33]:

∆PiG
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where ∆ is the between-receiver SD operator, iG = 1G, 2G, 3G, · · · , nG, jE = 1E, 2E, 3E, · · · , nE,
subscripts L1 and E1 denote the GPS L1 and Galileo E1 frequencies, respectively, and the
corresponding wavelengths are λL1 and λE1 (λL1 = λE1); P and ϕ are the code and phase
observations in meters, respectively; ρ is the geometric distance between the satellite and
antenna; α is the code LB; β is the phase LB, which is composed of the SD initial phase bias
and SD phase hardware delay; N is integer ambiguity; and ε and e are the code and phase
noise, respectively.

2.1. SD-LC Model

In Equation (1), the phase LBs are linearly correlated with the SD ambiguities, which
will lead to the rank deficiency of the normal equation. As a consequence of this, a
parameter reorganization method is usually used to solve this problem. The GPS L1/Galileo
E1 SD-LC model with common-clock receiver is then represented by [33]:
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where β̂G
kl,L1 = βG

kl,L1 + N1G
kl,L1 and β̂E

kl,E1 = βE
kl,E1 + N1E

kl,E1 are the reorganized phase
LBs, which are the sum of the original phase LB and the SD ambiguity of the refer-
ence satellite. They are reset when the reference satellite changes or a cycle slip occurs.
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ambiguities between the non-reference satellite and the reference satellite of GPS and
Galileo, respectively, where 1G and 1E are the reference satellites of GPS and Galileo, re-
spectively. With Equation (2), the reorganized phase LBs can be estimated simultaneously
with the baseline vector, the code LB, and the DD ambiguities.

2.2. SD-TC Model

From Equation (1) to Equation (2), the parameter reorganization is performed sep-
arately within each GNSS system. Fortunately, the code and phase LBs for GPS L1 and
Galileo E1 are identical (i.e., αG

kl,L1 = αE
kl,E1 and βG

kl,L1 = βE
kl,E1) and the parameter reorgani-

zation can also be performed between GPS L1 and Galileo E1 SD observations. Assuming
that 1G is selected as the common reference satellite for the GPS and Galileo, the GPS
L1/Galileo E1 SD-TC model is then represented by:
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where β̂G
kl,L1 = βG

kl,L1 + N1G
kl,L1 is the reorganized phase LB, which is the sum of the original phase

LB and the SD ambiguity of the reference satellite 1G, and ∆∇N1G jE
kl,L1E1 = ∆N jE

kl,E1 − ∆N1G
kl,L1 is

the inter-system DD ambiguity between the Galileo satellite and the GPS reference satellite
1G. In the SD-TC model, the Galileo and GPS satellites are used as if they are from one
constellation rather than two constellations. Compared with the SD-LC model, the SD-TC
model takes advantage of the additional information that the code and phase LBs for GPS
L1 and Galileo E1 are identical, and improved performance is therefore expected.

2.3. DD-LC Model

The troublesome code and phase LBs can be further eliminated by double-differencing.
When a reference satellite is separately selected for GPS and Galileo, the GPS L1/Galileo E1
DD-LC model is represented by:
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1G iG
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1G iG
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where 1G and 1E are selected as the reference satellites of the GPS and Galileo, respectively.
Only intra-system DD observations within each GNSS system are created when the DD-LC
model is used.

2.4. DD-TC Model

For the common-clock receiver, the master and rover receivers are of the same type.
The DISB between the GPS L1 and Galileo E1 is therefore close to zero and can be neglected.
Consequently, the GPS and Galileo satellites can be treated as if they are from one constella-
tion. Assuming that 1G is selected as the common reference satellite for GPS and Galileo,
the GPS L1/Galileo E1 DD-TC model with a common-clock receiver is then represented
by [8,9,11]:
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(5)

Both the intra-system DD observations within the GPS and the inter-system DD
observations between the GPS and Galileo are created when the DD-TC model is used. The
model strength of the DD-TC model is stronger in comparison to the DD-LC model. As a
result, improved performance is expected with the DD-TC model.

2.5. Comparison of the Four Models

The numbers of observation equations, estimates, and redundancies of the SD-LC,
SD-TC, DD-LC, and DD-TC models in a single-epoch solution are listed in Table 1. In the
single-epoch solution, compared with the DD-LC model, the DD-TC model introduces
two additional observation equations and one additional DD ambiguity. Compared with
the SD-LC model, the SD-TC model introduces one additional DD ambiguity but reduces
two LB estimates. Therefore, compared to the loosely combined (DD-LC/SD-LC) model,
one additional redundancy is introduced for the tightly combined (DD-TC/SD-TC) model,
and the model strength is improved. Theoretically, the tightly combined (DD-TC/SD-TC)
model is expected to provide improved performance with respect to the loosely combined
(DD-LC/SD-LC) model. The advantages of the DD-TC model over the DD-LC model have
been widely confirmed with empirical results in previous studies such as [8–14].

Moreover, compared with the DD-LC model, the SD-LC model introduces four addi-
tional observations as well as four LB estimates. Therefore, no redundancy is introduced,
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and the model strength remains unchanged. Similarly, compared with the DD-TC model,
the SD-TC model introduces two additional observation equations as well as two LB es-
timates, resulting in identical model strength for the two models. Therefore, identical
results are theoretically expected for the SD model and the DD model. However, in the
multi-epoch solution, the model strength of the SD model (SD-LC/SD-TC) can be improved
if the phase and code LBs are modeled (e.g., time-constant or random walk model) and
estimated over time, considering that the LBs are relatively stable in the time domain
during a short time span within approximately one day [33]. In such a case, improved
performance is expected for the SD model with respect to the DD model, and this has been
confirmed both theoretically and empirically in previous studies such as [29,31–33].

Table 1. Comparison of the SD-LC, SD-TC, DD-LC, and DD-TC models in the single-epoch solution.

Model SD-LC SD-TC DD-LC DD-TC

Observation equation 2nG + 2nE 2nG + 2nE 2nG + 2nE − 4 2nG + 2nE − 2
Position parameter 3 3 3 3

DD ambiguity nG + nE − 2 nG + nE − 1 nG + nE − 2 nG + nE − 1
LB parameter 4 2 none none

Observation redundancy nG + nE − 5 nG + nE − 4 nG + nE − 5 nG + nE − 4

3. Experimental Data

Static short-baseline data collected with a Trimble BD992 dual-antenna common-
clock receiver and two TRM59900.00 NONE antennas at the campus of Wuhan University
were used in this research. Detailed information about the experimental data is listed in
Table 2. The involved GNSS equipment and the observational environment are shown
in Figure 1. It is worth noting that two coaxial cables with the same material and length
were used to connect the two antennas and the receiver. Figure 2 shows the numbers
of observed GPS/Galileo satellites as well as the position dilution of precision (PDOP)
series of combined GPS/Galileo under a 10◦ elevation cutoff angle. The observed GPS,
Galileo, and GPS/Galileo satellites during the entire time span were 6–11, 5–9, and 11–19,
respectively. The average numbers of visible satellites were 8.7, 6.3, and 15.0, respectively.
The GPS/Galileo PDOP was about 1.14–2.00, with an average of about 1.41.
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Table 2. Detailed information about the experimental data.

Option Experimental Information

Site On the roof of a high-rise building, Wuhan University
Time From approximately 12:00 to 22:00 on 17 January 2020, GPS time

Sampling interval 30 s
GNSS receiver Trimble BD992
GNSS antenna TRM59900.00 NONE

Cable Two identical coaxial cables
Baseline length About 4.17 m

4. Results and Validation
4.1. Data Processing Strategy

In this article, the GPS L1/Galileo E1 attitude determination performances of the
DD-LC, DD-TC, SD-LC, and SD-TC models were evaluated and compared in both the
single-epoch and multi-epoch modes. The performances of the four models were eval-
uated in aspects of the ADOP, the AR success and failure rates, and the positioning
and attitude accuracy.

In the data processing procedure, the widely used elevation-dependent function
in [38] was used in the stochastic model, and the model coefficients were set to 3 mm
and 0.3 m for the phase and code, respectively. In the single-epoch solution, the baseline
coordinates, the ambiguities, and the code and phase LBs in the SD-LC and SD-TC mod-
els were estimated epoch-wise. In the multi-epoch solution, however, the ambiguities
and the code and phase LBs in the SD-LC and SD-TC models were estimated with a ran-
dom walk model with a relatively low process noise, considering that they were stable
in the time domain. The corresponding process noise values were 1 × 10−6 m/sqrt(s),
1 × 10−4 m/sqrt(s), and 1 × 10−6 m/sqrt(s), respectively. After the float solution was
obtained, the ambiguities were fixed using the least-squares ambiguity decorrelation ad-
justment (LAMBDA) method [39], and the widely used ratio test [40] with an empirical
threshold of 3.0 was adopted to validate the ambiguities. For our dual-antenna GNSS-
based attitude determination system, the yaw and pitch were computed using the direct
computation method [41] by using the baseline vector of the slave antenna with respect to
the master antenna in the local-level system. Additionally, different elevation cutoff angles
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(10◦, 20◦, 30◦, 40◦, and 45◦) were set to simulate different observational conditions and
satellite visibilities.

The empirical AR success rate is defined as the percentage of accepted and correctly
fixed epochs compared to the total number of epochs in the entire time span. The empirical
AR failure rate was defined as the percentage of accepted and incorrectly fixed epochs
compared to the total number of epochs [42]. The fixed ambiguities were accepted when
the ratio test was passed. Whether they were further considered to be correctly fixed or
incorrectly fixed depended on whether the baseline error in the east (E)/north (N)/up (U)
was less than 2 cm/2 cm/4 cm. The reference true baseline vector was the GPS/Galileo
L1/E1 static fixed solution. The true attitude was computed using the reference true
baseline vector.

4.2. Performance Comparison of the Single-Epoch Solutions
4.2.1. ADOP

As a representative example, Figure 3 shows the ADOP series of the DD-LC, DD-TC,
SD-LC, and SD-TC models under a 40◦ elevation cutoff angle in the single-epoch solution.
Since the epoch-by-epoch ADOP values of the DD-LC and DD-TC models were identical to
those of the SD-LC and SD-TC models, respectively, the ADOP series of the DD-LC and
DD-TC models are not visible in the figure. This is in line with the theoretical analysis
in Section 2. The mean ADOP values of the DD-LC, DD-TC, SD-LC, and SD-TC models
during the entire time span under different elevation cutoff angles are listed in Table 3.
As expected, the mean ADOP values of the DD-LC and SD-LC models were identical,
and the same was true for the DD-TC and SD-TC models. Moreover, the ADOP values
of the tightly combined models (DD-TC and SD-TC) were much lower than those of the
loosely combined models (DD-LC and SD-LC), especially in the case of a high elevation
cutoff angle. The mean ADOP values were decreased from 0.180, 0.211, 0.331, and 1.145 to
0.152, 0.170, 0.237, and 0.525 cycles, respectively. Theoretically, the ambiguity resolution
performances of the tightly combined models were expected to be superior to the loosely
combined models.
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Table 3. The mean ADOP values of the DD-LC, DD-TC, SD-LC, and SD-TC models under different
elevation cutoff angles in the single-epoch solution.

Elevation Cutoff Angle DD-LC/SD-LC (Cycle) DD-TC/SD-TC (Cycle)

10◦ 0.180 0.152
20◦ 0.211 0.170
30◦ 0.331 0.237
40◦ 1.145 0.525

4.2.2. AR Success and Failure Rates

Table 4 lists the AR success and failure rates under different elevation cutoff angles
in the single-epoch solution. It was observed that the AR success and failure rates of the
DD-LC and SD-LC models were identical, and the same was true for the DD-TC and SD-TC
models. Moreover, we found that compared with the loosely combined models (DD-LC
and SD-LC), the tightly combined models (DD-TC and SD-TC) provided a much larger AR
success rate and a lower failure rate above a 10◦ elevation cutoff angle. The AR success
rates of the loosely combined models were increased from approximately 99.7%, 89.5%,
and 30.0% to 99.9%, 98.1%, and 65.1% by approximately 0.2%, 8.6%, and 35.1% under 20◦,
30◦, and 40◦ elevation cutoff angles, respectively. The AR failure rate was decreased from
6.1% to 1.8% by approximately 4.3% under a 40◦ elevation cutoff angle.

Table 4. The AR success and failure rates of the DD-LC, DD-TC, SD-LC, and SD-TC models under
different elevation cutoff angles in the single-epoch solution.

Elevation Cutoff
Angle

AR Success Rate (Percent) AR Failure Rate (Percent)

DD-LC/SD-LC DD-TC/SD-TC DD-LC/SD-LC DD-TC/SD-TC

10◦ 99.9 99.9 0 0
20◦ 99.7 99.9 0 0
30◦ 89.5 98.1 0 0
40◦ 30.0 65.1 6.1 1.8

4.2.3. Positioning Accuracy

Figure 4 shows the three-dimensional positioning error series of the correctly fixed
solutions for the four models under different elevation cutoff angles in the single-epoch
solution. The corresponding root-mean-square (RMS) errors are listed in Table 5. Similarly,
the epoch-by-epoch three-dimensional positioning errors of the DD-LC and DD-TC models
were identical to those of the SD-LC and SD-TC models, respectively. Therefore, the
positioning errors of the DD-LC and DD-TC models are not visible in the figure, and the
positioning RMS errors of the DD-LC and DD-TC models are identical to the SD-LC and
SD-TC models, respectively. Moreover, the positioning RMS errors of the tightly combined
models were comparable to those of the loosely combined models. Additionally, the
positioning RMS errors increased significantly with an increase in the elevation cutoff angle.

Table 5. The positioning RMS errors of the DD-LC, DD-TC, SD-LC, and SD-TC models under different
elevation cutoff angles in the single-epoch solution.

Elevation Cutoff
Angle

E (cm) N (cm) U (cm)

DD-LC/SD-LC DD-TC/SD-TC DD-LC/SD-LC DD-TC/SD-TC DD-LC/SD-LC DD-TC/SD-TC

10◦ 0.15 0.14 0.17 0.17 0.44 0.42
20◦ 0.16 0.15 0.18 0.18 0.50 0.48
30◦ 0.18 0.18 0.20 0.20 0.76 0.68
40◦ 0.23 0.25 0.25 0.29 1.12 1.10
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4.2.4. Attitude Accuracy

Figure 5 shows the attitude (yaw and pitch) error series of the correctly fixed solutions
for the four models under different elevation cutoff angles in the single-epoch solution. The
corresponding RMS errors for a baseline separation of 1 m are listed in Table 6. Similarly,
the attitude RMS errors of the DD-LC and DD-TC models were identical to those of SD-
LC and SD-TC models, respectively. Moreover, the attitude RMS errors of the tightly
combined models were comparable to those of the loosely combined models. The RMS
errors increased significantly with an increase in the elevation cutoff angle.

Table 6. The yaw and pitch RMS errors of the DD-LC, DD-TC, SD-LC, and SD-TC models under
different elevation cutoff angles in the single-epoch solution.

Elevation Cutoff
Angle

Yaw (◦) Pitch (◦)

DD-LC/SD-LC DD-TC/SD-TC DD-LC/SD-LC DD-TC/SD-TC

10◦ 0.09 0.09 0.25 0.24
20◦ 0.09 0.09 0.29 0.28
30◦ 0.11 0.11 0.44 0.39
40◦ 0.13 0.16 0.64 0.63
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4.3. Performance Comparison of the Multi-Epoch Solutions
4.3.1. ADOP

As a representative example, Figure 6 shows the ADOP series of the DD-LC, DD-TC,
SD-LC, and SD-TC models under a 45◦ elevation cutoff angle in the multi-epoch solution.
The mean ADOP values of the four models during the entire time span under different
elevation cutoff angles are listed in Table 7. It was observed that the ADOP values of the
DD-TC model were lower than those of the DD-LC model, especially in the case of a high
elevation cutoff angle. For example, the mean ADOP values under 40◦ and 45◦ elevation
cutoff angles were 0.017 and 0.041 cycles for DD-LC model and were decreased to 0.010
and 0.015 cycles for DD-TC model, respectively. Although the mean ADOP values of the
SD-TC model were lower than those of the DD-LC model, it is, however, worth noting
that the epoch-by-epoch ADOP value of SD-TC model was not always smaller than that of
the SD-LC model (as shown in Figure 6). This is reasonable, considering that the ADOP
computed with these two models could be influenced by the process noise of the ambiguity
and LB parameters. Moreover, whether for the loosely or tightly combined models, the
ADOP values of the SD models (SD-LC and SD-TC) were much lower than those of the
DD models (DD-LC and DD-TC). For example, the mean ADOP values for the 10◦, 20◦,
30◦, 40◦, and 45◦ elevation cutoff angles were 0.008, 0.008, 0.010, 0.017, and 0.041 cycles for
the DD-LC model and were decreased to 0.007, 0.007, 0.008, 0.010, and 0.015 cycles for the
SD-LC model.
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Table 7. The mean ADOP values of the DD-LC, DD-TC, SD-LC, and SD-TC models under different
elevation cutoff angles in the multi-epoch solution.

Elevation Cutoff Angle DD-LC (Cycle) DD-TC (Cycle) SD-LC (Cycle) SD-TC (Cycle)

10◦ 0.008 0.007 0.007 0.006
20◦ 0.008 0.007 0.007 0.006
30◦ 0.010 0.008 0.008 0.007
40◦ 0.017 0.010 0.010 0.009
45◦ 0.041 0.015 0.015 0.012

4.3.2. AR Success and Failure Rates

Table 8 lists the AR success and failure rates of the DD-LC, DD-TC, SD-LC, and SD-TC
models under different elevation cutoff angles in the multi-epoch solution. It was found
that the AR success rates of the four models were all 100% under 10◦, 20◦, and 30◦ elevation
cutoff angles. However, in case of 40◦ and 45◦ elevation cutoff angles, the advantages of
the tightly combined model over the loosely combined model as well as the SD model
over the DD model were exhibited. For both the SD and DD models, the tightly combined
model delivered a much higher AR success rate and a lower AR failure rate with respect
to the loosely combined model. For example, the AR success rates under a 45◦ elevation
cutoff angle were improved from approximately 74.8% and 98.8% for the DD-LC and
SD-LC models to approximately 91.5% and 99.4% for the DD-TC and SD-TC models, by
approximately 16.7% and 0.6%, respectively. The AR failure rates were reduced from
approximately 20.8% and 0.9% for the DD-LC and SD-LC models to 8.4% and 0.6% for the
DD-TC and SD-TC models, by approximately 12.4% and 0.3%, respectively. Moreover, for
both the loosely combined and tightly combined models, the SD model improved the AR
success rate and reduced the AR failure rate with respect to the DD model. Compared with
the DD-LC and DD-TC models, the AR success rates of the SD-LC and SD-TC models were
improved by approximately 24.0% and 7.9%, respectively, and the AR failure rates were
reduced by approximately 19.9% and 7.8%, respectively.

Table 8. The AR success and failure rates of the DD-LC, DD-TC, SD-LC, and SD-TC models under
different elevation cutoff angles in the multi-epoch solution.

Elevation Cutoff
Angle

AR Success Rate (Percent) AR Failure Rate (Percent)

DD-LC DD-TC SD-LC SD-TC DD-LC DD-TC SD-LC SD-TC

10◦ 100 100 100 100 0 0 0 0
20◦ 100 100 100 100 0 0 0 0
30◦ 100 100 100 100 0 0 0 0
40◦ 92.5 97.5 100 100 7.5 2.5 0 0
45◦ 74.8 91.5 98.8 99.4 20.8 8.4 0.9 0.6
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4.3.3. Positioning Accuracy

Figure 7 shows the three-dimensional positioning error series of the correctly fixed
solutions for the DD-LC, DD-TC, SD-LC, and SD-TC models under different elevation
cutoff angles in the multi-epoch solution, and the corresponding RMS errors are listed
in Table 9. Similar to the single-epoch results, the positioning RMS errors of the tightly
combined models were comparable to those of the loosely combined models, and the
positioning RMS errors increased with an increase in the elevation cutoff angle. However,
different from the single-epoch results, for both the loosely combined and tightly combined
models, the SD model provided comparable positioning RMS error in the east and north
components and significantly lower RMS error in the vertical component with respect to the
DD model. Compared with the DD-LC model, the positioning RMS errors in the vertical
component of the SD-LC model were reduced from approximately 0.42, 0.52, 0.84, 1.43,
and 1.66 cm to 0.13, 0.14, 0.22, 0.39, and 0.54 cm, by approximately 69.0%, 73.1%, 73.8%,
72.7%, and 67.5%, under 10◦, 20◦, 30◦, 40◦, and 45◦ elevation cutoff angles, respectively.
Similarly, compared with the DD-TC model, the positioning RMS errors in the vertical
component of the SD-TC model were reduced by approximately 65.0%, 69.4%, 74.3%, 71.5%,
and 68.6%, respectively.
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Table 9. The positioning RMS errors of the DD-LC, DD-TC, SD-LC, and SD-TC models under different
elevation cutoff angles in the multi-epoch solution.

Elevation
Cutoff
Angle

E (cm) N (cm) U (cm)

DD-LC DD-TC SD-LC SD-TC DD-LC DD-TC SD-LC SD-TC DD-LC DD-TC SD-LC SD-TC

10◦ 0.15 0.14 0.14 0.14 0.17 0.16 0.16 0.16 0.42 0.40 0.13 0.14
20◦ 0.15 0.15 0.15 0.15 0.18 0.18 0.17 0.17 0.52 0.49 0.14 0.15
30◦ 0.18 0.18 0.17 0.17 0.21 0.21 0.19 0.19 0.84 0.70 0.22 0.18
40◦ 0.32 0.29 0.27 0.27 0.42 0.38 0.32 0.32 1.43 1.23 0.39 0.35
45◦ 0.42 0.39 0.34 0.34 0.44 0.41 0.33 0.33 1.66 1.56 0.54 0.49

4.3.4. Attitude Accuracy

Figure 8 shows the attitude (yaw and pitch) error series of the correctly fixed solutions
for the DD-LC, DD-TC, SD-LC, and SD-TC models under different elevation cutoff angles
in the multi-epoch solution, and the corresponding RMS errors for a baseline separation
of 1 m are listed in Table 10. Similar to the positioning accuracy results, we observed
that for both the SD and DD models the attitude RMS errors of the tightly combined
models were comparable to those of the loosely combined models. Moreover, for both
the loosely combined and tightly combined models, compared with the DD model, the
SD model delivered comparable RMS error for yaw but significantly lower RMS error
for pitch. Compared with the DD-LC model, the pitch RMS error for the SD-LC model
under 10◦, 20◦, 30◦, 40◦, and 45◦ elevation cutoff angles was reduced from approximately
0.24◦, 0.30◦, 0.48◦, 0.82◦, and 0.95◦ to approximately 0.08◦, 0.08◦, 0.12◦, 0.22◦, and 0.31◦, by
approximately 66.7%, 73.3%, 75.0%, 73.2%, and 67.4%, respectively. Similarly, compared
with the DD-TC model, the improvements in pitch accuracy for the SD-TC model were
approximately 65.2%, 67.9%, 72.5%, 71.4%, and 68.5%, respectively.
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Table 10. The yaw and pitch RMS errors of the DD-LC, DD-TC, SD-LC, and SD-TC models under
different elevation cutoff angles in the multi-epoch solution.

Elevation Cutoff
Angle

Yaw (◦) Pitch (◦)

DD-LC DD-TC SD-LC SD-TC DD-LC DD-TC SD-LC SD-TC

10◦ 0.09 0.09 0.08 0.08 0.24 0.23 0.08 0.08
20◦ 0.09 0.09 0.09 0.09 0.30 0.28 0.08 0.09
30◦ 0.12 0.12 0.10 0.10 0.48 0.40 0.12 0.11
40◦ 0.24 0.22 0.20 0.20 0.82 0.70 0.22 0.20
45◦ 0.25 0.25 0.23 0.23 0.95 0.89 0.31 0.28

5. Discussion

For the dedicated common-clock receiver, the master and rover receivers share the
same clock and are of the same type, which offers the possibility for GNSS-based attitude
determination with the SD model as well as the tightly combined DD model. In this
contribution, for the first time, we present model and performance comparisons of GPS
L1/Galileo E1 attitude determination with a common-clock receiver using the SD-LC,
SD-TC, DD-LC, and DD-TC models. Our experimental results and main findings are in
agreement with previous studies and further show the potential of high-precision multi-
GNSS attitude determination with a common-clock receiver. With regard to the comparison
of the loosely and tightly combined models, our experimental results revealed that the
DD-TC model outperformed the DD-LC model for both the single-epoch and multi-epoch
solutions, which has been reported in previous studies [8–16]. Furthermore, the advantage
of the SD-TC model over the SD-LC model is presented. With regard to the comparison
of the SD and DD models, we found that in the single-epoch mode the results of the SD
models were identical to those of the DD models, i.e., the results of the SD-LC and SD-TC
models were identical to the DD-LC and DD-TC models, respectively. These numerical
results further confirm the theoretical analyses in the previous studies [28,29]. Moreover,
we confirm the advantage of the SD model over the DD model in the multi-epoch mode,
as demonstrated in the literature [29–33,37], and further show the benefits of the SD-TC
model over the DD-TC model.

It is noted that, while our research is based on GPS L1/Galileo E1 observations,
the methodology can be extended to the multi-GNSS multi-frequency case (e.g., GPS L1-
L5/Galileo E1-E5a/BDS-3 B1C-B2a) as well. Moreover, only static data were processed
with simulated observational conditions and satellite visibilities in this research. More
static and kinematic datasets will therefore be tested to further compare the performances
of the four models and validate our results in the future. In-depth investigation on the
comparison of the four models with a theoretical derivation of the mathematical model is
also required.

6. Conclusions

In this contribution, for the first time, we focused on evaluating the performance of
GPS L1/Galileo E1 precise relative positioning and attitude determination with the SD-LC,
SD-TC, DD-LC, and DD-TC models based on a common-clock receiver in both single-epoch
and multi-epoch modes. The performances of the four models were evaluated in terms
of the ADOP, the AR success and failure rates, and the positioning and attitude accuracy
using static short-baseline data collected with a Trimble BD992 dual-antenna common-clock
receiver. The following conclusions can be drawn:

(1) For both the single-epoch and multi-epoch solutions, the experimental results con-
firmed the advantages of the tightly combined model over the loosely combined
model. Compared with the loosely combined models (SD-LC/DD-LC), the tightly
combined models (SD-TC/DD-TC) provided higher AR success rates and lower AR
failure rates, especially under high elevation cutoff angles. Meanwhile, their three-
dimensional positioning and attitude accuracy were comparable. In the case of the
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single-epoch solution, the AR success rates were increased from approximately 99.7%,
89.5%, and 30.0% for the DD-LC and SD-LC models to 99.9%, 98.1%, and 65.1% for the
DD-TC and SD-TC models, by approximately 0.2%, 8.6%, and 35.1%, under 20◦, 30◦,
and 40◦ elevation cutoff angles, respectively. The AR failure rate was decreased from
6.1% to 1.8%, by approximately 4.3%, under a 40◦ elevation cutoff angle. In the case
of the multi-epoch solution, the AR success rates were improved from approximately
74.8% and 98.8% to approximately 91.5% and 99.4%, by approximately 16.7% and
0.6%, under a 45◦ elevation cutoff angle, respectively. The AR failure rates were
reduced from approximately 20.8% and 0.9% to 8.4% and 0.6%, by approximately
12.4% and 0.3%, respectively.

(2) For the single-epoch solution, the experimental results revealed that the results of the
SD models were identical to those of the DD models, i.e., the results of the SD-LC
and SD-TC models were identical to those of DD-LC and DD-TC models, respectively.
For the multi-epoch solution, however, the experimental results confirmed the ad-
vantage of the SD model over the DD model. Compared with the DD model, the SD
model provided a smaller ADOP value, a higher AR success rate, and a lower failure
rate, especially under a high elevation cutoff angle. In the case of a 45◦ elevation
cutoff angle, compared with the DD-LC and DD-TC models, the AR success rates
of the SD-LC and SD-TC models were improved by approximately 24.0% and 7.9%,
respectively, and the AR failure rates were reduced by approximately 19.9% and 7.8%,
respectively. Meanwhile, compared with the DD model, the SD model delivered
comparable positioning accuracy in the horizontal component (and yaw accuracy)
and substantially better accuracy in the vertical component (and pitch accuracy) under
different elevation cutoff angles. The positioning RMS error in the vertical component
was reduced by approximately 65.0–74.3%. The pitch accuracy was improved by
approximately 65.2–75.0%.
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Abbreviations
The following abbreviations are used in this manuscript:

ADOP ambiguity dilution of precision
AR ambiguity resolution
BDS-3 BeiDou global navigation satellite system
DD double-differenced
DD-LC loosely combined double-differenced
DD-TC tightly combined double-differenced
DISB differential inter-system bias
Galileo Galileo navigation satellite system
GNSS global navigation satellite system
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GPS global positioning system
INS inertial navigation system
IRNSS Indian Regional Navigation Satellite System
LAMBDA least-squares ambiguity decorrelation adjustment
LB line bias
PDOP position dilution of precision
QZSS Quasi-Zenith Satellite System
RMS root mean square
SD single-differenced
SD-LC loosely combined single-differenced
SD-TC tightly combined single-differenced
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