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Abstract: As the pre-part of tasks such as fault detection and line inspection, insulator detection is
a crucial task. However, considering the complex environment of high-voltage transmission lines,
the traditional insulator detection accuracy is unsatisfactory, and manual inspection is dangerous
and inefficient. To improve this situation, this paper proposes an insulator detection model Siamese
ID-YOLO based on a deep neural network. The model achieves the best balance between speed and
accuracy compared with traditional detection methods. In order to achieve the purpose of image
enhancement, this paper adopts the canny-based edge detection operator to highlight the edges
of insulators to obtain more semantic information. In this paper, based on the Darknet53 network
and Siamese network, the insulator original image and the edge image are jointly input into the
model. Siamese IN-YOLO model achieves more fine-grained extraction of insulators through weight
sharing between Siamese networks, thereby improving the detection accuracy of insulators. This
paper uses statistical clustering analysis on the area and aspect ratio of the insulator data set, then
pre-set and adjusts the hyperparameters of the model anchor box to make it more suitable for the
insulator detection task. In addition, this paper makes an insulator dataset named InsuDaSet based
on UAV(Unmanned Aerial Vehicle) shoot insulator images for model training. The experiments show
that the insulator detection can reach 92.72% detection accuracy and 84FPS detection speed, which
can fully meet the online insulator detection requirements.

Keywords: high-voltage transmission lines; insulator detection; deep neural networks; Siamese
network

1. Introduction

The insulator is a device used to connect wire and tower, which plays the role of
traction wire and electrical insulation [1]. As one of the most critical power transmission
methods, high-voltage transmission lines are mainly distributed in non-populated areas
such as mountainous areas, forests, grasslands, and farmland. The complex and changeable
environment makes the task of insulator detection extremely challenging [2]. Insulator de-
tection methods are divided into power and non-power detection [3]. Power detection uses
an electrical way to detect whether the insulator has a leakage phenomenon. Non-power
detection is based on the insulator’s color, shape, texture, and other image information,
using image processing technology to detect whether the insulator has burst, missing sheds,
or other faults [3]. Insulators are subjected to the action of voltage and mechanical stress in
the atmospheric environment for a long time. They are highly susceptible to failures such
as bursting, and cap loss, which will cause the performance of the insulator to decline, thus
threatening the safe operation of the line [4]. Therefore, as the pre-part of tasks such as
fault detection and line inspection, insulator detection is a crucial task.

At present, the inspection task of insulators mainly relies on artificial visual observa-
tion, which is inefficient, costly, and prone to missed detection. Due to their low cost, strong
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adaptability, and portability [5], Unmanned Aerial Vehicles (UAVs) have been widely
used in the military, industry, ecology, agriculture, geography, environmental science,
and other fields. Because drones can collect information about surveillance or high-risk
activities, they are widely used in armed conflicts and military operations [6]. Zhang
et al. [7] used UAVs for power line identification and vegetation detection tasks. Lyu
et al. [8] applied unmanned aerial vehicle remote sensing to grassland ecosystem detection
to strengthen regional grassland management and respond to sustainable development
strategies. Honkavaara et al. [9] used spectral images of wheat taken by UAV to estimate
biomass to guide sowing and fertilization for plant conservation and improve resource
utilization. Qin et al. [10] utilize images captured by UAVs at different times for automatic
and frequent monitoring of urban areas. Reis et al. [11] used multi-spectral imaging data
captured by UAV to monitor forest restoration in real-time to save workforce and material
resources. The rapid development of UAV technology has brought many conveniences but
also brought long-distance transmission [12], communication capabilities in challenging
application scenarios [12], security and privacy issues [13], and other challenges. However,
considering the inspection task of UAV high-voltage transmission lines, it is not affected by
factors such as harsh environments. It can obtain images that are multiple in the number
of manual shots in equal time. This paper focuses on detecting insulators using images of
insulators captured by drones.

Power detection uses electrical methods to detect whether there is a leakage phe-
nomenon on the surface of the insulator, including infrared detection [14], red-heat external
detection [15], ultraviolet detection [16], Etc., to detect the state of the insulator continu-
ously. However, on the one hand, this detection method is susceptible to electromagnetic
interference, which affects the accuracy of judging the leakage phenomenon of the insula-
tor. On the other hand, the state detection of insulators still requires experienced power
engineers, which severely limits the efficiency of state detection of insulators. Therefore,
research on an automatic insulator detection method with high detection accuracy and fast
detection speed has become a hot topic recently.

Non-power detection mainly uses image processing technology to detect insulators
on transmission lines. The traditional insulator detection method has fast calculation speed
and low resource consumption, but manual feature extraction has low efficiency and poor
generalization ability. In addition, it can only locate insulators and detect faults under
specific detection conditions [17]. At the same time, it does not fully consider the impact of
complex environments such as occlusion and illumination intensity on insulator detection
in practical applications.

With the continuous improvement of computer computing power, deep learning
algorithms have made remarkable achievements in the field of target detection, and it is
also the main research direction in recent years [18,19]. The deep learning method uses
its particular network model structure and powerful feature learning capability to learn
the internal features of the image rather than a single feature designed manually. The
deep learning method significantly improves the recognition accuracy of the target and can
meet the actual needs of the insulator detection. The challenge of the deep neural network
is to improve the detection speed of the model while the detection accuracy is as high
as possible.

Using drones to carry imaging equipment is an efficient means of image acquisition.
Compared with imaging devices such as hyperspectral and infrared sensors, optical sensors
have the advantages of small size, fast imaging speed, portability, and ease of use [20].
Monitoring transmission lines’ critical components based on UAVs carrying optical imaging
sensors has received increasing attention [21]. Liu et al. [22] used a YOLOv3-dense network
to detect insulators, improving the detection accuracy of different sizes. Ge et al. [23] used
a GAN network for defect detection of insulators in complex backgrounds to improve the
detection accuracy of insulators in complex environments. Lei et al. [24] used a Faster
R-CNN network to complete the high-voltage transmission line insulator detection.
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Insulators vary greatly in images due to the differences in light and shooting Angle. At
the same time, the background of high-voltage transmission lines is more complex, which
brings significant challenges to the research of insulator detection based on optical images.
Existing work has achieved certain gains in detection accuracy, but the robustness of the
model is generally poor, and the detection speed is unsatisfactory. Therefore, this paper
proposes an insulator detection model based on a deep neural network, aiming to achieve
a balance between detection accuracy and speed. The main contributions of the article are
as follows.

• First, in this paper, the original image is processed by mean grayscale to obtain a
grayscale image against when the insulator target and background differences are
minor. The canny-based edge detection operator is used to highlight the edge informa-
tion of the insulator to obtain more semantic information to achieve the purpose of
image enhancement.

• Second, based on the Darknet53 backbone network, this paper introduces the Siamese
network, which can raise the edge information of the insulator into the model training
as incremental information to achieve more fine-grained feature extraction, thereby
improving the detection accuracy of the insulator.

• Third, considering that the shape of the insulator in aerial photography of the UAV is
a rectangle, the insulators will vary in size due to the different shooting angles and
distances. Therefore, to make the insulator data set more suitable for the model in this
paper, through clustering statistics on the area and aspect ratio of the insulator dataset,
pre-analyze and adjust the hyperparameters of the anchor box of the model to make it
fitter for the insulator detection task.

The structure of the rest of this paper is arranged as follows. Section 2 introduces
the related work of insulator and insulator fault detection based on traditional images
and neural networks. Section 3 introduces the relevant knowledge of the benchmark
model IN-YOLO in this paper. Section 4 elaborates on the proposed method in detail.
The experimental details and experimental comparison results are analyzed in Section 5.
Section 6 summarizes the work done in this paper and looks forward to the next work.

2. Related Work

There are mainly two types of insulator inspections based on optical images: traditional
image processing and deep learning-based methods to identify and locate insulator defects.

Conventional insulator detection is usually realized by image processing technology.
Liao et al. [25] used a method combining local features of insulator images and spatial
order to identify insulators and improved the detection accuracy of insulators through
a coarse-to-fine strategy. Zhai et al. [26] established a color model for the different color
characteristics of glass and ceramic insulators, combined the spatial features of the insulator
for its identification and localization, and finally performed morphological positioning of
the located insulators to complete insulator fault detection. Yu et al. [27] combined the
unique shape features and texture features of insulators and proposed an active contour
model to achieve the segmentation of insulators. To solve the problem of unclear insulator
fault location, Zhai et al. [17] separated the target and background in the insulator image
by fusing the color and gradient features of the insulator. Then, they used adaptive
morphology to detect and locate the fault location of the insulator. Zhao et al. [28] proposed
a method to identify and detect insulators with a combination of azimuth detection and
binary shape prior knowledge (OAD-BSPK) for the problem of changeable insulator angles
in aerial images. Generally, this method is faster, but it is affected by uncertain factors such
as lighting conditions, shooting angles, and complex backgrounds; it is impossible to detect
insulators accurately in complex backgrounds.

In recent years, deep learning models have gradually become a new direction in object
detection research with the continuous development of artificial intelligence technology.
Chen et al. [4] proposed an insulator detection method based on YOLOv4 and attention
mechanism for different sizes of insulators and complex insulator backgrounds, aiming
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to accurately locate the position of insulators under the premise of ensuring detection
speed. Li et al. [29] introduced the FPN network into the Mask R-CNN model to accurately
identify and position insulators of different sizes for the problem of insulators of different
sizes and complex insulator backgrounds. Ma et al. [30] proposed a YOLOv4 insulator
detection model based on the loss function of joint Gaussian distance intersection, which
improved the problems of low detection accuracy and slow positioning speed of insulators.
In addition, rectifying and repositioning the tilted insulators also significantly improve the
insulator detection accuracy. Gao et al. [31] improved the detection performance of small
insulator targets and insulator faults by combining the inclusion of a batch normalized
convolutional fast attention model (BN-CBAM) and a feature fusion module. Since the fault
area of the insulator occupies a small proportion of the insulator image and is challenging to
detect, Zhang et al. [32] proposed introducing a densely connected feature pyramid network
into the YOLOv3. YOLOv3-dense network not only improves the detection accuracy of
small fault insulators but also improves the detection speed of the model. Chen et al. [33]
proposed a second-order fully convolutional network (SOFCN) insulator detection method
for the problem of difficulty in insulator fault detection in complex background images.
Without extracting features from images and selecting classifiers, the detection accuracy
is improved, and the computational complexity of the model is reduced. Han et al. [34]
proposed a cascade model to complete the insulator multi-fault detection problem, using
SPPNet to locate insulators from complex backgrounds, setting the positioned insulator
strings as RoI, then trained the YOLOv3 model to detect multiple faults of insulators in
the region of interest. Liu et al. [35] segmented insulators by combining the Mask R-CNN
network and the curve-fitting method. Then defect segmentation of the insulator region is
carried out by reconstruction and classification autoencoder network (RCCAEN). Finally,
the density-based noise applied spatial clustering algorithm (DBSCAN) is used to evaluate
the insulator fault level.

It can be seen from the above research that the complex background of the insulator
image and the quality of the image will affect the detection accuracy of the insulator. We
summarize these methods as follows.

• The traditional insulator detection algorithm has fast calculation speed and low re-
source consumption and is suitable for real-time computing on edge devices. However,
such methods rely on complex feature extraction and have a low level of automation,
making them difficult to apply to many practical applications. Moreover, the input
image quality is highly required. The influence of complex environments such as
occlusion and illumination intensity in insulator detection is not fully considered in
practical applications. Therefore, the feature extraction effect will be affected for scenes
with complex backgrounds, and the detection accuracy will also decrease.

• The insulator detection algorithm based on the deep neural network can automatically
extract target features from input images in various application scenarios without prior
knowledge through iterative training, including the target’s spatial and semantic infor-
mation. Moreover, many insulator detection models based on deep learning inevitably
make concessions to insulator detection accuracy to meet real-time requirements.

To sum up, we hope to provide a method to reduce the consumption of hardware
resources and improve the calculation speed of the model under the premise that the
detection accuracy is as high as possible to match the hardware environment of UAVs
and other devices. Therefore, combined with existing insulator datasets and insulator
visual features from UAV aerial photography, this paper adopts a one-stage insulator
detection scheme.

3. Structure of ID-YOLO

The background of high-voltage transmission lines is complex and extracting insula-
tors’ underlying features and high-level semantic information is difficult. In other words,
insulators’ details and location information are challenging to construct. The deep neu-
ral network has powerful information construction capabilities. This paper’s backbone



Remote Sens. 2022, 14, 5153 5 of 19

network of ID-YOLO (Insulator Detection based on YOLO) is constructed based on the
Darknet53 [36] network. The feature fusion network is built based on the Feature Pyramid
Network (FPN) [37] and Path Aggregation Network (PAN) [38] structures. Finally, the
detector of ID-YOLO is established based on YOLOv4 [39]. ID-YOLO can obtain fine-
grained insulator features, which is conducive to improving the detection effect of the
model. Meanwhile, the lightweight network structure can match the edge hardware where
computational resources are scarce.

The target detection network usually requires a backbone to extract feature information.
Classic backbones include ResNet, VGG16, Darknet53, Etc. Darknet53 utilizes the residual
structure while abandoning the use of pooling layers, reducing the impact of gradient
explosion or gradient disappearance. Compared with ResNet101, Darknet53 guarantees
classification precision while reducing the number of network layers and improving the
calculation speed.

Therefore, this paper constructs a feature extraction network based on Darknet53,
which is the backbone of ID-YOLO. This paper differs from the case where many types
of targets exist in the universal target detection dataset. There are the only objects to
be detected in this paper are the class of insulators. Therefore, as shown in Table 1, the
backbone constructed in this paper reduces the use of residual structures. At the same time,
the lightweight design can improve the overall operation speed of ID-YOLO.

Table 1. Applied kernels of backbone in ID-YOLO.

Number Layer Information Input Output

CONV-(N32,K3x3,S1,P1),IN,Leaky ReLU (608,608,3) (608,608,32)

CONV-(N64,K3x3,S2,P1),IN,Leaky ReLU (608,608,32) (304,304,64)

Res1× CONV-(N32,K1x1,S1,P0),IN,Leaky ReLU
CONV-(N64,K3x3,S1,P1),IN,Leaky ReLU

(304,304,64)
(304,304,32)

(304,304,32)
(304,304,64)

CONV-(N128,K3x3,S2,P1),IN,Leaky ReLU (304,304,64) (152,152,128)

Res2× CONV-(N64,K1x1,S1,P0),IN,Leaky ReLU
CONV-(N128,K3x3,S1,P1),IN,Leaky ReLU

(152,152,128)
(152,152,64)

(152,152,64)
(152,152,128)

CONV-(N256,K3x3,S2,P1),IN,Leaky ReLU (152,152,128) (76,76,256)

Res4× CONV-(N128,K1x1S1,P0),IN,Leaky ReLU
CONV-(N256,K3x3,S1,P1),IN,Leaky ReLU

(76,76,256)
(76,76,128)

(76,76,128)
(76,76,256)

CONV-(N512,K3x3,S2,P1),IN,Leaky ReLU (76,76,256) (38,38,512)

Res4× CONV-(N256,K1x1,S1,P0),IN,Leaky ReLU
CONV-(N512,K3x3,S1,P1),IN,Leaky ReLU

(38,38,512)
(38,38,256)

(38,38,256)
(38,38,512)

CONV-(N1024,K3x3,S2,P1),IN,Leaky ReLU (38,38,512) (19,19,1024)

Res2× CONV-(N512,K1x1,S1,P0),IN,Leaky ReLU
CONV-(N1024,K3x3,S1,P1),IN,Leaky ReLU

(19,19,1024)
(19,19,512)

(19,19,512)
(19,19,1024)

The current object detectors usually add a feature fusion layer named neck after
the backbone to obtain feature maps at different semantic levels. The neck can solve the
problem of the too significant size difference between the detected objects. At the same time,
the feature maps with different resolutions are beneficial for improving the detection effect.

The FPN is a network consisting of bottom-up paths, top-down paths, and lateral
connections, which enhances the communication of semantic and detailed information to
improve the final detection accuracy. The PAN adds a bottom-up feature fusion layer based
on FPN and uses adaptive feature pooling to aggregate features between different layers.
Therefore, this paper constructed the neck part of ID-YOLO based on FPN and PAN, and
its structure is shown in Figure 1.
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Figure 1. The neck part of ID-YOLO based on FPN and PAN.

The head for predicting the object class and box position is the last part of the detector.
The existing head part is divided into one-stage and two-stage. The most classic method in
the two-stage class model is the R-CNN series, which first uses RPN to predict the box’s
position and category roughly, then gives more accurate results through the head. The
two-stage method has better detection accuracy but high time consumption. The one-stage
model is based on the feature map giving the prediction result directly. Although the
detection effect of the one-stage model is slightly worse than that of the two-stage method,
the detection speed is significantly improved. The more classic one-stage models include
YOLOv4, SSD, RetinaNet, etc., among which YOLOv4 is a method for obtaining excellent
performance in speed and detection accuracy. Therefore, this article builds the head part of
ID-YOLO based on YOLOv4.

The ID-YOLO model divides the input image into N×N regions and gives the pre-
diction result based on the feature map output from the neck part. Therefore, the loss
function of ID-YOLO consists of three components, the localization loss function Lbox, the
classification loss function Lcls, and the target confidence loss function Lobj.

Ldet = Lbox + Lobj + Lcls (1)

The position regression loss is used to calculate the position information error between
the ground-truth and the prediction box, which is commonly using IoU (intersection over
Union) to measure:

Lbox = λcoord

S2

∑
i=0

B

∑
j=0

1obj
i,j

(
1−

(
IoU − Distance_22

Distance_C2 −
v2

(1− IoU) + v

))
(2)

IoU =

∣∣Boxp ∩ Boxgt
∣∣

|Boxp ∪ Boxgt|
(3)

v =
4

π2

(
arctan

wgt

hgt − arctan
wp

hp

)2

(4)

where Boxp and Boxgt represents the predicted bounding box, and the ground-truth bound-
ing box, respectively. IoU represents the intersection ratio of the predicted box and the
ground truth box, Distance_2 represents the Euclidean distance between the center points
of the predicted box and the ground-truth box, Distance_C represents the diagonal distance



Remote Sens. 2022, 14, 5153 7 of 19

of the smallest closure region that can contain both the predicted box and the ground-truth
box. wp, hp, wgt, hgt represent the width and height of the predicted box and the ground
truth box, respectively. v is used to measure the similarity of aspect ratio and v

(1−IoU)+v is

the weight coefficient. λcoord indicates the weight coefficient, S2 indicates that the input
image is divided into the number of grids, B indicates that each grid predicts B bounding
boxes, and 1obj

i,j demonstrates that when there is an object detected in the j-th bounding box
of the i-th grid, which is equal to 1, and it is equivalent to 0 if it does not exist.

The confidence loss Lobj is expressed by the cross-entropy loss function as:

Lobj = λnoobj

S2

∑
i=0

B

∑
j=0

1noobj
i,j (ci − ĉi)

2 + λobj

S2

∑
i=0

B

∑
j=0

1obj
i,j (ci − ĉi)

2 (5)

where s represents the auxiliary variable. λobj and λnoobj are the weight coefficients used to
balance positive samples and negative samples. ci and ĉi denote the actual and predicted
categories in the j-th candidate box of the i-th grid, respectively.

The classification loss Lcls is expressed by the cross-entropy loss function as:

Lcls = λclass

S2

∑
i=0

B

∑
j=0

1obj
i,j ∑

c∈classes
pi(c)log( p̂i(c)) (6)

where λclass indicates the class loss weight. pi(c) and p̂i(c) represent the actual probability
and predicted probability that the target belongs to category c when the i-th grid detects a
certain target, respectively.

4. Insulator Detection Using Siamese ID-YOLO

ID-YOLO has achieved good results in the insulator detection task, but there is still
room for improvement in accuracy. As shown in Figure 2, this paper constructed a Siamese
xxx network model that is more suitable for insulator detection tasks. Among them, this
paper extracts the edge information in the image. Based on the Siamese network, input
edge information as gain information into ID-YOLO. In addition, based on cluster analysis,
the head part of ID-YOLO regarding the anchor is modified to make it more suitable for the
insulator detection task. The training, and testing process of the Siamese ID-YOLO model
is shown in Algorithm 1, and Algorithm 2, respectively.

Algorithm 1. The training process of Siamese ID-YOLO.

Input: The edge image dataset Y = {Y1, · · ·, YN} and the labelling dataset Z = {Z1, · · ·, ZN} of
insulators. Among them, each image contains insulators.
Output: The trained model Siamese ID-YOLO.
1: Initialize Siamese ID-YOLO with random weights;
2: repeat
3: for i in 1~epochs do
4: for j in 1~N do
5: Extract the features of Yi and Zi using backbone network based on Darknet53;
6: Presets adjust the size and scale of anchor boxes, and a feature map of Yi and Zi is
obtained through the Siamese network and neck network;
7: Output insulator detection results using the Siamese ID-YOLO;
8: Calculate the penalty value via Equation (2), (5), and (6).
9: Update parameters of Siamese ID-YOLO by minimizing Equation (1);
10: end for
11: end for
12: until Siamese ID-YOLO finishes convergence
13: return
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Figure 2. The insulator detection model Siamese ID-YOLO includes the backbone, neck, head, and
Siamese network. The backbone extracts feature information. The neck can solve the problem of
the too significant size difference between the detected objects. The head used to predict the target
category and box position is the last part of a detector. Based on the Siamese network, input edge
information as gain information into Siamese ID-YOLO.

Algorithm 2. The testing process of Siamese ID-YOLO.

Input: The original insulator dataset T = {T1, · · ·, TM} of insulators;
Output: Insulator detection results using Siamese ID-YOLO.
1: Siamese ID-YOLO training obtained weights;
2: repeat
3: for i in 1~M do
4: Feature map extraction for Ti using backbone network based on Darknet53 network,
Siamese work, and neck network.
5: Output insulator detection results using the Siamese ID-YOLO;
6: end for
7: return

4.1. Edge Extraction

The image quality has a considerable impact on the detection accuracy of the model.
High-voltage transmission lines are primarily located in complex environments such
as mountains, rivers, grasslands, and farmland, which leads to the difference between
insulators and the background being small and difficult to distinguish. To obtain higher
semantic information, this paper adopts an edge detection algorithm to highlight the
contour information of insulators for image enhancement.

The edge detection algorithm needs to take a grayscale image as input. The typical
image grayscale methods include the maximum value, average value, weighted average,
and Gamma correction methods. The grayscale image by the maximum value method is
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too bright. It loses more detailed information, so it is often used to process images with
darker original images. The image after grayscale by the weighted average method is too
dark, and it is not easy to distinguish the foreground and background, so it is often used to
process the highlighted areas of the image. The effect of the Gamma correction grayscale is
better. However, the calculation method is complicated, and the operation time is long, so
it is not suitable for processing a large number of pictures. The effect of mean grayscale is
similar to that of Gamma correction, which is simple to compute and has a better outcome.
Therefore, this paper adopts mean grayscale for insulator image processing.

Based on the Canny algorithm, this paper uses the gradient of three different binary
images [40] to obtain the edge image of the insulator. The insulator images obtained by UAV
aerial photography are prone to over-exposure points due to the influence of illumination.
Gaussian filtering [41] matches the target pixels through the convolution template to reduce
the impact of over-exposure points.

Here, to conduct Gaussian filtering on the image, a Gaussian filter of (2k + 1) ×(2k + 1) is
generally used to convolve the image. The Gaussian function is shown in Equation (7)

Hi,j =
1

2ßσ2 exp(− (i− (k + 1))2 + (j− (k + 1))2

2σ2 ); 1 ≤ i, j ≤ (2k + 1) (7)

Among them, k (k = 1,2,3), (2k + 1), and (i, j) represent an integer, the convolution kernel
size, and the coordinates of one of the points, respectively. i− (k + 1))2 + (j− (k + 1))2

represents the effective distance between the neighborhood pixels and the center pixel.
Usually, a smaller value of this value means that the center pixel of the image will get a
higher weight distribution and still retains a higher amount of noise. If the value is too large,
the phenomenon of excessive denoising will occur and then will lead to image distortion.
This paper compares the image denoising effect of 3 × 3, 5 × 5, and 9 × 9 convolution
filters and decides to choose the 5×5 convolution filter for image denoising.

After Gaussian denoising, take the gradient magnitude as the segmentation index
and use the gradient magnitude Otsu to extract the strong edges of the target object from
the original image, that is, the general outline of the target object, and obtain the high
threshold th for the interclass variance. Between (0, th), we use the gradient magnitude
Otsu to separate the target from the noise and the background. Use the gradient magnitude
Otsu to separate the target from the noise and the background as much as possible so that
the complete contour of the target can be displayed; most of the noise and background
are suppressed and obtain the middle threshold tm for the interclass variance. Between (0,
tm), use the gradient magnitude to separate weak edges from noise, extract the complete
contour of the target and as little noise and background as possible from the original image,
and obtain low threshold tl for the interclass variance. Finally, the gradient information
of three different binary images is extracted according to three different thresholds (TH)
values, among which the binary images are g1(x, y), g2(x, y), and g3(x, y). The principle of
converting grayscale images to binary images is as in Equation (8).{

1, i f (x, y)� TH
0, otherwise

}
(8)

The purpose of converting a grayscale image to a binary image is to increase the
contrast between the pixels in the image. The purpose of using three different thresholds is
to include all gray level changes in the image and increase the contrast between weak edge
regions, thus ensuring that all true edges in the insulator image are identified. The gradient
reflects the intensity of pixel changes in the local area. The more severe the gradient changes,
the higher the probability that it is an edge. A complete gradient must be calculated in the
horizontal and vertical directions, and the calculation Equation is (9) and (10).

δgi
δxi
≈ gi(xi + 1, yi)− gi(xi − 1, yi)

2
(9)
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δgi
δyi
≈ gi(xi, yi + 1)− gi(xi, yi − 1)

2
(10)

After obtaining the gradients in the x and y directions of the three binary images
according to the gradients in the horizontal and vertical directions, the direction θi and the
increment ‖∇gi‖ of the gradients are calculated as follows:

θi = tan−1
(

δgi
δyi

/
δgi
δxi

)
(11)

‖∇gi‖ =

√
(

∂gi
∂xi

)
2
+ (

∂gi
∂yi

)
2

(12)

All the grayscale changes have been included in the three binary images, and the
gradient images will produce edge images with thicker edges. Therefore, the Canny algo-
rithm uses non-maximum suppression (NMS) [41] to perform the suppression operation
on the region with a slight gradient change. That is the refinement operation on the edges.
The non-maximum value suppression algorithm retains the part with the largest grayscale
change in the eight-value neighborhood of the pixel; that is, it seeks the local maximum of
pixels point and removes the pixels corresponding to the non-maximum point. In this way,
most non-edge points can be eliminated and achieve the purpose of edge refinement.

The non-maximum suppression algorithm can only achieve the purpose of thinning
the edge, but it cannot guarantee that the remaining pixels must be edge pixels. Therefore,
we use a dual-threshold method to maximize the suppression of false edges to generate a
more accurate edge image. The dual-threshold algorithm generates a more precise edge
image by choosing two thresholds, and the pixels above the strong edge threshold are the
actual edge pixels. Pixels below the weak edge threshold represent background information
and are directly suppressed. The pixels between the strong edge threshold and the weak
edge threshold are called weak edge pixels. If a strong-edge pixel exists within the eight-
neighborhood of a weak-edge pixel, the pixel is also reserved as an edge pixel. Finally, this
paper applies all the previous operations to three binary images, generates three different
edge images, and then performs OR operations on these three different edge images to
generate the final edge image. The expression is shown below.

g = g1|g2|g3 (13)

4.2. Siamese ID-YOLO

The insulator images gain richer semantic information after edge extraction. This
paper expects to introduce the edge information of insulators into the model training
to improve the performance of ID-YOLO in the insulator detection task. Therefore, the
Siamese ID-YOLO network model is proposed based on the Siamese network.

The Siamese network was proposed by Bertinetto et al. in 2016 [42]. The Siamese
network mainly solves the problem of object tracking and similarity judgment. All possible
locations can be tested in detail to find the target’s position in the new image. Select the
candidate with the maximum similarity value to the previous target appearance to predict
the target’s position. The Siamese network uses the same transformation for both inputs,
then combines the original image and the edge image, and is expressed by a similarity
measure; similarity measure is accomplished through a cross-relevant layer:

g(z, x) =ϕθ(z) ∗ ϕθ(x) + b (14)

where ϕθ(z) and ϕθ(x) are the feature maps of the original image and edge image, respec-
tively, b represents different bias values at each position. g(z, x) is not a single similarity
score value but a score map, each value on the g(z, x) map corresponds to the similarity
score of the original image and the edge image shifted sub-window, and the highest score
is the sub-window where the target is located.
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Based on the structure of the Siamese network, this paper performs feature extraction
and feature fusion on the insulator edge image and the original image to obtain sufficient
feature information and semantic information, thereby improving the feature extraction
effect of the backbone part of ID-YOLO. As shown in Figure 3, Input, Original FM, and
Augment FM represent the original insulator image, the feature map of the ID-YOLO
output, and the feature map of the Siamese ID-YOLO output, respectively. Compared with
the feature map obtained from the original ID-YOLO, the features of the insulators in the
feature map output by Siamese ID-YOLO are more pronounced, which is beneficial to
improving the effectiveness of insulator detection.
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Figure 3. Input, Original FM, and Augment FM represent the original insulator image, the feature
map of the ID-YOLO output, and the feature map of the Siamese ID-YOLO output, respectively.
The features of the insulators in the feature map output by Siamese ID-YOLO are more pronounced,
which is beneficial to improving the effectiveness of insulator detection.

4.3. Hyperparameter Adjustment

Most detectors are currently pre-trained on ImageNet and COCO datasets to obtain
prior knowledge of generic targets. Nonetheless, insulators do not fall into the scope
of generic targets because it is a device that only appears in power facilities. There-
fore, considering the shape characteristics of insulators, this paper adjusts some default
hyperparameters before network training to make them more suitable for the insulator
detection task.

The insulator has a lower proportion in the image and has a longer shape. As shown in
Table 2, statistical analysis of the insulator calibration box’s area found that the insulator’s
area size in the image is smaller than the initial set area of the anchor in YOLOv4. The
maximum area of insulators does not exceed 600, and most are between 40 and 400. At the
same time, we consider that the only type of object detected is the insulator and the effect
of the number of hyperparameters on model training speed. This paper modifies the initial
size hyperparameter of the anchor to [50, 80, 140, 200, 300] to match the area size of the
insulator in the image.

Table 2. Comparison of the results of different anchor size settings.

Anchor Size 0–80 80–160 160–240 240–560

Proportion 16.66% 48.78% 24.94% 9.62%
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According to the aspect ratio statistics, the shape of most insulators is long rectangular.
As shown in Table 3, the aspect ratios of the insulators are mainly concentrated around
0.3 and 3. Compared with the initial setting of the aspect ratio [0.5, 1,2] of the anchor in
ID-YOLO, the insulators’ shapes are longer and more narrow. Therefore, this paper sets the
aspect ratio hyperparameter of the anchor in ID-YOLO to [0.3, 1,3] to match the ratio of
length and width of insulators in the image.

Table 3. Comparison of the results of different anchor ratio settings.

Anchor Ratio 0–0.3 0.3–1.0 1.0–5.0 5.0–12.5

Proportion 18.45% 32.16% 39.90% 9.49%

5. Experiments and Analysis
5.1. Experiment Description
5.1.1. Dataset

Due to the limited number of insulator samples in the current publicly available
insulator data sets CPLID [43], it cannot fully meet the application of the model in this
paper in practical scenarios. Therefore, this article uses a 500 KV overhead transmission
line in a particular place in Yunnan Province as the source of insulator data obtained. The
insulator type is prioritized in line with toughened glass insulators, generally located at
high altitudes and widely distributed in fields and forests. We filmed via UAV on a line
insulator to improve sampling efficiency and then verify the feasibility and effectiveness of
the model in this paper. Additionally, we use LabelMe to label insulator images. What is
worth mentioning here is that in the process of labeling insulators, we inevitably mark some
background information, which makes insulator identification extremely vulnerable to the
interference of background information during the training process. To better separate the
insulators from the background information, we use magenta to mark insulators to confirm
the effectiveness of our proposed model. We name this dataset InsuDaSet, which contains
three thousand image datasets containing insulators. The training set (TR-DB) and the test
set (T-DB) include 2500 images and 500 images, respectively.

5.1.2. Experiment Configuration

This paper’s hardware configuration used for the experiments is AMD R5-4400G CPU,
32GB RAM, and NVIDIA RTX3060 GPU. The experimental environment is Ubuntu 18.04
64-bit Linux system, the software environment is Pytorch 1.4, and the test programs for the
experiments were all written in Python-based language. Set the initial learning rate to 0.001
and trained all experimental results with 20 iterations of the best batch model parameters.

5.2. The Baselines

In the following experiments, we select several state-of-the-art deep learning networks
on the insulator dataset to compare speed and precision.

YOLOv4: The YOLOv4 model is continuously improved based on YOLOv1, YOLOv2,
and YOLOv3, and mainly uses the spatial pyramid pooling (SPP) and PANet to enhance
the features, so that to obtain better detection accuracy and faster real-time operation.

Faster R-CNN [44]: As a two-stage target detection algorithm, the most significant
contribution of this algorithm is that the RPN network is proposed first, which significantly
saves the generation time of the proposal box. Secondly, RPN can be added to the end-
to-end training process of the network by sharing the network weights with the object
detection sub-network. Its detection accuracy is the best, but it also severely slows down
the detection speed.

SSD [45]: The SSD algorithm adopts anchor box processing. With each pixel point
of the feature map as the center point, generate a series of default boxes of different sizes.
Finally, feature layers of different scales are used to detect objects of various sizes. The SSD
algorithm learns from the idea of the YOLOv4 network to transform the target detection
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task from a classification problem into a regression problem without the extraction process
of the region candidate box, which significantly shortens the detection time. At the same
time, the SSD algorithm draws on the anchor point mechanism of the Faster R-CNN
network. Namely, a certain number of aspect ratio determined default boxes are generated
on each pixel of the feature map and make predictions on feature maps at different sizes.
The purpose is to improve the detection accuracy of objects.

CenterNet [46]: CenterNet believes that if a critical point represents each object, the
object detection problem is a key point detection problem. Moreover, since each target has
only one point in the testing process, there will be no overlapping of multiple prediction
boxes, and there is no need to use the NMS algorithm to deduplicate. Therefore, this
method has the advantages of fast testing speed and small space occupation.

Vision Transformer: Compared with Faster R-CNN, the most significant feature of
Vision Transformer is that it converts the target detection problem into an unordered
collection prediction problem. Vision Transformer first extracts features from the image
through a CNN backbone network. It then uses a transformer’s encoder. The decoder
structure directly obtains unordered predictions collection with a specified length of N.
Each element in the collection contains the predicted parent’s classification category and
the prediction box coordinates.

5.3. Qualitative Evaluation

The image resolution of the input model is 608*608. Figure 4 shows our qualitative
evaluation results. The results show that the test results of the model in this paper are
more accurate in category and location. When using the InsuDaSet dataset to evaluate
and test the current mainstream models, the detection effect of SSD is not as precise as
YOLOv4.The test results of the model proposed in this paper are similar to Faster R-CNN,
Vision Transformer in categories and locations. Still, the network parameters are less
computationally intensive and consume fewer resources. The test results of CenterNet are
general, and we believe this is due to the complex background of insulators and the small
proportion of insulator targets in the image.
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Figure 4. Test results of each model on the InsuDaSet dataset. The experimental results show that the
test accuracy of Siamese ID-YOLO is similar to that of Faster R-CNN, Vision Transformer, and it is
better than the single-stage model YOLOv4, SSD, and CenterNet based on the heatmap.

5.4. Quantitative Evaluation

Here, we evaluate the generation position of the detection box according to the average
accuracy (AP) in the COCO dataset [25]. For object detection boxes obtained during testing
and actual manually labeled ground truth IoU as correct criteria. Correct test results,
incorrect results, and undetected ground truth are marked as true positives (TP), false
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positives (FP), and false negatives (FN), respectively. IoU, accuracy, and recall are calculated
as follows.

IoU =
De f aulatBox ∩ GroundTruthBox
De f aulatBox ∪ GroundTruthBox

(15)

Precision =
TP

TP + FP
(16)

Recall =
TP

TP + FN
(17)

The recall and accuracy of detection results under different IoU thresholds are cal-
culated according to the confidence ranking of the predicted target frames, which can
obtain the most commonly used COCO evaluation criteria, such as AP, APIoU = 0.50, and
APIoU = 0.75. Because only one detection class is an insulator, AP is mAP, and IoU above
the average value allows detectors to obtain better localization capability.

The results of different networks and improved methods are shown in Table 4. It can
be seen from the results that the accuracy of the test results of Siamese ID-YOLO is not
much different from that of Faster R-CNN, Vision Transformer, but it is significantly higher
than that of single-stage SSD, YOLOv4. Nevertheless, CenterNet does not perform well
on the insulator detection task, which we believe is caused by the complex background of
insulator images and the low proportion of insulator images in the image. Compared with
our base model ID-YOLO, the detection box of our model is more accurate, which indicates
that edge extraction and the Siamese network play an important role. Experimental results
show that Siamese ID-YOLO can effectively localize insulators in images.

Table 4. Comparison accuracy and speed table of different models.

Model
InsudaSet CPLID

AP AP50 AP75 AP AP50 AP75

YOLOv4 60.41 88.25 80.69 60.76 88.49 79.98
SSD 58.36 86.87 78.26 59.64 87.63 78.83

Faster R-CNN 68.53 90.26 87.52 69.79 89.72 86.15
CenterNet 55.16 84.34 77.58 56.45 83.81 75.66

Vision Transformer 68.72 90.85 87.39 68.25 89.57 86.03
ID-YOLO 62.42 86.57 78.94 61.97 85.12 76.37

Siamese ID-YOLO 70.16 92.72 88.92 69.38 90.89 88.05

Also, in terms of test speed, FPS, Faster R-CNN takes the longest time, followed by
Vision Transformer. Siamese ID-YOLO is slightly higher than single-stage YOLOv4 and
SSD, and CenterNet has the fastest detection speed, followed by ID-YOLO. In general, the
model in this paper improves the calculation speed of the model under the premise that
the detection accuracy is as high as possible. The test speed of about 84 FPS is sufficient to
support the real-time request, which can match the hardware environment of UAVs and
other equipment. It can be applied in the natural environment of insulator detection.

5.5. Sensitivity Analysis

In this section, the sensitivity analysis of the things we improved is carried out to prove
that the improvement of each part of our model is necessary, including backbone network
selection, image preprocessing, Siamese network introduction, anchor box hyperparameter
presetting, and the number of training iterations.

5.5.1. The choice of the Backbone

On the premise of retaining other improvements of Siamese ID-YOLO, we conduct a
sensitivity analysis on its backbone network. As shown in Table 5, the backbone network
VGG16 has many parameters and is computationally complex. The backbone network
based on the Darknet53 network used in this paper draws on the idea of a ResNet shortcut
connection, and it performs better than ResNet101. However, we consider that we need
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to detect only one type of insulator, and most of the insulators occupy a small proportion
of the image. We believe that reducing the number of network layers and improving the
feature extraction ability of the backbone network will help to improve these problems.
The backbone network based on Darknet53 has the effect of streamlining the number of
network layers; in addition, by introducing the twin network, it also achieves the purpose
of improving the feature extraction capability of the backbone network. We finally decided
to use the Darknet53 network and the Siamese network cooperatively use’s backbone
network as our feature extraction network.

Table 5. Comparison accuracy and speed table of different backbones.

Backbone
InsudaSet

FPS
AP AP50 AP75

VGG16 60.41 84.14 79.17 56
ResNet101 64.73 90.82 87.69 70
Darknet53 68.82 91.27 87.63 73
ID-YOLO 62.42 86.57 78.94 96

Siamese ID-YOLO 70.16 92.72 88.92 84

5.5.2. Edge Extraction

On the premise of retaining other improvements of Siamese ID-YOLO, we conduct
a sensitivity analysis on its edge extraction. Table 6 shows that the Sobel operator is a
particularly unsatisfactory effect for images with complex noise. The Roberts operator
positioning is relatively accurate, but because it does not include smoothing, it is susceptible
to noise, which leads to its edge extraction effect is not very good. Since the Canny operator
can detect the thin edge part of the image, we use the Canny-based edge detection operator
to extract the edge of the insulator image.

Table 6. Comparison accuracy and speed table of different edge extraction methods.

Edge Extraction
InsudaSet

FPS
AP AP50 AP75

Sobel 66.76 88.23 81.84 83.5
Roberts 67.94 89.05 82.63 83.2
Canny 68.28 90.35 85.64 83.8

Improved Canny 70.16 92.72 88.92 84

5.5.3. Hyperparameters Selection

In this part, to make the network more suitable for the insulator detection task, we
consider changing the hyperparameters of the network. As seen in Table 7, according to the
statistical results of ground-truth, we use the five values with the larger size in the insulator
image [50, 80, 140, 200, 300] as the setting of the anchor size and find the effect of this setting
significantly. After determining the anchor size settings, the initial value of the aspect ratio
was next considered to be changed. We considered using the settings [0.3, 1.0, 3.0, 4.0] and
the effect did improve. Finally, we determine the initial value of anchor size [50, 80, 140,
200, 300] and aspect ratio [0.3, 1.0, 3.0, 4.0], which can improve detection accuracy without
adding much test time. These settings prove that it is necessary to initialize the anchor box
size and aspect ratio.

5.5.4. Number of Epochs

The hyperparameter selection of the number of training iterations (epoch) is also
significant. If the number of iterations is too low, the model cannot fit the entire sample
distribution space. Overfitting is likely to occur if the number of iterations is too high.
As shown in Table 8, as the number of experimental iterations increases, the model’s
performance on the test set will improve. However, after the number of iterations exceeds
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200, the performance on the test set will decrease slightly; This is because the model
generated an overfitting phenomenon on the training set. In summary, the number of
iterations selected in this paper is 200.

Table 7. Comparison table of results for setting different anchor box sizes and aspect ratios.

Size Scale
InsudaSet

FPS
AP AP50 AP75

[32, 64, 128, 256, 512] [0.5, 1.0, 2.0] 65.23 90.45 85.96 83.5
[50, 80, 140, 200, 300] [0.5, 1.0, 2.0] 67.35 91.01 87.36 83.2
[32, 64, 128, 256, 512] [0.3, 1.0, 3.0, 4.0] 68.69 92.25 87.66 83.8
[50, 80, 140, 200, 300] [0.3, 1.0, 3.0,4.0] 70.16 92.72 88.92 84

Table 8. Comparison table of results for setting different epoch numbers.

Epoch Numbers
InsudaSet

FPS
AP AP50 AP75

50 42.27 71.64 58.82 88
100 55.14 80.58 70.38 86
150 63.49 85.24 79.06 84
200 70.16 92.72 88.92 84
250 69.73 90.49 85.89 83

5.6. Ablation Analysis

To analyze the degree of influence of different components on the model, we performed
an ablation analysis on the model proposed in this paper on the InsuDaset dataset. As
shown in Table 9, the detection accuracy of model B is more evident than that of model A,
and the improvement is the most, which indicates that the backbone based on Darknet53
plays a significant role with the assistance of the Siamese network. It allows the model to
fuse more semantic information of edge images and original images to improve detection
accuracy. Furthermore, the B model has lower computational complexity than other
methods. Therefore, our insulator detection task must introduce a Siamese network based
on the Darknet53 network. After model C performs an image enhancement operation
on the image, the image quality is improved, and it has a certain positive effect on the
improvement of the model detection accuracy. Module D made cluster analysis on the size
and aspect ratio of the actual insulator data set and then preset adjustment of the size and
proportion of the anchor box. Hyperparameter adjustment made the insulator data set
more suitable for this paper’s model and further improved insulator detection accuracy.

Table 9. The results of the ablation analysis.

Model Architecture AP AP50 AP75

A ID-YOLO 62.42 86.57 78.94
B A + backbone 66.37 89.39 84.87
C B + image augment 68.92 91.42 86.63
D C+ hyperparameter adjustment 70.16 92.72 88.92

5.7. Computational Complexity

This section provides a comparative analysis of the models’ computational overhead
and training time. As shown in Table 10, there is little difference in the detection results
of Siamese ID-YOLO compared to Faster R-CNN, Vision Transformer. However, the
computational cost and training time of Siamese ID-YOLO are significantly reduced. The
minor change in space complexity and time complexity of Siamese ID-YOLO compared
to YOLOv4 and our benchmark model ID-YOLO is since we only modified the backbone
network of the model. ID-YOLO designed a feature extraction network based on Darknet53
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based on YOLOv4, and Siamese ID-YOLO introduced the Siamese network based on ID-
YOLO, but the detection effect is much improved. In addition, CenterNet has the least
computational overhead. SSD has a slightly higher computational overhead than Siamese
ID-YOLO, but its detection results are unsatisfactory.

Table 10. Comparison table of computation cost and training time of different models.

Model Param Training Time (h)

YOLOv4 29 M 6.45
SSD 35 M 7.58

Faster R-CNN 181 M 48.83
CenterNet 15 M 4.08

Vision Transformers 156 M 40.57
ID-YOLO 21 M 5.23

Siamese ID-YOLO 32 M 6.96

In the sensitivity analysis experiment, we made sensitivity analysis on the feature
extraction network, edge detection algorithm, and anchor box hyperparameter preset.
Experiments show that the introduction of Siamese networks in the Darknet53-based
network, the use of the Canny-based edge detection algorithm, and the preset adjustment
of anchor box hyperparameters all have varying degrees of improvement in the detection
effect of insulators. In the ablation analysis experiment, this paper conducts ablation
analysis on different components, such as introducing the Siamese network, enhancing
the data, and adjusting the hyperparameters of the anchor box. Experiments show that
these components all improve the accuracy and speed of insulator detection to varying
degrees. Among them, the introduction of the Siamese network improves accuracy the
most. To sum up, the model Siamese ID-YOLO in this paper has an excellent insulator
detection performance, achieving a detection accuracy of 92.72% and a detection speed of
84FPS. Siamese ID-YOLO model can match the hardware environment of UAVs and other
equipment to detect insulators online.

6. Conclusions

This paper proposes an insulator detection model Siamese ID-YOLO, which has
stronger robustness than the traditional detection methods. In addition, this paper makes
an insulator dataset named InsuDaSet based on UAV aerial images. In this paper, the
original image is processed by mean grayscale to obtain a grayscale image against when
the insulator target and background differences are slight. The edge detection algorithm
based on the Canny operator is used to get the insulator’s edge image to enrich the image’s
semantic information. To integrate insulator edge information as gain information into
model training, this paper introduces the Siamese network based on the Darknet53 network
to fuse the semantic information and position information of edge image and original
image to improve the detection accuracy of the insulator. Finally, to make the insulator
data set more suitable for the model in this paper, by clustering statistics on the aspect ratio
and size of the insulator data set, the hyperparameters of the model anchor box are pre-
analyzed and adjusted. The proposed model can accurately output insulator recognition
images compared to mainstream models. Furthermore, we only detect glass insulators
on high voltage transmission lines, not fault detection. However, we believe that our
model is equally applicable to the detection of ceramic insulators, compliant insulators,
and other electrical components. Therefore, we will consider the classification detection of
insulator faults in the next stage and continue exploring this model’s application to other
electrical components.
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