
Citation: Sun, N.; Feng, Y.; Tong, X.;

Lei, Z.; Chen, S.; Wang, C.; Xu, X.; Jin,

Y. Road Network Extraction from

SAR Images with the Support of

Angular Texture Signature and POIs.

Remote Sens. 2022, 14, 4832.

https://doi.org/10.3390/rs14194832

Academic Editors:

Jean-Christophe Cexus and

Ali Khenchaf

Received: 12 July 2022

Accepted: 21 September 2022

Published: 28 September 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Article

Road Network Extraction from SAR Images with the Support of
Angular Texture Signature and POIs
Na Sun 1,2, Yongjiu Feng 1,2, Xiaohua Tong 1,2, Zhenkun Lei 1,2, Shurui Chen 1,2 , Chao Wang 1,2,* , Xiong Xu 1,2

and Yanmin Jin 1,2

1 College of Surveying & Geo-Informatics, Tongji University, Shanghai 200092, China
2 The Shanghai Key Laboratory of Space Mapping and Remote Sensing for Planetary Exploration, Tongji

University, Shanghai 200092, China
* Correspondence: wangchao2019@tongji.edu.cn

Abstract: Urban road network information is an important part of modern spatial information
infrastructure and is crucial for high-precision navigation map production and unmanned driving.
Synthetic aperture radar (SAR) is a widely used remote-sensing data source, but the complex structure
of road networks and the noises in images make it very difficult to extract road information through
SAR images. We developed a new method of extracting road network information from SAR images
by considering angular (A) and texture (T) features in the sliding windows and points of interest
(POIs, or P), and we named this method ATP-ROAD. ATP-ROAD is a sliding window-based semi-
automatic approach that uses the grayscale mean, grayscale variance, and binary segmentation
information of SAR images as texture features in each sliding window. Since POIs have much-
duplicated information, this study also eliminates duplicated POIs considering distance and then
selects a combination of POI linkages by discerning the direction of these POIs to initially determine
the road direction. The ATP-ROAD method was applied to three experimental areas in Shanghai to
extract the road network using China’s Gaofen-3 imagery. The experimental results show that the
extracted road network information is relatively complete and matches the actual road conditions,
and the result accuracy is high in the three different regions, i.e., 89.57% for Area-I, 96.88% for Area-II,
and 92.65% for Area-III. Our method together with our extraction software can be applied to extract
information about road networks from SAR images, providing an alternative for enriching the variety
of road information.

Keywords: semi-automatic; angular texture; POIs; SAR images; road network extraction

1. Introduction

Urban road network information is an important component of modern spatial infor-
mation infrastructure, which is crucial for high-precision navigation map production and
unmanned driving in the era of big data [1,2]. Satellite remote sensing is widely used for
road extraction due to its large number of data sources and rich spectral and geometric
information [3], of which synthetic aperture radar (SAR) images have full day-and-night
operational capability [4] and are a widely used type of remote-sensing data [5]. Due
to the superimposed masking, shrinkage, and shadowing in acquiring information on
surface entities with side-looking SAR imaging, as well as the complexity of microwave
scattering from various objects, it is more difficult to acquire road information from these
complex SAR images compared with multispectral orthoimages [6,7]. Moreover, due to the
influence of noises in SAR images and the complexity of road network structures, the road
network information extracted from high-resolution SAR images is usually not satisfac-
tory. Combining remote-sensing data with points of interest (POIs) for the high-precision
extraction of earth surface features is the current frontier in the field of remote sensing,
and road extraction is an important issue of concern for many scientists. In recent years,
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voluntary geographic information has become increasingly abundant, and it is generally
used to represent feature points (e.g., place names, roads, outdoor cameras, shopping malls,
schools, hospitals, and hundreds of other types), and POIs are the main form of the above
information [8]. These POIs indicate that much of the information is associated with road
networks, thus providing effective auxiliary information for identifying and extracting road
information from SAR images. Therefore, a key issue that urgently needs to be addressed
is the combination of POIs and SAR images to achieve the accurate extraction of road
networks in big cities.

The road extraction methods using remote-sensing images are usually classified as
manual, semi-automatic, or automatic according to the presence of human intervention,
where the manual method is to draw the road network manually, the semi-automatic
methods are the automation of road extraction while providing a low level of manual inputs,
and the automatic methods do not require any manual inputs [9–11]. Although manual
methods can produce highly correct processing results, they suffer from the disadvantages
of high workload and low efficiency and subjectivity [12,13]. Manual extraction as mostly
used in the early years for updating topographic map databases, where the road information
in the database was extracted or modified by visual interpretation. With the development
of remote sensing, computer, and artificial intelligence, the semi-automatic and automatic
extraction techniques have become the mainstream of current road extraction.

Typical automatic methods include feature fusion, classification, mathematical mor-
phology, line detection and global connectivity, and multi-scale [14–16]. Among these,
the feature fusion approach can improve the extraction accuracy of roads by taking into
account the advantages of multiple features, where the fusion can be either the fusion of
data before extraction or the fusion of various road features [17,18]. Classification can be
used to derive spectral and morphological information in large-scale scenes, thus enabling
the extraction of road information [19]. In particular, algorithms such as artificial neural
networks, Markov random fields, and support vector machines have been incorporated
into remote-sensing image processing to improve the accuracy of acquired road informa-
tion [20–22]. With the advent of deep learning techniques, investigators have used deep
neural networks or improved networks to extract image features and semantic information
from labeled data, enabling information-based learning and end-to-end road extraction
training [23]. According to the particular road characteristics, mathematical morphology
can be used to smooth the road edges and ensure line linkages [24]. Once the line primitives
of the road are captured, the global connectivity of the roads can be achieved using heuristic
methods such as genetic algorithms in combination with prior knowledge or background
information [25,26]. Multiscale extraction combines contextual information to extract coarse
road information on low-resolution images while deriving detailed road information on
high-resolution images [27]. Due to the complexity of roads, most of the road lines or
networks derived by automatic extraction methods require post-editing before they can be
used for map production or applications.

Semi-automatic extraction is a better choice because it greatly frees up labor and makes
better use of human knowledge about images [28,29]. We are aware that semi-automatic
extraction methods rely on the input of seed points, and according to the different methods
of determining these seed points, semi-automatic road extraction methods can be divided
into overall feature-based fitting optimization approaches and local feature-based matching
tracking approaches [30,31]. The definition of the seed-based sliding window needs to con-
sider the morphological characteristics of the roads, while rectangular window, T-shaped
window, and contour feature window are the commonly used configurations [32–34].
Among these, the rectangular window is rotated to derive texture features corresponding to
the road information at different angles in the image, and the information can be variance,
mean, and entropy [35]. However, the imaging mode of SAR images leads to weakened
image texture features [36], which increases the difficulty of road extraction; when road
extraction methods for the optical image are used for road extraction from SAR images, it
may lead to problems such as low integrity of the extracted road network [37,38]. There-
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fore, if the road extraction methods can be improved while making full use of voluntary
geographic information data, better road extraction results may be achieved.

With the development of big data, POIs provide convenience for geographical infor-
mation analysis and feature extraction due to their large volume, wide coverage, and easy
access [39]. If POI information can be combined with road extraction, the advantages of
POIs can be used to improve road extraction accuracy [40]. For POIs, there are many types
of information related to roads, e.g., the names and addresses of places on the AutoN-
avi®website that provides the mapping, navigation, and location services, and AutoNavi
POIs include several subcategories such as the entrances and exits of highways, bridges,
and intersection names. This information is closely related to the road and can be used as
key information for road extraction; however, not much of this information has been used
for road extraction in the existing research.

This research aims to solve the following two issues: (1) how to accurately extract the
road networks from SAR images while maintaining the network integrity and (2) how to
directly use POIs to assist the process of SAR images to achieve road network extraction. To
address the first issue, we proposed a semi-automatic extraction method (ATP-ROAD) to
derive road network information using sliding windows. The movement of the rectangular
sliding window has a linking function and therefore ensures the integrity of the road
network. Specifically, we proposed an improved ATP-ROAD to extract road information
from SAR images considering image angular (A) and texture (T) features. For the second
issue, we used POIs at intersections to assist with identifying the direction of the roads.
In this study, we selected experimental areas in Gaofen-3 satellite images to validate the
extraction method and evaluated the results. Since road extraction is a complex task, our
study provides new thoughts on fusing multisource SAR and POI data for road extraction.

The introduction is followed by Section 2, which describes the extraction workflow
and the pre-processing methods for SAR images and POIs. The section also describes how
the ATP-ROAD method works and how the accuracy of the extracted results is evaluated.
In Section 3, experiments on road extraction from Gaofen-3 images using ATP-ROAD are
presented, and the results are evaluated in detail. After that, the paper further discusses
these methods and results in Section 4. Finally, conclusions were drawn from the extraction
methods and experimental results.

2. Methods
2.1. The Extraction Workflow

In our study, we proposed an ATP-ROAD method for road network extraction that we
constructed using angular texture features, where the binary segmented image, the gray
mean and variance in a sliding window, and some POIs along the road are considered.
In ATP-ROAD, we applied a semi-automatic extraction scheme of the sliding window,
with the support of POIs that were used to identify the road intersections to link the road
intersections, thus ensuring the integrity of the road networks.

Figure 1 shows that there are two data sources including a SAR image and POIs along
the roads. An initial sliding window is created in the image that moves along a road
according to the integrated effects of the grayscale mean, the grayscale variance, and a
binary segmentation image. We used the traversed roads on the window’s forward route as
the basis for determining the next operation. The intersections are recorded as candidates
waiting for inspection (CWIs) when the window crosses them, and they will be removed
from the CWI list when the extraction of a road corresponding to the CWI is finished. Then,
the window will move to another candidate CWI to restart the road extraction. Additionally,
if the window reaches the image edge, then it in turn moves to another CWI. The extraction
processing is based on the window’s movement, which stops until the whole road network
finishes the extraction (i.e., there are no candidate CWIs left).
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Figure 1. The workflow of the proposed ATP-ROAD method of extracting road networks using SAR
images and POIs.

2.2. Data Preprocessing
2.2.1. SAR Image Preprocessing and Segmentation

Because the coordinates of the original SAR images are different from those of the
POIs, we performed geometric corrections of the images using their orbit file and external
digital elevation model (DEM) data. Meanwhile, for the POIs close to the road intersections,
we moved them to the center of the road intersection in the SAR image. This resulted in
the geometric match between the image and the POIs. After extensive tests, we applied
an image segmentation threshold of 0.16 to segment the SAR images according to the
grayscale of scattering amplitude, then produced a new binary segmentation image that
differentiates the roads and their surrounding features. In the binary segmentation image,
the roads, water, and shaded areas were classified into black (value 0) areas, while the other
areas were classified into white (value 1) areas. In the road extraction, the black areas were
used to guide the sliding window, and the white areas were used as the restricted regions
for the window movement. Please note that 0.16 is only applicable to our chosen study
area, while in other areas we need to retest.

2.2.2. POI Processing and Linking

In this study, we used only the POIs of the “intersection” type since the research aim
was to detect road networks using SAR images. To label the intersections, we extracted
the intersection POIs from the AutoNavi Map POIs that include schools, hospitals, shops,
bus stops, and traffic intersections, to name a few. Since the POIs have been collected
spontaneously by the public and uploaded to OpenStreetMap, the accuracy of these data
is inconsistent, and some POIs may be more credible than others [41]. According to the
assessment in the literature, the POI data in China provided by OpenStreetMap have high
positional accuracy of up to ten meters [42]; in particular, the POI data for roads and
hospitals have the highest accuracy [43]. Therefore, inconsistencies in the accuracy of the
POIs had only a small impact on the intersections we employed them to find. Because the
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original intersection POIs contain many duplicates, we applied a 100 m × 100 m sliding
window to delete the duplicates, and each sliding window reserved only one POI, the
nearest one to the geometric center of all POIs in the sliding window. A point is reserved
randomly if there are only two points in the sliding window. In the computation, the
window moves forward by 10 m each time. The processing can be given by:{

cx = 1
2 (max{xP1, xP2, · · · , xPn} −min{xP1, xP2, · · · , xPn})

cy = 1
2 (max{yP1, yP2, · · · , yPn} −min{yP1, yP2, · · · , yPn})

(1)

di =

√
(xPi − cx)

2 +
(
yPi − cy

)2 (2)

where (cx, cy) are the coordinates of the sliding window center; (xPi, yPi) are the coordinates
of the point Pi in the window; di is the distance from point Pi to the center; and i is the
serial number (n > 2) of POIs.

Figure 2a illustrates a case of deleting the duplicates from four POIs (the blue circles)
that are located near a road intersection. The red pentagram represents the center of all POIs
within the sliding window, and the point at the northwest is reserved consequently because
it is the closest one to the pentagram among the four points. This method removes duplicate
POIs by considering the distance between POIs and is very suitable for intersections with
dense POIs. In this study, we applied only the intersection POIs since the aim was to detect
road networks using SAR images. Therefore, only distance information was considered
when we condensed the POIs of many intersections into a single point.
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Figure 2. The removal of duplicate POIs using a sliding window (a) and the linkage of different
POIs (b).

At each intersection, there is only one reserved POI that in turn can be applied to
identify the road intersections. The POIs can be automatically linked into many different
networks, where if one of the linked networks correctly matches the real roads, then it
can be used to determine the road direction to assist the window movement and road
extraction. In most cases, roads can generally be considered continuous linear features with
low curvature, and most intersections (except overpasses or special roads) extend in no
more than four directions. We then proposed a linking method using straight lines to link
the POIs, thus identifying the rough road directions.

Assume that point a (Figure 2b) is the first point that needs to be linked to other POIs
(e.g., points b, c, d, & e). We calculated the distance between point a and every other point
and arranged them in ascending order, with pairs of points having smaller distances being
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considered more correctly linked. Figure 2b shows that we used line a–b as the initial test,
and if another POI fell within 30◦ (offset angle β) along line a–b, then that line could be used
as the benchmark direction, and the new POI could be linked to point b correctly. In other
cases, we used the line related to the shortest distance as the benchmark direction instead.
We then determined the direction of the road that intersected the benchmark direction, and
if a new POI formed a big crossover angle (α) with another POI on line a–b that was greater
than a threshold (60◦), then the linkage between these two POIs was correct. We linked
POIs following the above method until the POI network reflected the directions of the road
network. Widened lines with a radius of 5 m were generated for the POI network to make
it easier to be tracked by the sliding window.

2.3. The ATP-ROAD Method
2.3.1. Definition of the Initial Window

We defined the initial window as a rectangle that keeps the width and length during
the processing. The size and position of the initial window are determined using the
geometric relationships of three predefined points (the red dots in Figure 3a). Point A in
the middle of the road ensures that the window is in the direction of the road. Point B
and point C, which are selected on both sides, define the bottom edge (i.e., width) of the
window. In general, the length should be more than twice the width. Point B should be
positioned on the edge of the road, which is also used as the rotation center to adjust the
window’s direction. Figure 3b,c show two cases of the defined windows that tilt to the left
and right, respectively, and then are adjusted to the road direction. The coordinates of the
four corners are most important for determining the window, where the coordinates of
point B and point C are known. Thus, the coordinates of the remaining two corners can be
calculated as:

α = tan−1 YC −YB
XC − XB

(3)

S =
(XC − XA)·[YC −YA − (XC − XA)· tan α]√

(XC − XA)
2 + [(XC − XA)· tan α]2

(4)

Xn = XC + S· sin α (5)

Yn = YC − S· cos α (6)

Xm = Xn − BC· cos α (7)

Ym = Yn − BC· sin α (8)

where (XA, YA), (XB, YB), (XC, Y C), (Xm, Ym), and (Xn, Yn) are the coordinates of the five
points in Figure 3a; S is the distance between points C and n; and α is the angle ∠BCP.
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2.3.2. The Window Sliding Strategy

The road network extraction method here is based on the angular texture signature and
POIs. In SAR images, the pixel values (digital numbers or DNs) of the roads are generally
smaller than those of the surrounding features. In earlier publications, the angular texture
signature usually included grayscale mean and grayscale variance [44–46]. In addition to
these signatures, we included a binary segmentation SAR image to differentiate the roads
from the surrounding features. Our new method incorporates three types of information
(i.e., grayscale mean, grayscale variance, and binary segmentation), which were computed
in sliding windows. A set of sliding windows can be defined as:

SildWindow[] = (α, M, V, S) (9)

where α is a set of rotation angles of the sliding window; M is a set of grayscale means; V is
a set of grayscale variances in the sliding window; and S is the sum of all pixel values within
the sliding window of the binary segmentation image, where 1 represents a non-road pixel
and 0 represents a possible road pixel. When the sliding window is rotated from one angle
(αi) to another, we have the signatures

α = (α1, . . . , αi, · · · , αn)
M = (m1, . . . , mi, · · · , mn)

V = (v1, . . . , vi, · · · , vn)
S = (s1, . . . , si, · · · , sn)

(10)

where n is the total times of rotation, with an angle interval of 1◦; (M) αi is the ith angle;
(M) mi is the ith grayscale mean of the SAR image; (V) vi is the ith grayscale variance of the
SAR image; and (S) si is the sum of the pixel values in a binary segmentation image for the
ith rotation. These three statistics are somewhat correlated, but they are still different and
have their advantages.

Our ATP-ROAD method simultaneously considers three factors (M, V , S) where not
every factor can be optimal in the same window, so we designed an approach to combining
the three factors to achieve the best performance. In this method, smaller M, V , and S
indicate better factors related to the roads. We selected the 10 best values from each of the
three factors to identify the best sliding window. The overall metric for identifying the best
window can be given by {

A = δ·M + γ·V + ω·S
↓ sort(A)→ A′

(11)

where A is the comprehensive metric considering the three factors; A′ is the sorted A in
descending order; and δ, γ, and ω are the coefficients ranging from 0 to 1. These three
factors were considered at equal weights, i.e., they were all 1 in this study. Based on the
overall metric, we then selected the 5 best windows from the 10 candidate windows. We
finally applied the best window from these five windows by comprehensively considering
the difference in grayscale mean and the rotation angle between the sliding window and
the road. The difference indicates the changes in the grayscale mean of a window from a
time step to the next time step.

To extract the road information, the ATP-ROAD method considers the significance of
each factor as determined by the factor ranking. Figure 4 shows that for each movement
step, a window can rotate from −30◦ to 30◦, although only those from −5◦ to 5◦ were
selected in this case. Under these rotation angles, the grayscale mean (Figure 4a), grayscale
variance (Figure 4b), and pixel sum in the segmentation image (Figure 4c) were input
into Equation (11), resulting in the 10 best windows. At each movement step, among the
10 candidate windows, we selected 5 according to the grayscale mean difference and angle,
where the candidate with the highest direction score was selected as the final window (i.e.,
the point marked in red in Figure 4d).
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2.3.3. Intersection Recognition Method

During the window movement, it should identify what type (e.g., three- or four-way
streets) of intersection each POI belongs to. For a four-way intersection, along the current
road, the moving window only records the left and right sides that need to be extracted
after the current road extraction is completed. Figure 5a shows that when the window
moves to the horizontal road, it has two directions to identify. The window is adjusted by
rotation angles from−50◦ to−130◦ for the left and from 50◦ to 130◦ for the right (Figure 5a).
This means the window needs to examine 81 directions (each for 1◦) for each side because
the angle interval is 1◦. Among the 81 directions, we need to record the best direction in the
list, and its selection requires a certain criterion (e.g., a comprehensive metric). In addition,
a single static window could not well determine the optimal direction, and we therefore
used a present window at the intersection and its next window in the same direction to
jointly determine if this direction is suitable (Figure 5b). We calculated its comprehensive
metric (A; see Equation (11)) based on the difference in grayscale mean between the present
and next windows. The greatest value of the comprehensive metric indicates the best
direction that should be recorded consequently.
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After the POI linking was completed, we used two means to ensure that the correct
linkage was retained. First, we used the angle formed by the linking line and the known
road to make our decision; if this angle is smaller than 50◦, the linking is generally consid-
ered to be wrong; vice versa, it is probably correct. Second, if the direction of the minimum
of the average value of the road grayscale within the sliding window is the same as the
direction of the POI linking line, it is considered correct. If an incorrect POI linkage is
chosen, the extracted road is completely incorrect; however, our subsequent experiments
show that the three test areas in Shanghai justified our assessment and diagnosis of the
correctness of the linkages.

POI linking lines can be used as road identification conditions at intersections for
more accurate road extraction. When there is an error in linking the POIs, instead of using
the linking line, the method shown in Figure 4 is used to extract the road information. In
the case of correct POI linkages, the window counts the pixels in the POI linkages (i.e.,
5 m buffer) covering the road; among the 81 directions, we selected the 10 with the most
pixels to be the candidate directions. For the 10 directions (related to 10 windows), we
obtained the grayscale mean, grayscale variance, and binary segmentation information,
then applied the window movement strategy mentioned in the above section to extract the
road information.

2.3.4. Movement Strategies

The distance that the window moves each time is half of its length. When the difference
in grayscale means between the current window and the window after two steps is smaller
than a predefined threshold, the window keeps the sliding direction. This threshold should
be tested and defined according to the study area. In accordance with the three statistics
specified in Equation (10), it is ensured that the sliding window proceeds along a broad
road area, and during the proceeding, we calculated the difference in the grayscale means
of the SAR images between the previous and the next sliding windows. For this difference,
if this difference is greater than a predefined threshold, the forward direction of this sliding
window is incorrect; otherwise, the ATP-ROAD method is used to slide the window along
the current direction. Theoretically, this threshold should be very small due to the extremely
small differences in the microwave scattering characteristics of the roads within a given
region. For a specific study area, we conducted iterative tests to determine an optimal
threshold by visual inspection for identifying the similarity between the extracted road
network and the actual road network. In this study, the thresholds were 0.015 for Area-
I, 0.02 for Area-II, and 0.029 for Area-III. For a study area, there are two factors for the
information extraction window to stop sliding, i.e., the window reaches the edge of the
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image or reaches any of the extracted roads. When either of these two cases occurs, we
need to determine if there are still any internal intersections to be extracted. If there are
still unextracted intersections, the program continues; if all internal intersections have been
extracted, the program terminates.

2.4. Accuracy Assessment Method

The extraction results produced by the above semi-automatic methods need to be eval-
uated from multiple perspectives for correctness, completeness, accuracy and efficiency [47].
Road information identification and result assessment are performed simultaneously in
the road extraction processing, thus ensuring the correctness and integrity of the roads.
In terms of the extraction methods, the sliding window is created by inputting only three
known points, thus improving the automation of the method and the accuracy of the results
compared with manual extraction methods. In terms of the results, roads extracted with
our method were compared using manually extracted roads as a benchmark. The distance
between two roads (produced by our method and manual) is one of the most effective
measures of their proximity, and this distance can be used to generate assessment statistics
(Figure 6). These statistics include maximum distance, minimum distance, average distance,
and standard deviation. Considering that it is extracting the centerline of the road, a major
concern is whether the extracted line falls on the road in the SAR image. Therefore, we
used half of the width of the narrowest road (6.5 m) as the threshold, and if the distance
between the manually extracted road and the ATP-ROAD-extracted road is greater than
the threshold, we considered that the extracted road is Incorrect.
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3. Experiments and Results
3.1. Experimental Areas and Datasets

Our experimental areas are located in Shanghai, China, where the urban expansion
driven by road construction is faster than in other areas. In the city and district centers,
the roads are relatively narrow and lush with trees, or there are many tall buildings on
both sides. In urban fringe areas, the roads are relatively wide, and trees are less lush.
In general, because roads in Shanghai are somewhat curved and complex, it is relatively
difficult to extract road network information. Three areas were selected to test the ATP-
ROAD method, where Area-I and Area-III are in the Qingpu district center, and Area-II
is in the Jiading urban fringe areas (Figure 7). We used the sliding spotlight mode and
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single-polarized SAR images of China’s Gaofen-3 satellite as the experimental data (Table 1).
The three areas have the same resolution of images, different coverages, and different types
of roads. In Area-I, the four roads consist of a tic-tac-toe road network having intersections
with each other, which is a typical network for testing the proposed ATP-ROAD method.
In Area-II and Area-III, we verified the generality of ATP-ROAD, where Area-II has a
main road with a large curvature, accompanied by two branches extending from the
same side, while Area-III has a road network irregularly distributed. Compared with
optical images, it is more difficult to extract road network information using SAR images
because road backscattering information may be influenced by surrounding features [48,49];
however, testing and validation in these complex regions will facilitate the application of
our method elsewhere. The ground truth of the road networks used to evaluate the results
was extracted manually.
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Figure 7. Area-I selected for testing the metho, and Area-II and Area-III selected for validating the
method. The background color map is a GeoEye optical image provided by ArcMap, the three gray
maps are China’s Gaofen-3 SAR images, and the line graph that includes four roads is labeled for
analyzing the extraction results.

Table 1. The Gaofen-3 SAR images (1 m resolution) for the three selected study areas.

Name Location Range
Dimension (m)

Azimuth
Dimension (m)

Level-1
Resolution (m)

Image Width
(km)

Selected Image
Scope (Pixels)

Area-I Qingpu 0.36 0.56 1 10 1643 × 1637
Area-II Jiading 0.36 0.56 1 10 911 × 1517
Area-III Qingpu 0.36 0.56 1 10 875 × 1342

POIs are mostly distributed on the roads or on both sides of the roads, which can
help with the road extraction. In general, POI categories are various, and we selected
POIs of road intersections as auxiliary information for road extraction. The POIs used
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in the experiments were taken from the data published online by AutoNavi® in 2021
(Table 2). There are 23 categories of POIs such as road feature, transportation service,
and place name and address. The intersection POI data is a subcategory of the place
names and addresses, which were provided by the AutoNavi® website (lbs.amap.com/
api/webservice/download, accessed on 11 July 2022).

Table 2. The intersection POIs in three areas and their attributes.

Name Intersection
Number Original Number Remained

Number Used Intersection Detail

Area-I 4 16 12 4 4 tic-tac-toes
Area-II 2 7 6 2 2 triples
Area-III 3 14 14 3 2 tic-tac-toes and 1 triple

3.2. POIs Processing Results

Here, we use Area-I as an example to explain the process and results of POI processing.
To ensure that POIs can be used for road extraction in the study area after point linking,
the area used for POI selection needs to cover Area-I completely. In Area-I, we collected 16
POIs about the roads (Figure 8a); among these only a few were needed for the road linking
to guide the window sliding and road extraction.
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Based on the POI processing and linking method described in Section 2.2.2., we
extracted 12 valid POIs that were used for road line linking (Figure 8b). For example,
although we collected 12 POIs for Area-I, only 4 valid POIs were used for road information
extraction in Area-I (i.e., the black box in Figure 8b). The linkages between POIs are
complex, for example, P1 can be linked to the five nearest POIs, and some of these linkages
are incorrect (e.g., the P1–P6 and P1–P7 lines). These incorrect linkages were excluded
using the method described in Figure 5, and the remaining valid POI linkages were then
used for further assistance in road information extraction.

lbs.amap.com/api/webservice/download
lbs.amap.com/api/webservice/download
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3.3. Extraction of Road Networks

Our ATP-ROAD extraction approach was implemented using MATLAB code that we
developed. In the MATLAB code, SAR images, binary segmentation images, selected POIs,
and the POI linkages were used as input data for the road network extraction. Table 3 shows
a summary of the parameters and the thresholds used in this study. Although different
roads have different widths, we presented the extracted roads as lines without width for
display purposes. In terms of the line shape, the extracted lines in Area-I are complete
and consistent with the real roads, without dis-linkages or mis-linkages (Figure 9). In the
experiment for Area-I, we created the initial window by entering 3 points and automatically
extracted 278 road points to form the road network. In the road extraction experiment,
we applied the manually extracted results as a benchmark for comparison (Table 4). Our
program runs on a computer that has a processor 11th Gen InteI) Core i5, RAM 16.0 GB,
and Windows 10 ×64 operating system.

Table 3. A summary of the parameters and the thresholds used in this study.

ID Parameter Value Section

1 Image segmentation threshold 0.16 Section 2.2.1

2 Offset angle (β) for linking POIs 30◦ Section 2.2.2
(Figure 2b)

3 Crossover angle (α) for linking POIs 60◦ Section 2.2.2
(Figure 2b)

4 RadI (R) of the widened POI linkages 5 m Section 2.2.2
5 The coefficient (weight; δ) of the grayscale mean 1 Section 2.3.2
6 The coefficient (weight; γ) of the grayscale variance 1 Section 2.3.2

7 The coefficient (weight; ω) of the pixel sum of the binary
segmentation image 1 Section 2.3.2

8 An angle for determining the direction of the road at a
new road intersection 50◦ to 130◦ Section 2.3.3

(Figure 5a)

9 Threshold for the difference of the mean of grayscales of
SAR images between two adjacent sliding windows 0.05 Section 2.3.4

10 The distance threshold for comparing the extracted results
and the actual results 6.5 m Section 2.4

Table 4. Assessment of the ATP-ROAD-extracted results for Area-I using distance statistics.

Road Total Point Pairs
(Line Segments)

Total
Incorrect Points

Maximum
Distance (m)

Minimum
Distance (m)

Average
Distance (m)

Standard
Deviation (m)

Road-1 78 10 6.420 0.021 2.174 1.746
Road-2 79 1 6.082 0.074 2.021 1.715
Road-3 50 0 6.030 0.014 1.466 1.357
Road-4 71 18 6.316 0.045 2.916 1.847

All roads 278 29 6.420 0.014 2.142 1.753

Table 4 shows the assessment of the ATP-ROAD-extracted results for Area-I using
distance statistics including total point pairs, total incorrect points, maximum, minimum,
average, and standard deviation. Among all 278 points, 29 are incorrect because the
distances are greater than 6.5 m; thus, the total extraction accuracy is 89.57%. Of the four
roads, all distances between point pairs for Road-3 are within 6.5 m (i.e., correct) and
25.35% of the distances for Road-4 are greater than 6.5 m (i.e., incorrect). As proved by the
average distance and standard deviation, Road-3 has the best results, followed by Road-2,
Road-1, and Road-4. Although such extraction results are not considered satisfactory, it is
difficult to extract road information from SAR images, and we have achieved better results
compared with the literature.

We further selected three subareas for analyzing the performance of the ATP-ROAD
method: one intersection and two road sections (Figure 10). For subarea-A, our method well
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extracted the information on the road intersections; although the extraction result also has
a slight defect, it is consistent with the actual road alignment. Subarea-B has a clear image
of the road surface without tall buildings on either side or their resulting shadow areas,
so the road surface is well extracted using the ATP-ROAD method. The optical images
show that even though this road section crosses water bodies, our method successfully
extracted the correct road information, and the extraction was not influenced by the water
body. Subarea-C has a greater curvature of the road than the other areas; the optical image
shows tall buildings forming shadows, and the SAR image shows building shadows mixed
with the road. This caused difficulties for the ATP-ROAD method in identifying the roads,
resulting in higher evaluation distances (cf. Table 4’s Road-4).
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3.4. Further Tests in other Areas

To verify the applicability of the ATP-ROAD method, we conducted experiments on
road extraction in two other areas of Shanghai (Figure 11). Area-II is located to the west of
Shanghai Hongqiao Railway Station, which is mainly a factory area with complex radar
reflection signals. Area-III is located to the north of Shanghai Hongqiao Railway Station,
which is mainly a residential area with relatively simple radar reflection signals. Figure 11
shows that the extracted results match the road centerlines with no breaks or incorrect
linkages, especially the T-shaped intersections that were well identified. Table 5 shows that
for Area-II, only Road-1 has incorrect points; the total extraction accuracy is 96.88%, and the
average distance between the three extracted roads and the manual results is 2.504 m. For
Area-III, only 10 points are incorrect among all 136 points; the total extraction accuracy is
92.65%, and the average distance between the three extracted roads and the manual results
is only 1.313 m. Compared with Area-II, Area-III has more incorrect points, but the overall
average distance and standard deviation are smaller.
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4. Discussion

The challenge in extracting roads from SAR images is that road information is highly
affected by speckle noise and thus is easily confused with surrounding objects [50]. In this
study, a semi-automatic extraction method (ATP-ROAD) was proposed that assists with
road recognition by applying multisource (POI) information while preserving the complete
road structure. Experimental results in three different areas of Shanghai show that this
ATP-ROAD method is feasible.

To compare our method with available methods, we also tried to process our data
using Hough transform, Bayesian filter, and optical image-oriented approaches. Hough
transform is a commonly applied line detection method that does not require connectivity
of co-linear points [51], and it can retrieve the road information from the extracted boundary
(line) information. We performed road extraction for the data in Area-I using the procedure
accompanying the Hough transform method [52], but no valid road network information
was generated. This was because in Area-I, water bodies and building shadows were
associated spatially, and both were shown as black areas in SAR images, whose grayscales
were very close to those of the roads. This makes a large number of incorrect boundaries
around the roads extracted by the Hough transform method after edge extraction. Methods
based on data statistics and Bayesian estimation are an important class of road extraction
methods [53]. For further comparison, we also used a fully automated Bayesian filtering
method [54] to extract the road network in Area-I. Since there are numerous buildings in
the area, a large amount of building boundary information appears after edge detection.
This information interferes with the acquisition of the road’s boundaries, making the
method unable to acquire a better initial point in our study area. We also applied an optical
image-oriented approach to retrieve road information, mainly considering the color and
morphology of the images [55]. However, the roads in SAR images are not as clear as in
optical images due to speckle noise. The advantage of color in this method cannot be fully
exploited, and therefore, information about the roads cannot be acquired. Using the data
for Area-I, all three methods mentioned above fail to give results that can be displayed, so
a direct comparison with the ATP-ROAD results is not possible; this offers evidence for the
validation of our ATP-ROAD method.

The selection of sliding windows is the key to road extraction from SAR images. The
advantage of the rectangular window in the ATP-ROAD method is that it can preserve
the maximum information about the road and make the calculated statistics of the road
grayscale information and reflection intensity more reasonable. However, the premise of
this method is that the width of the extracted road does not vary significantly in space,
and once the width of the extracted road varies too much, the effect and accuracy of road
extraction will be reduced. The window we used in this paper is rectangular, but the
length and width of the rectangle are not fixed, so the specific shape of the rectangle is
not unique [56]; additionally, the window can be different shapes such as circular [57,58].
The choice of the window type for road extraction needs to be adapted according to the
actual situation of the dataset. A rectangular window is more appropriate for roads with
relatively clear edges that retain the original shape of the road; however, for traffic circles
or overpasses, a circular window may be more appropriate.

Crowd-sourced geographic information and spatial big data are new types of data
that assist in feature extraction and the classification of remotely sensed features. The POIs
used in this study are only a small category of many geographic information categories,
whose advantages are the abundance of information, the availability of locations, and
the wide coverage [59], while there are also disadvantages such as location inaccuracy
and redundancy that require effective preprocessing [60]. We noticed these issues and
then preprocessed the POIs using operations including position movement, filtering, and
linking. This study demonstrates that processed POIs can be used for road extraction and
can ensure more accurate road information. Our aim is not only to apply POIs but also to
attempt a new approach of applying crowdsourced geographic information data for road
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extraction, providing more possibilities for the extraction of information about important
ground features.

SAR images carry information such as intensity, amplitude, and polarization, and the
polarization information is mostly used for classification [61–63] or target identification [64].
If the polarization information of SAR images can be used for road extraction, it will
undoubtedly enrich the road extraction methods [65]. However, since road information is
easily confused with water information in SAR images, it is difficult to acquire good results
by classification only. The SAR dataset in this study is mono-polarized, and the grayscale
information is affected by noise, which makes it difficult to derive good road information
by classification methods. We therefore used binary segmentation information to improve
the identification effect by combining it with grayscale mean and grayscale variance. For
future high-resolution SAR data, polarization information will become more abundant,
and using polarization information for road extraction is a better choice.

5. Conclusions

Urban road network information is an important part of spatial information infras-
tructure, and acquiring road information using various ways and updating it in time is a
key concern that needs to be addressed in the era of remote-sensing big data. We proposed
a sliding window-based road extraction method of ATP-ROAD that extracts road network
information from SAR images by combining the angular texture features of SAR images
and voluntary geographic information POIs. We used the grayscale mean, grayscale vari-
ance, and binary segmentation information of SAR images as texture features in its sliding
window. Because ATP-ROAD requires only three initial points to be input, it is almost a
fully automatic road extraction method. Compared with existing studies, the developed
ATP-ROAD method fully combines information from SAR images and POIs to effectively
identify roads while ensuring the structural integrity of the road network.

The ATP-ROAD method was applied to three experimental areas in Shanghai, China,
for road network extraction from China’s Gaofen-3 imagery. The experimental results
show that the method extracts relatively complete road networks that match the actual
road conditions, and the accuracy of the method was high in all three different areas, i.e.,
89.57% for Area-I, 96.88% for Area-II, and 92.65% for Area-III. The ATP-ROAD method
together with the MATLAB code can be applied to extract information about road networks
from SAR images, providing an alternative to enriching the variety of road information. In
future work, we should use the proposed method for the road extraction of a large area to
test the computational capability and robustness of our method.
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