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Abstract: For change detection in remote sensing images, supervised learning always relies on bi-
temporal images as inputs and 2-class/multi-class classifiers as outputs. On the other hand, change
detection can be viewed as a metric learning problem, i.e., changed areas should be dissimilar while
unchanged areas should be similar. In this paper, we study several metric learning formulations
for change detection. A strong baseline is achieved by training on pair-wise images with Reverted
Contrastive Loss (RCL) with hard mining. Motivated by the success of triplet loss, we seek two sources
of triplet pairs from the bi-temporal images, and a novel Spatial–Temporal Triplet Loss (STTL) is
proposed. The proposed triplet loss is further validated on semantic change detection, where semantic
labels are provided for the changed areas. The experimental results prove state-of-the-art performance
on both binary and semantic change detection.

Keywords: change detection; metric learning; triplet loss

1. Introduction

Change Detection (CD) in remote sensing aims to find surface changes between
different phases. CD is essential for various real-world applications, such as environment
monitoring [1], urban management [2], damage assessment [3] and crop monitoring [4].
Semantic change detection (SCD) goes further than CD with additional semantic labels.
SCD predicts not only the location but the change type as well, e.g., a building changed into
a playground. Generally speaking, change detection relies on bi-temporal images as input.

Current change detection methods often take the framework of deep neural networks.
More specifically, Siamese Networks [5] with shared parameters are used to extract multi-
scale features for bi-temporal images. Then, these bi-temporal features are concatenated and
put through a decoder and a classifier to output binary or semantic maps. These Siamese
networks have shown great success in recent years since they consider spatial–temporal
relationships simultaneously [2,5–7].

Metric Learning aims to learn a representation function that maps objects into an em-
bedding space. The distance in the space should preserve the similarity of objects—similar
objects move close and dissimilar objects move far away [8]. In other words, metric learn-
ing pulls objects of the same class closer and objects of different classes further. Metric
learning has been successful in face recognition and person re-identification to learn feature
representations instead of classifiers [9,10]. In face recognition, LFW (Labeled Faces in the
Wild) dataset [11] evaluates 6000 pairs of faces with annotations of the same person and
different persons. Instead of the classifiers to judge the per-pixel class for change detection,
we emphasize that the per-pixel class can be predicted in a metric learning way.

Metric learning-based change detection has been studied in some previous works [2,7,
12,13]. The feature extraction module is similar to classifier-based methods by a Siamese
Network with shared parameters. Instead of using classifiers to output class labels, an em-
bedding space is optimized where similar (unchanged) samples are pulled closer while
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dissimilar (changed) areas are pushed apart. Contrastive Loss [9] has been used with stan-
dalone optimizations [14–16] or bi-temporal optimization [7]. Triplet loss [10] is introduced
in [12,13] to model the distance among triplet pairs.

However, current metric-based methods suffer from some problems. (1) Data imbal-
ance. Changed areas only cover a small portion of the data. Therefore, a large number of
unchanged areas are easily classified, and we name these pixels easy pixels. On the other
hand, pixels that confuse the change detection methods are essential, and we name these
as hard pixels. In works [2,7], the authors use a balanced contrastive loss to equally treat
changed and unchanged regions. In other words, easy pixels are treated equally with hard
pixels. Counting too many easy pixels in the total loss is not beneficial for the overall train-
ing. Those hard pixels with larger loss should be emphasized. (2) Source of triplet pair.
Although some methods [12,13] utilized triplet loss for change detection, those triplet pairs
still come from data augmentation of bi-temporal images. We emphasize that the triplet
pair collection is essential and needs to be carefully designed.

In this paper, we study several metric learning formulations for change detection.
Figure 1 illustrates the proposed different types of metric learning frameworks. We propose
a strong baseline by a modified contrastive loss named Reverted Contrastive Loss (RCL)
with hard mining. The baseline could ease data imbalance and make hard mining applicable
to change detection. Although other methods [2,7] remove classifiers, the performance is
relatively low due to data imbalance. Based on the strong baseline, we further introduce
two sources of triplet pairs. Since the triplet pairs are acquired spatially and temporally, we
name it Spatial–Temporal Triplet Loss (STTL). The experimental results prove state-of-the-
art performance on both binary and semantic change detection.

Figure 1. Illustration of classifier-based and metric-based change detection methods. (a) Traditional
classifier-based change detection uses a classifier to output changed/unchanged regions. On the
other hand, Metric-based methods use pixel-wise embedding distance as a metric, and the model
training optimizes the embedding directly. (b) Pair-wise methods take paired images as input and
compute contrastive loss. (c) Triple-wise methods take an additional image (the third row with
different content) and have seldom been studied. How we use the extra image in triplet loss makes
our method different from others. Details are explained in Section 3.4.

The main contributions of our work can be summarized as follows:
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• We remove classifiers in change detection networks and propose a strong baseline
with modified contrastive loss.

• We improve the contrastive loss with triplet loss by searching for triplet pairs in
changed and unchanged regions. We further transfer triplet metric learning to seman-
tic change detection. Since multiple classes are provided, we conduct more triplet
pairs. To our knowledge, this is the first time triplet loss has been used in change
detection both spatially and temporally.

• Extensive experiments have confirmed the effectiveness of our contrastive loss baseline
and triplet loss in binary and semantic change detection.

The rest of this paper is organized as follows. Section 2 reviews the related work.
Section 3 introduces our improved contrastive loss as a strong baseline and the proposed
Spatial–Temporal Triplet Loss (STTL). Section 4 provides the experiment analysis of our
methods on the benchmark datasets. Section 5 discusses the values and potential use of
our method. Section 6 concludes this work with the future direction.

2. Related Work

Change detection can be categorized into binary and semantic change detection. As a
common trend in the literature [17], semantic change detection is often a combination of
binary and semantic branches. Thus, binary change detection is fundamental and mainly
studied in our paper. We also compare some semantic change detection methods to explain
the effectiveness of our metric-based method. Furthermore, since metric learning has been
less studied in change detection, we explain its wide use in the face recognition/person
re-identification field to involve more background knowledge.

2.1. Binary Change Detection

Binary change detection aims at predicting changed or unchanged for every pixel [18].
With the development of modern computer techniques, binary change detection has been
growing rapidly [19–22].

2.1.1. Feature Extraction

Feature extraction aims to extract spatial–temporal features from change detection
images. The step is fundamental since both classifier-based and metric-based methods rely
on the feature extraction module. In [20], 2D CNN is proposed to learn spectral–spatial
features. To introduce temporal information, a recurrent CNN is used in [23] to learn
spectral–spatial–temporal features. Additionally, methods in [21] introduce 3D CNN for
change detection. However, these methods fail to extract the exact temporal relationship
between images. Recent binary change detection methods often deploy Siamese Networks.
FC-Siam [5] is the very first classic method. As shown in Figure 1a, FC-Siam introduces a
shared encoder to extract deep features and then uses a different decoder to upsample the
feature map. With the extracted features, classifiers or metric learning can be used. In this
paper, we do not modify the feature extraction module and only improve the latter part,
namely the metric-learning module. Thus we compare it with other classifier-based/metric-
based methods.

Some works also concentrate on heterogeneous change detection to detect changes
between heterogeneous images [14,24–26]. A CNN named symmetric convolutional cou-
pling network (SCCN) for heterogeneous optical and SAR images is proposed in [14].
In [24], two novel networks are proposed with an affinity-based change prior learned from
heterogeneous data. Li et al. [25] translate optical images into the SAR domain and then
perform change detection with the SAR images. The heterogeneous change detection needs
extra modifications on the feature extraction module. In this paper, we only focus on RGB
remote sensing images and thus follow the classic Siamese Networks of FC-Siam.
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2.1.2. Classifier-Based Methods

Many works treat change detection as a classification task and add classifiers af-
ter the feature extraction module. FC-Siam [5] uses two-class classifiers to judge fore-
ground/background pixels. Peng et al. [27] improve the original UNet++ and prove benefi-
cial for change detection. To fuse bi-temporal information, methods in [28,29] take features
from Siamese Networks as input and then output the change prediction. To solve pseudo
changes from seasonal transitions in change detection, the authors in [30] propose a metric
learning-based generative adversarial network (MeGAN). The proposed GAN network
can learn seasonal invariant feature representations. Chen et al. [6] introduce a transformer
architecture for change detection. Bandara et al. [31] modify the transformer architecture
to perform a pure transformer for change detection. These methods rely on a two-class
classifier to clarify whether each pixel is changed or unchanged. However, hard pixels
may be misled since they are close to the classifier decision boundary. On the other hand,
metric-based methods remove the classifiers and better fit the change detection definition.

2.1.3. Metric-Based Methods

Metric-based methods have been less studied compared to classifier-based methods.
Zhan et al. [15] propose a Siamese Network to extract bi-temporal features with a weighted
contrastive loss. STANet [7] introduces batch-balanced contrastive loss (BCL) with a better
feature extraction module by spatial–temporal attention. DSAMNet [2] uses the same
BCL loss with deeply supervised attention in the middle layers. Although these methods
remove the classifiers, they may have data imbalance issues since too many easy pixels are
calculated in the loss function.

Some methods [12,13] use the triplet formulation, but the triplet pair formulation is
somewhat simple. TBSRL [12] searches triplet pairs with only binary labels rather than
semantic labels. For example, a building might serve as the anchor sample while a water
region as the positive sample. Although these two samples differ semantically, they might
be labeled as changed regions in binary change detection. HRTNet [13] introduces the
difference map between images to formulate a triplet network for better temporal feature
learning. We emphasize that imperfect triplet pairs may hurt the performance of triplet
loss and a better sampling strategy is needed.

2.1.4. Contrastive Learning Methods

Apart from supervised change detection, there are some works on unsupervised,
weakly supervised or self-supervised change detection [32–35,35–38]. Hou et al. [32]
incorporate neural networks and low-rank decomposition to predict saliency maps for large
change probabilities. Saha et al. [33] propose an unsupervised change vector analysis model
in high-resolution images. The method is also used for SAR images after they are converted
into optical-like features in [34]. Zheng et al. [35] propose the semi-supervised learning for
change detection by exploiting object changes in unpaired images. Wu et al. [39] propose
a fully convolutional change detection framework with generative adversarial networks.
The unsupervised, weakly supervised, regionally supervised, and fully supervised change
detection tasks are combined into one framework. Some self-supervised methods also share
similar loss formulations as ours, e.g., contrastive learning. Despite the similar formulation,
self-supervised methods focus on learning representations without labeled data. We are
focusing on fully supervised methods in this paper.

2.2. Semantic Change Detection

Sometimes the change type also needs to be known, such as urbanization, defor-
estation, and seasonal changes. SCD [40,41] aims to detect the changes and classify the
land-cover/land-use (LCLU) transition types. It has been proved that directly comparing
the LCLU classification maps may omit the temporal correlation between the two temporal
images. Recent dominating SCD methods decouple the problem into binary and semantic
change detection branches. The binary branch outputs binary change regions and the
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semantic branch outputs the semantic type of each image. Daudt et al. [42] introduce
triplet branches with two branches to segment temporal images into LCLU maps and the
CD branch to detect the difference information. Yang et al. [17] extend the triple-branch
framework by using asymmetric decoders in the feature representations. Ding et al. [43]
propose Bi-temporal Semantic Reasoning Network (Bi-SRNet) with two types of semantic
reasoning blocks to reason single-temporal and cross-temporal semantic correlations.

2.3. Metric Learning

Metric learning aims to pull closer objects of the same class and push farther ob-
jects of different classes. It has been very successful in face recognition [44], person
re-identification [45–48], vehicle re-identification [49–52], tracking [53–55], and image
retrieval [56].

Learning features purely by softmax loss may lose discrimination [57]. Many metric
learning methods [58–61] focus on modifying classic softmax loss. Wen et al. [57] simul-
taneously learn a center from the deep features of each class and penalize the distances
between the deep features and their corresponding class centers. Liu et al. [58] propose an-
gular softmax (A-Softmax) loss to enable CNNs to learn angularly discriminative features.
The method imposes discriminative constraints on a hypersphere manifold. Deng et al. [60]
propose Additive Angular Margin Loss (ArcFace) with a clear geometric interpretation to
obtain highly discriminative features for face recognition. The method has exact correspon-
dence to geodesic distance on a hypersphere. Although well studied, these methods still
rely on classifiers and thus are not used in our methods.

Besides modifications on softmax loss, metric learning methods also optimize directly
on distances, including contrastive loss [9], triplet loss [10], or other ranking losses. Con-
trastive loss [9] learns a globally coherent non-linear function that maps the data evenly
to the output manifold. Only neighborhood relationships are used without needing any
distance measure in the input space. Triplet loss steps further with one more sample to
conduct a triplet pair. An image (anchor) of a specific class should be closer to all other
images (positive) of the same class than it is to any image (negative) of any other class. Since
the setting is closely related to change detection, we borrow knowledge from contrastive
loss and triplet loss.

3. Change Detection by Metric Learning
3.1. Framework

Figure 2 illustrates our general framework for change detection. The standalone
images go through a shared encoder to extract features. We select multi-scale feature maps
with 1/4, 1/8, 1/16, and 1/32 shapes of the original image. The feature maps from each
scale are concatenated and then fed into a decoder. The decoder aggregates the multi-scale
features to upsample the resolution and outputs a feature embedding of dimension D.
Unlike classifier-based methods, which use a two-class classification layer to map the
feature embedding into two classes, we directly compute the Euclidean distance among
these feature maps. For example, for an input image with a size of (H, W, 3), the output
embedding is (H/4, W/4, D). This step can be viewed as semantic segmentation without
label supervision for a single image. Then the supervision locates on the output embedding
(H/4, W/4, D).

During training, the embeddings are pulled together or pushed away by the su-
pervision of different loss functions (contrastive loss or triplet loss). During inference,
the bi-temporal embeddings are calculated the cosine similarity and then converted into a
change probability to indicate changed or unchanged. The change probability map is then
upsampled four times to output per-pixel predictions. We will introduce the basic concept
in the next section.
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Figure 2. The structure of the proposed baseline networks with contrastive loss. With embeddings
from pair-wise/triple-wise images, we compute different loss functions on them.

3.2. Basic Concept
3.2.1. Definition

For a pair of images I1 and I2 with shape (H, W, 3), the feature embedding F1 and
F2 have the shape (H/4, W/4, D). As a common step in metric learning, we l2-normalize
these feature vectors along the channel dimension with

fk,i,j = Fk,i,j/(
D

∑
p=1

Fp,i,j · Fp,i,j) (1)

where Fk,i,j stands for kth channel raw feature value at (i, j) position and fk,i,j for l2-normalized
feature (0 < i < H/4, 0 < j < W/4).

The pixel-wise cosine similarity can be calculated as

s1,2
i,j =

D

∑
k=1

f 1
k,i,j · f 2

k,i,j (2)

where s1,2
i,j stands for similarity at (i, j) position between two images (0 < i < H/4,

0 < j < W/4).
With the normalized feature, the Euclidean distance can be calculated with

d1,2
i,j =

√√√√ D

∑
k=1

( f 1
k,i,j − f 2

k,i,j)
2 = 2 − 2s1,2

i,j (3)

The change score can then be written by linear transformation as

p1,2
i,j = 1 − 0.5(s1,2

i,j + 1) = 0.5(1 − s1,2
i,j ) (4)

The larger p1,2
i,j indicates high a probability of change.



Remote Sens. 2022, 14, 4478 7 of 22

During inference, we use p1,2
i,j > 0.5 as changed area while p1,2

i,j <= 0.5 as unchanged.

The problem then goes to optimizing p1,2
i,j during training. There are several ways to

optimize distances among data. We omit the phase number and pixel location for typical
cases of paired bi-temporal images. We write d, s, and p in short for Euclidean distance,
cosine similarity, and the prediction probability.

3.2.2. Loss Functions

Contrastive Loss [9] aims to pull similar samples closer and push dissimilar samples
further. The formulation is:

Lcon =
1
2

yd2 +
1
2
(1 − y)max(m − d, 0)2 (5)

y =

{
1 similar
0 dissimilar

(6)

where y indicates whether two samples are similar or dissimilar. m > 0 is the margin and d
is the Euclidean distance between the two samples.

The above contrastive loss only considers the pair-wise relationship. Sometimes
pulling samples of the same class too strictly may hurt the generalization. Triplet loss
provides relaxation by introducing one more sample. A sample (anchor) to samples from
the same class (positive) should be closer than those from different classes (negatives).
For example, in face recognition, two samples with ID = 1 should be pulled closer, while
being pushed away from images with ID = 2. Triplet loss can be written as:

Ltrp =
[
d2

ap − d2
an + α

]
+

(7)

where dap is the distance between the anchor and the positive. Similarly, dan is the Eu-
clidean distance between the anchor and the negative. α is the margin of triplet loss.
The relaxation helps to improve the overall performance of inter-class and intra-class
feature representation.

The symbols in the above loss functions are all scalars. We use vectors or tensors for
change detection since there are multiple samples (locations). Due to the characteristic of
change detection, where changed areas are often a lot smaller than unchanged, we first
discuss several formulations for contrastive loss as the baseline in Section 3.3. We then
explain the proposed triplet loss in Section 3.4.

3.3. Contrastive Loss Baseline
3.3.1. Naive Contrastive Loss

Following the naive observation that changed pixels are dissimilar and unchanged
pixels are similar, the naive contrastive loss can be written as

yi,j =

{
1 unchanged
0 changed

(8)

Note that Equation (8) is a per-location explanation of label y for Equation (6).
Since unchanged regions cover a large portion of areas, the naive formulation differs

from the original contrastive loss setting, where negative samples are a lot more. To solve
the data imbalance, we consider several modifications.

3.3.2. Balanced Contrastive Loss

Balanced Contrastive Loss (BCL) is introduced in change detection by [7]. The label
definition is the same as Equation (8). The loss for changed and unchanged regions are
averaged by their pixel numbers. In other words, the two regions contribute equally to the
final loss regardless of their areas.
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3.3.3. Probability Contrastive Loss

Since p in Equation (4) is used to judge change detection at inference time, another
formulation optimizes it directly as follows:

Lcon =
1
2 ∑

i,j
yi,j p2

i,j +
1
2 ∑

i,j
(1 − yi,j)max(m − pi,j, 0)2 (9)

yi,j =

{
1 changed
0 unchanged

(10)

The label y and distance p have different meanings than the naive formulation in
Equation (8). The positive samples are from changed regions, which share the same setting
as the traditional contrastive loss.

3.3.4. Revert Contrastive Loss

Another way to solve the imbalance of changed and unchanged regions is to create a
revert Euciledan distance as

Ri,j = 2 − di,j (11)

The formulation reverts the Euclidean distance and guarantees the value range of 0–2. Then
the original contrastive loss can be written as:

Lcon =
1
2 ∑

i,j
yi,jR2

i,j +
1
2 ∑

i,j
(1 − yi,j)max(m − Ri,j, 0)2 (12)

yi,j =

{
1 changed
0 unchanged

(13)

3.3.5. Hard Mining

Hard negative mining is effective in face recognition and person re-identification. We
use hard mining to select those negative pixels with the larger loss for gradient computation.
Let C be the changed pixel number in the batch. We sort the pixel-wise loss by descending
order for negative pixels and only select the top-U pixels. To balance positive/negative
samples, we keep U:C = 3:1. The hard mining strategy shares a similar motivation with
previous balanced contrastive loss. The difference is that we ignore simple negative samples
while balanced contrastive loss considers all pixels.

3.3.6. Overall Loss Function

Despite different formulations, the contrastive loss can be split into two parts: losses
for changed and unchanged regions. We summarize the overall loss function as follows:

Lcon = Lc
con + Lu

con (14)

where Lc
con stands for contrastive loss in changed regions and Lu

con in unchanged regions.
The main difference from the balanced contrastive loss (BCL) in the previous litera-

ture [2,7] is how we design the labels for changed/unchanged regions. BCL follows the
naive formulation to set y = 1 as unchanged regions. Due to the formulation, it only
averages changed/unchanged pixels and fails to perform hard mining. On the other hand,
the proposed contrastive loss baseline sets y = 1 for changed regions. This better matches
the original contrastive loss formulation in Equation (5) and enables hard mining.

3.4. Triplet Loss

It is natural in metric learning to update contrastive loss into triplet loss. The motiva-
tion is that similar pairs do not need to be very close; they only need to be closer than other
negative pairs by a certain margin. For face recognition or person re-identification, there



Remote Sens. 2022, 14, 4478 9 of 22

are many classes where triplet pairs are easy to collect. However, we can hardly find data
with multiple classes in change detection. In the following sections, we introduce how we
collect two sources of triplet pairs. Since the two sources of triplet pairs come from both
spatial and temporal regions, we name it Spatial–Temporal Triplet Loss (STTL).

3.4.1. Triplet Loss in Changed Region

As illustrated in Figure 3a, the regions are likely to be in one category for the changed
contour in one phase. There is intra-consistency in the changed contour in the same phase.
In other words, two pixels in the changed contour with the same phase should be closer.
We thus formulate triplet pairs in the changed region as:

• Anchor: pixel embedding at location (i, j) in the changed contour from phase 1.
• Positive: pixel embedding at location (e, f) in the changed contour from phase 1.
• Negative: pixel embedding at location (i, j) in the changed contour from phase 2.

Figure 3. The two sources of triplet pairs of the proposed method.

We then explain the details of finding these triplet pairs. Positive location (e, f) is
randomly sampled in the same contour with (i, j) from the same phase 1. (e, f) does not
cover with (i, j). The naive implementation is to seek contours on (H/4, W/4, D) feature
embedding maps. We step further by shifting the embedding map a little. Then the same
position (i, j) in the shifted embedding map with changed annotation could serve as (e, f).

To cope with the revert definition in Section 3.3.4, we define the triplet loss as:

Lc
trp = ∑

i,j

[
R2

i,j − R2
an + mc

]
+

(15)

Ran = 2 −

√√√√ D

∑
k=1

( f 1
k,i,j − f 2

k,e, f )
2 (16)

where mc is the margin, Ri,j is the Anchor-Positive distance and Ran is the Anchor-
Negative distance.

3.4.2. Triplet Loss in Unchanged Region

Since the regions in the unchanged area do not guarantee the same class in the same
phase, we seek new sources of triplet pairs for unchanged areas. As illustrated in Figure 3b,
we introduce a random image as the third phase to conduct triplet-temporal pairs. For the
unchanged regions (red boxes), the newly added extra image is likely to be changed.
Therefore, the paired pixels should be closer than the unpaired pixels for the unchanged
regions. We thus formulate triplet pairs in the unchanged region as:
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• Anchor: pixel embedding at location (i, j) in the unchanged region from phase 1.
• Positive: pixel embedding at location (i, j) in the unchanged region from phase 2.
• Negative: pixel embedding at location (i, j) from the random image.

To cope with the revert definition in Section 3.3.4, we define the triplet loss as:

Lu
trp = ∑

i,j

[
R2

ap − R2
i,j + mu

]
+

(17)

Rap = 2 −

√√√√ D

∑
k=1

( f 1
k,i,j − f 3

k,i,j)
2 (18)

where mu is the margin, Rap is the Anchor-Positive distance and Ri,j is the Anchor-
Negative distance.

3.4.3. Triplet Pairs in Semantic Change Detection

The triplet pairs in binary change detection are collected from binary change detection
datasets, where no semantic labels are available. We can collect triplet pairs from different
classes for semantic change detection with multiple classes as:

• Anchor: pixel embedding at location (i, j) in the changed region from phase 1.
• Positive: pixel embedding at location (e, f) in the changed region from phase 1, with the

same semantic label as Anchor.
• Negative: pixel embedding at location (u, v) in the changed region from phase 2,

with different semantic labels from Anchor.

Triplet loss originates from face recognition, where multiple classes are provided.
The setting is the same for the semantic change detection branch. Therefore, there is no
need for revert modifications for triplet pairs from multiple classes. We follow the standard
triplet loss format as follows:

Ls
trp = ∑

i,j

[
d2

ap − d2
an + ms

]
+

(19)

dap =

√√√√ D

∑
k=1

( f 1
k,i,j − f 2

k,e, f )
2 (20)

dan =

√√√√ D

∑
k=1

( f 1
k,i,j − f 2

k,u,v)
2 (21)

where ms is the margin, dap is the Anchor-Positive distance and dan is the Anchor-
Negative distance.

3.4.4. Overall Loss Function

In classifier-based semantic change detection, current methods [17,43] decouple binary
change detection and semantic change detection. We follow this tradition and apply it
to our metric-based method. The overall loss function combines losses for binary and
semantic change detection as follows:

L = αLb
trp + βLs

trp = α(Lc
trp + Lu

trp) + βLs
trp (22)

where Lb
trp is the triplet loss for binary branch and can be split into losses for changed

or unchanged regions. α and β determine the loss weight for the binary and semantic
branches. Note that when β = 0, the formulation turns into binary change detection similar
to Equation (14).
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From the previous literature, TBSRL [12] also uses triplet loss for change detection.
The method shares a similar formulation as Equation (7). However, the method collects the
anchor, positive and negative samples with only binary labels. Some wrong triplet pairs
might be selected due to the mismatch in the semantic meaning. On the other hand, our
triplet pair selection strategy is carefully designed to guarantee semantically consistent
triplet pairs.

4. Experiments
4.1. Datasets

We experiment on both binary change detection and semantic change detection
datasets. Figure 4 shows some sample images of these datasets.

Figure 4. Sample images from the change detection datasets. The images are in the format of RGB
three channels. (a) LEVIR-CD dataset mainly focuses on building updates and decline. (b) Apart
from building construction, SYSU-CD dataset also focuses on roads and the sea. (c) SECOND dataset
also provides the change type to provide more details of change detection.

Learning, Vision and Remote Sensing Laboratory (LEVIR)-CD: LEVIR-CD is col-
lected from Google Earth platform with 637 bi-temporal remote sensing image pairs.
The image has a size of 1024 × 1024 with a spatial resolution of 0.5 m. The dataset fo-
cuses on change labels of building instances rather than common semantic change types.
The building change includes not only building appearing but also building disappearing.
The dataset is officially split into train, validation, and test, three parts of which include 445,
64, and 128 pairs. We further crop non-overlapping 256 × 256 patches, which results in 7120
pairs for training. We keep the testing size unchanged as 1024 × 1024 in our experiments.

Sun Yat-Sen University(SYSU)-CD: SYSU-CD contains 20,000 pairs of 0.5 m aerial
images taken between 2007 and 2014 in Hong Kong, with a total land area of 1106.66 square
kilometers. The change includes the construction and maintenance of ports, sea routes,
oceanic and coastal projects in Hong Kong, and major shipping hubs in international and
Asia–Pacific areas. The dataset greatly complements change instances of high-rise buildings,
which are very difficult to mark in high-resolution images because of the influence of
deviation and shadow, and the change information related to the port compared to previous
datasets. The image has a size of 256 × 256, and the official split for train/validation/test
is 12,000:4000:4000.

SEmantic Change Detection Dataset (SECOND): SECOND is a large-scale bench-
mark dataset for SCD. The dataset is constructed with bitemporal high-resolution optical
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images collected by several aerial platforms and sensors. Several cities in China, includ-
ing Hangzhou, Chengdu and Shanghai are included in the dataset. The image size is
512 × 512 pixels and the spatial resolution varies from 0.5 m to 3 m (per pixel). The se-
mantic change class includes unchanged, non-vegetated ground surface (ground), tree,
low vegetation, water, buildings and playgrounds, resulting in 30 change types. Since the
validation set from the original paper is not available, we follow the experimental setting
of [43] with a train/validation = 4:1 split. There are 2375 image pairs for training and 593
for testing.

4.2. Implementation Details

We implement our methods based on Pytorch [62]. The backbone is HRNet18 [63]
with FCN [64] as the decoder. We use the AdamW [65] optimizer with an initial learning
rate of 0.001. CosineAnnealing scheduler is used with a maximum iteration of 1000.
The training image size is 256 × 256 for all datasets. If the datasets provide larger images
than 256 × 256, we crop non-overlapping images before the experiments. The test images
keep the same resolution as the original ones. We use a random horizontal flip and random
color manipulation for data augmentation. The color operations include random brightness,
contrast, saturation, and hue. Images are used with different random color operations
for our implementation. The random image scale is set to 0.8–1.2. The margin mcon for
contrastive loss is 1.0. As for triplet loss, the margin for changed region mc = 4.0, margin
for unchanged region mu = 0.5 and margin for semantic loss ms = 0.5. The loss weight α
and β in Equation (22) for different losses is 1.0.

We use precision, recall, intersection over union (IoU), and F1-score (F1) of changed
regions to evaluate binary change detection. We set qi,j as the number of pixels of class j
predicted as class i. The total class number is C and we use label 1 for changed regions in
binary change detection. Then we compute the metrics as

precision = q11/
1

∑
j=0

q1j (23)

recall = q11/
1

∑
i=0

qi1 (24)

F1 = (2 · precision · recall)/(precision + recall) (25)

IoU = q11/(q11 + q10 + q01) (26)

The higher the values are, the better the performance is.
We mainly use Separated Kappa (SeK) [17] as a metric for semantic change detection.

SeK is a modified Kappa metric for semantic change detection tasks, which separates the
non-change class from other change categories to reduce the effects of label imbalance. We
set Q̂ =

{
q̂ij
}

where q̂ij = qij except that q̂00 = 0. We compute SeK as follows:

IoU2 =
C

∑
i=2

C

∑
j=2

qij/

(
C

∑
i=1

C

∑
j=1

qij − q00

)
(27)

ρ =
N

∑
i=0

q̂ii/
N

∑
i=0

N

∑
j=0

q̂ij (28)

η =
N

∑
i=0

(
N

∑
j=0

q̂ij ∗
N

∑
j=0

q̂ji

)
/

(
N

∑
i=0

N

∑
j=0

q̂ij

)2

(29)

SeK = eIoU2−1 · (ρ − η)/(1 − η) (30)
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Since semantic change detection lacks widely used metrics, we also use Overall Accu-
racy (OA), mean intersection over union (mIoU) and F1-score over all foreground classes
Fscd. The higher values indicate better performance. We recommend the reference [43] for a
detailed explanation of these metrics.

4.3. Binary Change Detection Results

We compare our method with the following: FC-EF [5] concatenates bi-temporal
images and processes them through a ConvNet to detect changes. FC-Siam-Di [5] extracts
multi-level features of bi-temporal images from a Siamese ConvNet. The feature difference
is used to detect changes. FC-Siam-Conc [5] extracts multi-level features of bi-temporal
images from a Siamese ConvNet. The feature concatenation is used to detect changes.
DTCDSCN [66] utilizes a dual attention module (DAM) to exploit the inter-dependencies
between channels and spatial positions of CNN features to detect changes. STANet [7] is
a Siamese-based spatial–temporal attention network for change detection. IFNet [28] is a
multi-scale feature concatenation method with multi-level deep features of bi-temporal
images. The image difference features are obtained by attention modules for change map
reconstruction. SNUNet [67] is a multi-level feature concatenation method with a densely
connected (NestedUNet) Siamese network for change detection. BIT [6] uses a transformer-
based method to enhance the context-information of CNN features via semantic tokens.
Feature differencing is followed to obtain the change map. DSAMNet [2] is a deeply
supervised attention metric-based network to learn change maps by means of deep metric
learning with convolutional block attention modules.

As shown in Table 1, the proposed method achieves better performance in terms of
F1 and IoU. Notably, the IoU improves by 3.24% in LEVIR-CD and 2.89% for SYSU-CD.
In the table, FC-EF, Fc-Siam-Di, FC-Siam-Conc, DTCDSCN, IFNet, SNUNet, and BIT all
deploy two-class classifiers for change prediction. We beat these methods by the modified
baseline. Although STANet [7] and DSAMNet [2] also use metric learning, we show that
the discrimination during optimization is of vital importance, e.g., the data imbalance
and triplet pair selection. TBSRL [12] is not open-sourced and thus not included in the
table. Figure 5 also compares the visual quality of different state-of-the-art (SOTA) methods
on test images on SYSU-CD. The proposed metric-based method produces fewer false
positives and false negatives. The quantitative and qualitative comparisons confirm the
superiority of our method over the existing methods.

Table 1. Comparison with different SOTA binary change detection methods.

Method
LEVIR-CD SYSU-CD

Precision Recall F1 IoU Precision Recall F1 IoU

FC-EF [5] 86.91 80.17 83.40 71.53 74.32 75.84 75.07 60.09
FC-Siam-Di [5] 89.53 83.31 86.31 75.92 89.13 61.21 72.57 56.96
FC-Siam-Conc [5] 91.99 76.77 83.69 71.96 82.54 71.03 76.35 61.75
DTCDSCN [66] 88.53 86.83 87.67 78.05 83.45 73.77 78.31 64.35
STANet [7] 83.81 91.00 87.26 77.40 70.76 85.33 77.37 63.09
IFNet [28] 94.02 82.93 88.13 78.77 84.30 72.69 78.06 64.02
SNUNet [67] 89.18 87.17 88.16 78.83 83.72 73.74 78.42 64.50
BIT [6] 89.24 89.37 89.31 80.68 84.15 74.25 78.89 65.14
DSAMNet [2] 91.70 86.77 89.17 80.45 74.81 81.86 78.18 64.18
ours baseline 90.03 90.77 90.40 82.48 81.94 77.28 79.54 65.67
ours 90.64 91.89 91.26 83.92 82.75 79.27 80.97 68.03
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Figure 5. Visual comparison with other methods on binary change detection. We also list IoU values
of each method over the sample images. Subfigures (a–f) are six samples from SYSU-CD dataset.
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4.4. Semantic Change Detection Results

Following classifier-based semantic change detection methods, we add one extra triplet
loss. The embeddings are supervised by both binary and semantic signals. During training,
we collect extra triplet pairs based on semantic labels. We compute the average embedding
for each class after training. During inference, we first obtain the changed region as binary
change detection. These foreground regions are then compared with the pre-computed
class embeddings to obtain the prediction class.

We compare this with methods in semantic change detection in Table 2. The listed
methods all belong to classifier-based methods. Unet++ [27] is a variant of Unet [68]
which enables more connections among multi-scale features. Resnet-GRU [23] and Resnet-
LSTM [23] extract features with Resnet [69] encoder and then use Gated Recurent Units
(GRU) [70] or Long Short-Term Memory units (LSTM) [71] for change detection. FC-EF,
UNet++, ResNet-GRU, ResNet-LSTM, FC-Siam-conv, FC-Siam-diff, and IFNet methods are
originally designed for binary change detection. The authors in [43] modify the last layer to
multiple classes and report these results. Since these methods couple binary and semantic
change detection together, the results are relatively low. HRSCD (str2, str3, str4) [42] de-
couples binary and semantic branches and is widely used in the later literature. However,
the model structure is simple and thus the performance is limited on the complex semantic
change detection datasets. Bi-SRNet obtains the highest accuracy among these meth-
ods. It contains the skip connections between the temporal branches and the CD branch.
With shared embeddings learned from binary and semantic supervision, the proposed
method outperforms SOTA methods in all the metrics. Figure 6 illustrates visualizations
of different methods on semantic change detection. As can be seen, the proposed method
performs well in finding the changed locations. Additionally, for the changed classes, our
method classifies more correctly. The quantitative and qualitative comparisons confirm
that metric-based methods also apply to SCD.

Table 2. Comparison of the proposed methods with literature methods for the SCD. Fscd is a new
metric introduced by [43].

Method
Accuracy

OA (%) mIoU (%) Sek (%) Fscd (%)

FC-EF [5] 85.18 64.25 9.98 48.45
UNet++ [27] 85.18 63.83 9.90 48.04
HRSCD-str.2 [42] 85.49 64.43 10.69 49.22
ResNet-GRU [23] 85.09 60.64 8.99 45.89
ResNet-LSTM [23] 86.77 67.16 15.96 56.90
FC-Siam-conv. [5] 86.92 68.86 16.36 56.41
FC-Siam-diff [5] 86.86 68.96 16.25 56.20
IFNet [28] 86.47 68.45 14.25 53.54
HRSCD-str.3 [42] 84.62 66.33 11.97 51.62
HRSCD-str.4 [42] 86.62 71.15 18.80 58.21
Bi-SRNet [43] 87.84 73.41 23.22 62.61
ours 88.16 73.77 23.84 63.15
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Figure 6. Visualization of several methods on semantic change detection. We also list SeK values of
each method over the sample images. Subfigures (a–f) are six samples from SECOND dataset
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4.5. Ablation Study
4.5.1. Contrastive Loss Baseline

We compare different formulations of contrastive loss on binary change detection in
Table 3. As can be seen, naive implementation suffers from imbalanced data distribution.
On the other hand, cosine modification and balanced modification perform relatively well.
When using revert contrastive loss, we achieve better performance. Equipped with hard
mining, we further improve the accuracy of revert contrastive loss.

Table 3. The accuracy on different modifications of contrastive loss. Naive, Balanced, Probability,
Revert, and Revert+Mining correspond to the contrastive loss modifications in Section 3.

Method
LEVIR-CD SYSU-CD

F1 IoU F1 IoU

Naive 88.77 79.23 77.78 63.67
Balanced 88.76 80.15 78.14 64.11
Probability 90.01 82.18 79.24 65.17
Revert 90.20 82.28 79.14 65.04
Revert+Mining 90.40 82.48 79.54 65.67

4.5.2. Two Sources of Triplet Pairs

We then study how each source of triplet pair attributes for the final loss in binary
change detection. As shown in Equations (14) and (22), we replace the contrastive loss
with triplet loss in the changed area and unchanged region separately. Thus we test with
L = Lc

con + Lu
trp and L = Lc

trp + Lu
con respectively.

As shown in Table 4, triplet loss from changed and unchanged regions is beneficial for
performance. Among the two sources, triplet loss in unchanged regions contributes more,
indicating the importance of temporal information. The best performance is achieved with
the combination of the two losses. Figure 7 illustrates change detections from different loss
functions. Some false alarms might mislead the baseline. On the contrary, the performance
boosts with triplet loss in the changed/unchanged regions. False alarm regions are reduced
due to better discriminative learning from triplet loss. The best performance is achieved
with triplet loss on both changed and unchanged regions, confirming our conclusion.

Table 4. The accuracy on the two sources of triplet pairs.

Method
LEVIR-CD SYSU-CD

F1 IoU F1 IoU

baseline 90.40 82.48 79.54 65.67
Triplet in Changed 90.62 82.71 79.85 65.89
Triplet in Unchanged 90.99 83.48 80.51 67.87
Triplet from two sources 91.26 83.92 80.97 68.03



Remote Sens. 2022, 14, 4478 18 of 22

Figure 7. Comparison of different loss functions for binary change detection. We also list IoU values
of each method over the sample images. Subfigures (a–f) are six samples from SYSU-CD dataset.

4.5.3. Embedding Visualization

We visualize feature embeddings in Figure 8. As can be seen, pixel embedding at
certain points in red boxes produces larger activations than the others. Changed regions are
often those pixels with strong activations. We also visualize the triplet pairs by computing
pixel-wise change probabilities. The brighter value means a higher probability of change.
The triplet loss in unchanged regions provides extra supervision since the extra unpaired
probability map is reasonable.
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Figure 8. Embedding visualization on SYSU-CD test set.

5. Discussion

In the change detection field, most methods rely on classifiers to output predictions.
Some metric-based methods suffer from data imbalance or imperfect triplet pair selection.
On the other hand, metric learning seems very suitable for change detection with carefully
designed loss functions and strategies. Our work bridges metric learning and change
detection and may bring insights to later works. The value of our method is the modification
of contrastive loss to build a strong baseline. We propose a revert version of contrastive
loss for change detection and enable hard mining simultaneously. Then triplet pairs from
multiple sources are collected, which improves the contrastive loss. Some naive sampling
strategies might collect imperfect triplet pairs since the changed contours in one image
are not guaranteed to have the same semantic meaning. We try to collect semantically
consistent triplet pairs by carefully designed strategies. The experiments on binary and
semantic change detection prove our effectiveness.

Our methods can be applied in environmental monitoring, urban management, dam-
age assessment, and crop monitoring. Since we compute embedding distances among
images, a potential use might be multi-temporal change detection. For example, we could
average three embedding maps from January, February, and March to obtain one single
embedding map. This strategy could avoid cloud or poor light conditions from a certain
month. Additionally, the strategy could save inference time if multiple images are provided.
For example, for a sequence of 12 images of a year, traditional classifier-based methods
have to make paired inputs and 12 × 11/2 = 66 times of inference are needed. Our method
can potentially infer only 12 times to cache feature embeddings. Then we can directly
compute distances among these embeddings efficiently.

Due to limited categories of change detection, e.g., SECOND dataset only has six basic
land-use types, the problem becomes simple for some methods. Complex change detection
datasets with more evaluation samples and change types could be beneficial, which would
be our future work.

6. Conclusions

In this paper, we replace classifiers with embedding distance for change detection.
Several metric learning formulations have been studied, including contrastive loss and
triplet loss. First, a strong baseline is achieved by training on pair-wise images with
Reverted Contrastive Loss (RCL) with hard mining. Then, motivated by the success of
triplet loss, we introduce two sources of triplet pairs and propose a novel Spatial–Temporal
Triplet Loss (STTL). We also show that the triplet loss can be extended to semantic change
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detection, where semantic labels are provided for the changed area. The experimental
results prove state-of-the-art performance on both binary and semantic change detection.
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