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Abstract: Airborne synthetic aperture radar (SAR) systems often encounter the threats of interceptors
or electronic countermeasures (ECM) and suffer from motion measurement errors. In order to design
and analyze SAR systems while considering such threats and errors, an integrated raw data simulator
is proposed for airborne spotlight electronic counter-countermeasure (ECCM) SAR. The raw data
for reflected echo signals and jamming signals are generated in arbitrary waveform to achieve pulse
diversity. The echo signals are simulated based on the scene model computed through the inverse
polar reformatting of the reflectivity map. The reflectivity map is generated by applying a noise-like
speckle to an arbitrary grayscale optical image. The received jamming signals are generated by the
jamming model, and their powers are determined by the jamming equivalent sigma zero (JESZ), a
newly proposed quantitative measure for designing ECCM SAR systems. The phase errors due to
the inaccuracy of the navigation system are also considered in the design of the proposed simulator,
as navigation sensor errors were added in the motion measurement process, with the results used
for the motion compensation. The validity and usefulness of the proposed simulator is verified
through the simulation of autofocus algorithms, SAR jamming, and SAR ECCM with pulse diversity.
Various types of autofocus algorithms were performed through the proposed simulator and, as a
result, the performance trends were identified to be similar to those of the real data from actual flight
tests. The simulation results of the SAR jamming and SAR ECCM indicate that the proposed JESZ is
well-defined measure for quantifying the power requirements of ECCM SAR and SAR jammers.

Keywords: spotlight synthetic aperture radar (SAR); SAR jamming; electronic counter-countermeasures
(ECCM); pulse diversity; autofocus; raw data simulation

1. Introduction

Due to the movement of aircraft that carry synthetic aperture radar (SAR) antennas,
airborne SAR can provide images of a high resolution in the azimuth direction as well as
in a range direction through coherent processing [1,2]. Although there are several types
of SAR modes, the two most commonly applied modes are the stripmap and spotlight
mode. In stripmap mode, the azimuth resolution is limited by the real antenna length,
in spite of the advantage that there is no limit to the size of the scene in the azimuth
direction [2]. On the other hand, the azimuth resolution in spotlight mode is determined
by the synthetic aperture angle (SAA), regardless of the antenna length [1,2]. SAA can be
increased by pointing the beam at the same area for a long synthetic aperture time (SAT),
which allows spotlight mode to produce relatively higher resolution images than stripmap
mode images. Due to the advantages of high resolution, most of the airborne SAR systems
contain spotlight mode. There are several well-known image formation algorithms for
spotlight mode, such as polar format algorithm (PFA) [1,2], range migration algorithm
(RMA) [1,2], chirp scaling algorithm (CSA) [1], etc.

To verify the performance of the airborne SAR system, raw data simulation is an
essential part of the SAR development before the real flight test. The SAR developer can
evaluate the performance of the SAR systems or algorithms in various scenarios under
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controlled conditions through the raw data simulation. Even though the performance
could be verified by the raw data generated through a few point targets, this is insufficient
in order to verify the robustness and reliability of the system, because the generated
simulation data would be very different in that the real data contain far more scatterers
or distributed targets [3]. Therefore, the generation of raw data that are close to the
real data is an important issue for SAR simulation. Several studies have shown that the
generation of raw data is possible in the time domain [4-8], but its inefficiency compared
to the frequency domain process forces the simulator to use high-performance hardware
and makes it difficult to generate data for large scenes [9,10]. Various efficient frequency
domain simulation methods have been proposed in forward processing [10-13], which
generate the data by direct simulation for the transmitting and receiving of microwaves.
Recent studies have shown that inverse processing methods are relatively efficient ways of
generating SAR raw data [14-18]. In these methods, the raw data generation is performed
through the inversion of SAR image formation algorithms using an arbitrary reflectivity
map. Thus, they require almost the same computation load as those of the SAR algorithms
which are efficient enough for on-board processing. Because optical and SAR images
have common features and complementary relationships [19], optical images are often
used as the reflectivity map [9]. A potential defect of inverse processing is that some
simulation errors may be caused by the same assumptions in the SAR image formation
algorithms, such as the planar wave-fronts assumption in PFA. There are several inverse
processing methods of well-known SAR algorithms, such as the inverse chirp scaling
algorithm [9,14,15], inverse w-«k algorithm [15,16], inverse frequency scaling algorithm [17],
inverse fourth-order extended exact transfer function algorithm [18], etc.

Although the simulation methods proposed thus far are efficient and accurate enough
to simulate the real SAR data, there are several additional considerations with respect to
simulating the airborne SAR. Firstly, motion measurement errors should be considered
in the simulator. Motion measurement and compensation are essential for airborne SAR
because of the unexpected platform motion due to the wind gusts, aircraft vibration, etc.
However, airborne SAR is usually affected by motion measurement errors due to the
inaccuracy of the navigation sensors. These residual errors cause quality degradation in the
image, which is usually compensated by autofocus algorithms. There are various autofocus
algorithms, such as phase gradient autofocus (PGA) [20], minimum entropy (ME) [21-24],
regularization-based autofocus [25-28], feature-preserving autofocus (FPA) [29], etc. The
choice of the autofocus algorithm should be based on appropriate raw data simulation,
because each of these algorithms has its own strength and weakness. Hence, the motion
error should be included in the airborne SAR simulator to verify the performance, reliability,
and robustness of the selected autofocus algorithms with various raw data.

The aircrafts performing the SAR mission often encounter the threats of interceptors or
electronic countermeasure (ECM), which may cause the exposure of the aircraft’s location
or the degradation of image quality due to the jamming. One of the widely accepted
countermeasures for these threats is the use of the waveforms known as low probability
of intercept (LPI) and electronic counter-countermeasure (ECCM) SAR waveforms. There
are several studies on SAR image formation using LPI waveforms, such as phase shift
keying [30], frequency shift keying [31], orthogonal frequency division multiplexing [32],
and noise waveforms [33,34]. The main property of ECCM SAR waveforms is their “pulse
diversity,” which is a scheme that varies the transmitted pulse for every pulse repetition
interval (PRI) [35-40]. Each pulse maintains orthogonality to one another, which enables
the suppression of the jamming effect of the digital radio frequency memory (DREM) repeat
jammer [40]. As described thus far, to simulate an LPI or ECCM SAR mission, SAR raw
data should be generated for arbitrary pulse modulation, while most of the simulators
proposed until recently are based on chirp. In addition, every simulated pulse in a different
transmit position should be generated to vary the waveform, in order to achieve the pulse
diversity scheme of the ECCM SAR.
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Lastly, in order to verify the performance of the ECCM SAR, the simulator should also
generate an SAR jamming (i.e., ECM) signal. Although there are various SAR jamming
methods, usually categorized into barrage jamming [41-45] and deceptive jamming [46-50],
most of the jammers known to be effective (i.e., destructive) use some kind of DRFM repeat
jamming method, which can achieve successful jamming with low effective radiated power
(ERP) through taking advantage of the SAR processing gain. Thus, the jamming signal
generated by the DRFM repeat jammer should be included in the simulated raw data.
Because of the pulse diversity scheme of the ECCM SAR, the simulator should also be
able to generate the jamming signal with arbitrary waveforms. One important issue in
simulating the jamming signal is how to determine the power ratio between the reflected
echo signals and jamming signals. The pulse diversity scheme can eliminate the advantage
of the SAR processing gain of the jamming signal, but not the signal itself, which means
that the non-coherent jamming effect still remains. Thus, in view of ECCM SAR, even
if the pulse diversity is achieved, a sufficiently high SAR transmit power relative to the
ERP of the jammer is required to obtain fine SAR images. In contrast, the jammer requires
relatively high ERP for effective jamming under the pulse diversity scheme. In order to
determine the appropriate power ratio with these considerations in mind, a quantitative
design measure for evaluating SAR performance under the non-coherent jamming situation
should be defined. However, most studies on SAR jamming focus on the jamming method,
and only a few studies describe the direct use of jamming-to-signal ratios (JSR) to simulate
the jamming effects [43-45,51]. Even though JSR is a simple and appropriate measure for
quantifying the power ratio between the jamming signal and the reflected echo signal, it is
not suitable for the design goal of the ECCM SAR or SAR jamming signal power. The reason
is that the ERP determined from JSR varies with the mission, even if the transmit power of
the SAR is constant, as the reflected echo signal power varies with the scene conditions,
such as the reflectivity and the number of targets. Moreover, the processing gains of
SAR are not considered in JSR. Using the arbitrary constant value of the ERP to simulate
jamming signal could be also considered [52], but, in this case, it is difficult to predict the
jamming effect on the image obtained from the simulator, because the determined value of
the ERP has no relationship with the SAR signal power. As the noise equivalent sigma zero
(NESZ) is used to determine the SAR transmit power in light of the received noise [53], a
quantitative design measure for designing the ECCM SAR transmit power, considering the
non-coherent jamming signal, is required to determine the appropriate signal power ratio
for the ECCM SAR simulation.

In this paper, we propose an integrated SAR raw data simulator that can verify
most techniques required for airborne SAR, such as motion measurement/compensation,
autofocus, pulse diversity, SAR jamming, etc. The simulator generates a reflectivity map
from the grayscale optical image and performs inverse processing of the polar reformatting
in PFA to generate the echo signal from the reflectivity map. The raw data generated by
the simulator include not only the reflected echo signal from the scatterers, but also the
jamming signal from the DRFM repeat jammer. The equations for received jamming signals
are derived in terms of the data collection geometry of the spotlight SAR. The jamming
equivalent sigma zero (JESZ), a quantitative measure for designing the ECCM SAR and
SAR jammer, is newly proposed to determine the power ratio between the reflected echo
signal and jamming signal. The simulator also contains the signal processing for spotlight
SAR image formation, and the motion errors were added in the process.

The rest of this paper is outlined as follows. In Section 2, the models and methods
for the proposed SAR simulator are described. In Section 3, brief descriptions of the
signal processing of spotlight SAR are presented to explain the structure of the proposed
simulator. In Section 4, detailed descriptions of the structure and methodology of the
proposed simulator are presented with the simulation results. Finally, the conclusions of
this paper are presented in Section 5.
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2. Raw Data Generation

In this section, we derive the models and describe the methods used to generate the
raw data of the proposed spotlight SAR simulator. The raw data include both the reflected
echo signal and jamming signal from the ECM (i.e., jammer). The geometry of the airborne
spotlight SAR for the simulator is shown in Figure 1.
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Figure 1. Geometry of spotlight SAR.
2.1. Reflected Echo Signal

In this subsection, the methodology used to generate reflected echo signals is described.
First, the derivation of the reflected echo signal model is presented with detailed descrip-
tions of how to compute the signal with the given reflectivity map. Then, the method used
to generate the reflectivity map, which is the input of the reflected echo signal generation,
is described.

2.1.1. Derivation of the Reflected Echo Signal Model
The pulses transmitted from the SAR antenna are written as:

st(n, 1) = elq(n, b) @

where t and f, represent the time and center frequency, respectively, and j2 = —1. q(n, f)
represents the baseband signal, with the arbitrary types of the pulse modulation for the
n-th pulse and fast time #, which is defined as:

F=t—nT )

where T is the pulse repetition interval (PRI). Then, the received signal with respect to the
geometrical information in Figure 1 can be written as:

; (n) R
sr(n ) = D age =40 (n,t - 2R<>> o
k

where c is the speed of light and Ry (1) is the distance from the n-th antenna position to the
k-th scatterer. a; represents the reflectivity of the k-th scatterer, which is an element of the
given reflectivity map. The demodulated signal of Equation (3) is represented as:
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(1, 1) = Zakefﬁﬂfcfkw ) (n/t ~ 2{Ry(n) — Ra(n)}) W
k

c

where R, (1) is the distance from the n-th antenna position to the scene center of spotlight
mode SAR, and t is the fast time, defined as:

=i 2Raln) ®)
c
The baseband signal in Equation (4) can be rewritten as:
(1) = u(n,T) @ (1) ©)
where u(n, t) is the “reference signal,” defined as:
_ _ AnfcRa(n) _
u(n,t)=e’= < q(nt) (7)

which is the same as the demodulated signal reflected from the scene center with an
amplitude of 1, and v(n, f) is the “scene model,” defined as:

o(nF) = ZakefW5(t _ 2R(n) = R“(”)}) ®)
k

c

Equation (6) demonstrates that the demodulated echo signal can be obtained by
convoluting the reference signal u(n, t) with the scene model v(n, ), which can be easily
conducted in the frequency domain. Additionally, Equations (7) and (8) show that the
effects of the baseband signal g(#, ) and the reflectivity aj are isolated from one another
in the reference signal and the scene model, respectively, so that v(#, ) can be calculated
without taking into account the pulse modulation that varies from pulse to pulse. The
Fourier transform (FT) of Equation (6) leads to the following equation:

Siw(n, f) = Flu(n,t)|Flv(n,1)]
=U(n, f)V(n, f)

where U(n, f) and V(n, f) are the FT of the reference signal and scene model, respectively,
which are written as:

©)

Uln, f) = e Qn, ) (10)
Vin f) = Yae e (11)
k
where
ARy (n) = Rg(n) — Ry(n) (12)

and Q(n, f) is the FT of q(n,t). The approximation of ARy (1) for ARy (n)<R,(n) is:
AR (n) = —xycos (n)sina(n) + yi cosp(n) cosa(n) (13)

where (1) and (n) are the azimuth and grazing angle, respectively. By substituting
Equation (13) into (11) and replacing a; with a(xy, y;), where (xx, yx) denotes the coordinate
of the k-th scatterer, the scene model is expressed by:

Vin, f) = Zﬂ(xk,yk)e‘f{x(”'f)xk+Y(mf)yk}
k

Xk Yk

= A(X,Y)
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where X and Y are the spatial frequency, defined as:

X(n, f) = J”T(ff:i*ﬂcosgu(n) sina(n) (15)

Y(nf)= w cosp(n)coswa(n) (16)

and A(X,Y) is the two-dimensional spatial FT of a(x, y), which means that we can obtain
the FT of the scene model V(n, f) from the 2D discrete Fourier transform (DFT) of the
reflectivity map. However, as represented in (15) and (16), the grid points of the spatial
frequency are in a polar grid rather than a rectangular grid, which makes it insufficient to
obtain the scene model through the direct fast Fourier transform (FFT) of the reflectivity
map. From Equation (14) to Equation (16), the relationship between a(x,y) and A(X,Y)
can be rewritten as:

P(A(X,Y)) = F(a(x,y)) (17)

where F(+) is an operator of the FFT, and P(-) is a polar reformatting operator for converting
the polar grid data to the rectangular grid, which is usually performed by the interpolation
of the data. Thus, A(X,Y) can be obtained by the inverse polar reformatting process of

F(a(x,y)),ie.
A(X,Y) = P~ (F(a(x,y))) (18)

From Equation (18), we can obtain A(X,Y), which is the same as V (1, f). Then, the FT
of the reflected echo is obtained from Equation (9). Finally, the received echo in the pulse
and fast time domain is achieved through the inverse fast Fourier transform (IFFT).

2.1.2. Generation of the Reflectivity Map

A distinguishing feature of the SAR images compared to optical images is the presence
of noise-like speckles. Several studies have shown that the intensity of the speckled SAR
image can be modeled through the elementwise product of the noise model 7(x,y) and
the intensity of the noise-free image I(x, y) [54,55]. Thus, the speckled complex reflectivity
map a(x,y) can be represented as:

a(x,y) = \/1(x,y)I(x,y) (19)

The noise model for the intensity has an exponential distribution [54,55], which is
represented as:

Py(n) =e, =0 (20)
We used the grayscale optical images as I(x, y) for the proposed simulator.

2.2. Jamming Signal

Similar to the method used to generate the reflected echo signal described above, the
generation of the jamming signal based on DRFM repeat jamming is represented in this
subsection. The mathematical form of the jamming signal is derived from the spotlight
SAR perspective. Then, the typical jamming model suitable for the derived jamming signal
equation is presented. Finally, JESZ, which is a measure that represents the reflectivity
equivalent to the non-coherent jamming signal, is derived to determine the ERP of the
jammer with a given constant SAR transmit power.

2.2.1. Received Jamming Signal Model

The pulses received from ECM antenna are written as:
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: Recw@)y [
secm(n, t) = elz”f‘{tw}q<n,t — RECCM(n)> 1)

where Rpcp(n) is the distance from the n-th antenna position to the ECM position. The
transmit jamming signal based on the DRFM repeat jamming manner is generated by
convolving the jamming model with the replica in Equation (21), which allows the jamming
signal to be compressed by the SAR matched filter to achieve a signal processing gain in
the range direction. Although DRFM repeat jamming is still an effective jamming method,
the entire data of each pulse are required for efficient convolution and sophisticated phase
adjustment in the frequency domain, which forces the jammer to use the baseband signal of
the previous PRI as the replica. In addition, in order to create false targets or images ahead
of the ECM position, the jamming signal must be transmitted before the next SAR transmit
signal is received from the ECM antenna, which is another reason why the modulation of
the previous pulse should be used as that of the replica. Thus, the transmit jamming signal
is represented as:

; R (n) N
specm(n, £) = P o (n, B) 22)
where w(n, f) is defined as:
; > Recm(n) 2
w(n,t)=gq n—l,t—f ® vpcm(n, t) (23)

and vgcp(n, f) represents the jamming model. Then, the demodulated jamming signal
received from the SAR antenna is:

—J'Ww<n,t+ 2Ro(n) _ RECM(”)) (1)
C

Srb,ECM(n/ t)=e c

The FT of Equation (24) leads to the following equation:

_ ArrfcRECM(n) .an{ZRg(n)—RECM(n)}
Swecm(n, f) =e 7= W(n, f)e ¢
(e PRy () —Ra ()} (25)
c

= UECM(n,f)VECM(nrf)e /

where W(n, f) and Vgcpm(n, f) are the FTs of w(n, t) and vgcpm(n, t), respectively, and
Urcm(n, f) is defined as:

.47

Ugcu(n, f) = e Qn 1, f) (26)

The demodulated jamming signal generation is achieved through the IFFT of Equation (25).
The jamming effect on the SAR image is determined by the jamming model. The jamming
models used for the above derived spotlight SAR jamming equations to achieve well-known
typical jamming methods are as follows:

1.  Noise convolution jamming (NCJ): NCJ is a type of barrage jamming used to blan-
ket a specific area in the range direction [42,43]. The jamming model for NCJ is
represented as:

. F—t R
vecm(n, ) = rect NCJ u(n,t) (27)
Tncy

where i(n, f) is the noise signal with arbitrary distribution, T, j is the time-width for the
jamming area in the range direction, and tycy is the time delay for locating the jamming
blanket in the range direction. Vgcp(n, f) in Equation (25) can be obtained through the
FFT of Equation (27).
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2.  False target jamming (FIJ): FIJ is a type of deceptive jamming used to generate the
false targets in an arbitrary position in SAR images [46-50]. To generate the false
targets, the received jamming signal should have a similar form to the signals reflected
from real scatterers, which can be achieved through the following equation:

An(fe+f){Ry pry(n)—Ra(n)}
c

S,ecm(n, f) = Ugcm(n, £)Y_ agprye”’
k

(28)

In Equation (26), ai rry is the reflectivity of the k-th false target, and Ry rrj(n) is the
distance from the n-th antenna position to the k-th false target. Equation (28) is derived from
Equations (9), (11) and (12) by replacing U(n, f), ax, and Ry(n) with Ugcpm(n, f), ax prj, and
Ry rry(n), respectively. Then, Vecpr(n, f) in (25) derived by comparing Equations (25) and (28)
is:

An(fe+f){Ry pry (1) —Repcpm (m)}

Veem(n, f) =) agrrje’ ¢ (29)
k

Although the jamming model in Equation (29) is quite similar to the scene model in
Equation (11), the inverse processing performed to obtain the scene model is not applicable
to the jamming model. The reason is that, in order to perform the inverse processing, the
ECM should have the information of the SAR antenna position for all pulses in advance
of the start of the mission, which is impossible for airborne SAR. Even though there are
several methods for the efficient calculation of the jamming model for FTJ [46-50], most
of them are based on space-borne SAR, whose mission trajectories are easily estimated.
Hence, the jamming model for our proposed simulator is obtained by the direct compu-
tation of Equation (29), which increases the computation burden as the number of false
targets increases.

2.2.2. Jamming Equivalent Sigma Zero

The power of the reflected target signal received from the SAR antenna is written as:

1 1 1 PG aAcc
P, = PG o A = 30
e A(47TR2> (47TR2> E(LmdarLatmos) (470)2 R4 Ly gy Latmos (30)

where P; is the transmit signal power, G4 is the antenna gain, A, is the effective area of
the receiving antenna, ¢ is the RCS of the target, R is the slant range from the target to the
antenna, and L,,;,, and Lames are the radar transmission loss and 2-way atmospheric loss,
respectively. Similarly, the received power of the jamming signal is represented as:

1 ) St,ecmAe

1
P = PipcmG A - 31
7, ECM t,ECMGAECM <47TR2> e ( Lecmv/Latmos (47‘[)R2M G

where P, ey and G oy are the transmit jamming signal power and antenna gain of
the ECM, respectively, Lgcy is the ECM transmission loss, and S; gcp denotes the ERP,
defined as:
P, G

t,ECMYAECM (32)

StEcM = Licas

Then, the signal-to-jamming ratio (SJR) at the receiving antenna is derived as:

P PiGpo 1
Pr,ECM 47TR2Lradﬂr V Ltltmos St,ECM

SIRantenmz = (33)

Due to pulse compression and coherent pulse integration, the SJR in the SAR image
achieves the processing gain in the range and azimuth directions, which is written as:
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frAR

G, =Ty,B, G, =
T pD, a Zpavx

(34)

where G, and G, are the range and azimuth processing gains, respectively, T) is the pulse
width, B is the bandwidth of the signal, f, is the pulse repetition frequency (PRF), A is the
wavelength, p, is the azimuth resolution, and vy is the aircraft horizontal velocity orthog-
onal to the target direction. For simplicity, the broadening factors and signal processing
losses are omitted in Equation (34). Consequently, the SJR for the image is represented as:

SIRimage = S]RantennaGrGa

— cA PaveGA 1 o (35)
167tR LyadarSt EcM V/Latmos vx cos [ 0

where 0 and 1, are the target reflectivity and grazing angle, respectively, and Py, is the
average power, represented as:

Prye = PtTfp (36)
Equation (35) is derived through the substitution of the following equations:

_ Pr -
0= UOPH(COS ng>, POr 5B (37)

Similar to the NESZ, the proposed JESZ is defined as the jamming equivalent reflectiv-
ity, which is represented as:

09 __16mR
S] Rimuge cA

Lyad
o) = ( V LatmosVx COS l/Jg) Pa:::éiq St,ECM (38)

The physical meaning of o7 (i.e., JESZ) in (38) is that, if the received SAR signal contains
the non-coherent jamming signal with the ERP of S; gcp, the targets with a reflectivity lower
than o7 will be indistinguishable from the noise-like images generated by the jamming
signal. Since the proposed JESZ is independent from the scene or targets, it is an appropriate
measure for quantifying the relative performance of the non-coherent jamming on SAR.
Moreover, the JESZ is the lower limit of the jamming performance, because the non-coherent
jamming is the most power-consuming method for SAR jamming. Therefore, the JESZ can
be used as a design requirement so that the ECCM SAR and SAR jammer systems have low
and high JESZ, respectively. In our proposed simulator, the JESZ and SAR transmit power
are the simulation inputs used to compute the ERP of the jammer through the following
equation, derived from Equation (38):

C)\PangAU’]
167TRL; 3440V Latmos0x cOS Pge

2.3. Signal Received from SAR Antenna

The received signal from the SAR antenna is the sum of the reflected echo signal and
the jamming signal, i.e.:

Srb,sum(n/f) = \/ITi’Srb(nrf) + vV Pr,ECMSrb,ECM(nIf)
= VPU(n, f)V(n, )+ (40)

An(fe+f){Rpcpm(n)—Ra(n)}

(
VPreemUeem(n, f)Vecm(n, f)e™

Stecm = (39)

P, is obtained from Equations (30) and (37), if we set 0y to 1, which makes P, the
power reflected from the maximum point of the given reflectivity map a(x,y). P, gcy is
obtained from Equations (31) and (39) with the given ¢j. It is noted that Vgcp(n, f) should
be normalized before evaluating Equation (40). This is because P, gcps in Equation (31)
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represents the total received jamming signal power, whereas P, in Equation (30) represents
the power received from a single target. Equation (40) is the final form of the SAR raw data
in the frequency domain. Although the time domain data are available through the FFT of
Equation (40), the form in Equation (40) is directly used in the SAR signal processing in our
simulator to perform the pulse compression in the frequency domain.

3. Signal Processing

In this section, we briefly introduce the signal processing for spotlight SAR and its
mathematical descriptions to explain the structure of the proposed SAR simulator. The SAR
signal processing in the simulator is divided into two parts: the pulse compression and
image formation. The pulse compression is performed each time a signal is received from
the SAR antenna, which is achieved through matched filtering with motion compensation.
After all the received pulses are compressed, the image formation is achieved through polar
reformatting, 2-D IFFT, and autofocus.

3.1. Pulse Compression

Pulse compression is achieved through the matched filtering of Equation (40), and the
matched filter is designed to extract V (1, f), which is equal to the 2D FT of the reflectivity
map a(x,y). Thus, the desired matched filter is written as:

H(n, f) = U*(n, f)
. ]-47rfCRg(n) « (41)
= Q (n, f)

where (-)" denotes the complex conjugate. The exponential term in Equation (41) represents
the motion compensation with respect to the scene center. Equation (41) represents the
ideal matched filter without motion errors, whereas motion errors always exist in real
airborne SAR system. Therefore, the motion errors should be considered to the motion
compensation term in the matched filter for the appropriate modeling of the real systems.
The estimated matched filter with motion error is represented as:

H(n, f) = U*(n, f)

2 42
— o Q (n, f) “
where U(n, f) and R, (n) are the estimates of U(#, f) and R,(n), respectively. R,(n) is usu-
ally obtained from the appropriate post-processing of the navigation data, often referred
to as the motion measurements [56]. Although there are various motion compensation
methods [56-59], a simple velocity integration method, which estimates the current plat-
form position by integrating the velocity at the first position of the SAR mission, is used
in our simulator to attenuate the high frequency motion errors. The estimated distance
obtained from the velocity integration method is represented as:

Ra(”) = ”f'(n) - rcenter”z (43)

where || - ||, denotes the l,-norm. #(n) is the n-th estimated antenna position, and reenter
is the position of the scene center. #(1) and reenter are expressed in an arbitrary Cartesian
coordinate system, e.g., the earth-centered earth-fixed (ECEF) coordinate. (1) estimated
by the velocity integration is expressed as:

1 1)) (1’[ = 1)

B(n) = ro + Ti Vaao(1) (1 >1) (44)
1=2

where ry and vy (1) denote the position for the 1st pulse and the antenna velocity for
the [-th position, respectively, measured by the navigation sensors. The coordinate sys-
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tem of ry and vy, (l) is the same as that of #(n). ry and vye(!) can be generated by
adding the navigation errors to the true position and velocity. With R,(n) computed from
Equations (43) and (44), the compressed signal is derived as:

Src,sum(n/ f) = H(nif) Srb,sum (Tl, f)
= VB Q(n, )PV (n, f) (45)

AmfeRg An(fe+{Rpcpm (m)—Ra(n)}
c

/Pl QY (n, £)QUn — 1, ) Ve, fe

where R, (n) is the motion error, defined as:
Rq(n) = Rq(n) — Ra(n) (46)

The first and second terms in Equation (45) represent the matched filter outputs for
the reflected echo signal and jamming signal, respectively. The impulse responses of
the outputs are determined from the inverse Fourier transform (IFT) of |Q(n, f) | and
Q*(n, f)Q(n —1, f). Itis clear that the former result is a sinc function with a resolution
determined by the bandwidth of the signal g(#, t). If we assume that the Q(n, f) satisfies
the pulse diversity, i.e., all the baseband transmit signals are orthogonal to one another,
the latter shows a noise-like signal because the signal power will be spread to all the time
domains in the pulse width. Thus, we can expect that the jamming effect is rejected in the
output of the simulator if the pulse diversity is applied to all the baseband signals and the
jamming power is sufficiently small. As described in the previous section, however, the
targets with a reflectivity of less than the JESZ would be overshadowed by the noise-like
images from the non-coherent jamming signal, which is the reason why the JESZ should be
considered in the design of the ECCM SAR.

3.2. Image Formation

For simplicity, if we assume that |Q(n, f)|* & 1 for all n and f, the pulse compres-
sion result of the reflected echo signal, i.e., the first term in Equation (45), is the FT of
the scene model, whose phase is corrupted due to the motion error. As we can see in
Equations (14) and (17), the image formation is achieved through the polar reformatting
and 2D IFFT, as the following equation:

a(x,y) = F~ (P(Srcum(n, f)))
~ F1 (P (ejmfccw V(n,f))) “7)

where 4(x,y) is the resultant image, whose quality is degraded due to the motion er-
ror, and F~!(-) denotes the 2D IFFT. The term related to the jamming signal is omitted
in Equation (47). The phase-corrupted image d(x,y) can be restored by the phase error
correction through the autofocus algorithm.

4. Simulator Structure and Simulation Results

In this section, detailed descriptions of the structure and methodology of the proposed
airborne spotlight SAR simulator are presented with the simulation results. The flowchart
of the simulator is shown in Figure 2.
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Raw Data Generation
Figure 2. Flowchart of the proposed airborne spotlight SAR simulator.

4.1. Inputs for the Simulator

The simulation starts with the required inputs, such as the hardware parameters,
waveform parameters, mission parameters, flight trajectory, position of the scene center,
ECM, false target/image, etc. Table 1 and Figure 3 show examples of the inputs for
the simulation used to obtain all the simulation results for the rest of this paper. All the
parameters were set to achieve a resolution finer than 0.5 m. The navigation errors in Table 1
were applied to the simulator to demonstrate the motion measurement and autofocus. We
assumed that the navigation errors have a normal distribution. The flight trajectory and
scene center position in Figure 3a was determined to obtain the slant range and squint
angle in Table 1. The grayscale optical image used to generate the reflectivity map is shown
in Figure 3b. The positions of the point target, ECM, false targets, and the area of the noise
image are also represented in that figure. The point target was inserted to the scene to
verify the final image quality with the impulse response function (IRF).
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Table 1. Input parameters of the proposed airborne SAR simulator.

Parameters Value
Sampling frequency 360 MHz
Rad Antenna transmission gain 35dB
adar Effective area of the receiving antenna 0.1427 m?
Radar transmission loss 3.5dB
Hardware
Sampling frequency 200 Hz
Navieation Horizontal position error (10) 1.2m
8 Vertical position error (10) 19m
Velocity error (10) 0.03m/s
Center frequency 10 GHz
PRF 375.4 Hz
Duty cycle 13%
Waveform Bandwidth 360 MHz
Peak power 10 kW
Modulation type Noise
Slant range 80 km
Squint angle 45 deg
SAR mission Platform velocity 570 kts
SAT 14.24 s
2-way atmospheric loss 3.16 dB
S Reflectivity of the brightest area of the input image 30 dB
cene Reflectivity of the inserted point target 30dB, 10dB, —10 dB, —20 dB
Jammer JESZ —20dB
Jamming method NCJ/FT]
6.6 i i SA'R missiqn geomgtry i i : _ Grayscale optical image
—— Flight trajectory i \ = = Point target position v
O  Start of mission 8 ECM position
o[ B Sotmeor ] Y ,
Scene center 25 o
Line of sight
364 1
_g 36.3
3
§ 362 -
361+ :
36 O~p> 1
359 : : ‘ ‘ ‘ : :
1279 128 1281 1282 1283 1284 1285 1286 1287

Longitude(deg)

@) (b)

Figure 3. Graphical representations of the inputs for the proposed airborne SAR simulator. (a) SAR
mission geometry, including flight trajectory, flight direction, and scene center. (b) Grayscale optical
image used to generate the reflectivity map, and the positions of the point target, ECM, false targets,
and the area of false image due to jamming signal.

4.2. Raw Data Generation and Pulse Compression

The raw data generation process starts with the initialization stage. In this process,
the required number of transmit pulses is firstly computed from PRF and SAT. Then, the
speckled scene a(x,y) is computed from Equation (19). The scenes with and without
speckles are shown in Figure 4a,b, respectively. The effect of the speckle application can be
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confirmed by the images in Figure 4c,d, which are the enlarged images of the yellow boxes
in Figure 4a,b, respectively. With the speckled image a(x, y) in Figure 4b, the FT of the scene
model V(n, f) is computed from Equations (14) and (18). Since the number of azimuth
pixels in a(x, y) will be different with respect to the required number of pulses, they should
be matched by zero-padding or appropriate filtering when computing Equation (18). The
number of samples in a pulse should also be matched by the same process. After V(n, f) is
computed, the power of the received reflected echo and jamming signal is computed from
Equations (30) to (40), which is the last procedure of the initialization stage.

Figure 4. Grayscale images to simulate SAR raw data. (a) Grayscale image without speckle.
(b) Grayscale image with speckle generated from (19). (c) Enlarged image of the yellow box in
(a). (d) Enlarged image of the yellow box in (b).
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After the initialization is completed, the simulator starts generating the raw data. The
first step is to generate the baseband signal g(n, ) for the current pulse number n and its FT
Q(n, f) with the selected modulation type. If the pulse diversity is applied to the waveform
design, this step should be repeated for all the pulses. Meanwhile, if the baseband signal
for all transmit pulses are the same, this step only needs to be performed once the first time.
Next, the FT of the reference signal U(n, f) is computed from (10), with Q(n, f) obtained
from the previous step. With U(n, f) and V(#, f) obtained from the initialization stage, the
FT of the demodulated reflected echo signal S, (1, f) is computed from Equation (9).

After the reflected echo signal is computed, it initiates the jamming signal generation
unless the current pulse is the first transmit pulse. The FT of the jamming model Vecp(n, f)
for the NCJ or FTIJ is computed from Equations (27) or (29), respectively. Then, the FT
of the demodulated jamming signal S, pcpm (7, f) is computed from Equation (25). As
previously described, Vecai(n, f) should be normalized before computing S, popm (1, f),
so that S,;, pop (1, f) represents the FT of the received jamming signal with the unit power.
This is the final step in the raw data generation for the current pulse number.

In our proposed simulator, the pulse compression is performed as soon as the raw
data for the current pulse are generated, which enables the reduction of the unnecessary
memory used to store the replicas that vary from pulse to pulse. Firstly, the received
signal S,j, sm (11, f) is computed from Equation (40) with the previously calculated P,
P, ecm, Sw(n, f), and Sy ecm(n, f). Then, the estimated distance R,(n) in Equation (42)
is computed by the motion measurement process represented in Equations (43) and (44).
The distance errors before and after the motion measurement, i.e., the velocity integration,
is represented in Figure 5. The residual errors in Figure 5 will be compensated by the
autofocus algorithm.

& Distance error before and after motion measurement
T T I T T T T

Before motion measurement
After motion measurement
: - 3 7

»

Distance error(m)

0 2 4 6 8 10 12 14
SAR mission time(s)

Distance error before and after motion measurement (enlarged)

0.71 § - Before motion measureme
After motion measurement

Distance error(m)
=} o
o o °

o
2

0 2 4 6 8 10 12 14
SAR mission time(s)

Figure 5. Errors of the distance from the SAR antenna to the scene center before/after the motion
measurement, i.e., the velocity integration. The lower figure is an enlarged view of the upper figure.

After the motion measurement is completed, the estimated matched filter F(n, f) is
computed from Equation (42) with the estimated distance R, (). Then, the matched filter-
ing of the signal S, 5, (11, f) is performed, which is the last step of the pulse compression.
Except for the initialization stage, the raw data generation and pulse compression processes
are repeated until N compressed pulses are generated.
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4.3. Image Formation

As previously described, the image formation is achieved through the polar reformat-
ting and 2D IFFT of the N compressed signal generated from the raw data generation and
pulse compression process. A 2D Taylor window with a peak side-lobe level of —32 dB
is applied before the 2D IFFT. The residual phase errors due to the motion measurement
errors are compensated by the autofocus algorithm. The image formation results without
the motion measurement errors and jamming signals are shown in Figure 6. Figure 6a—c
show that the image and point target are well-focused, and Figure 6d demonstrates that
the resolutions of the azimuth and range satisfy the design goal (0.5 m). The simulation
results for the autofocus and pulse diversity with the motion errors and jamming signals
are demonstrated and compared with the results in Figure 6, as follows.

Azimuth/Range(m)

(a) () (d)

Figure 6. The image formation results without the motion measurement errors and jamming signal.

(a) Full size image. (b) Enlarged image of the yellow box. (c) Enlarged image of the green box near
the point target. (d) IRF of the point target.

4.3.1. Images with Motion Measurement Errors

The image formation results with the motion measurement errors represented in
Figure 5 are shown in Figure 7. The image without autofocus in Figure 7a shows the
degradation of the image quality compared with the image in Figure 6a,b, from which
it can be inferred that the motion measurement errors are appropriately applied to the
proposed simulator. Figure 7b—d represent the images with PGA, ME, and FPA, respectively,
and the corresponding IRF and quantitative image qualities are represented in Figure 8 and
Table 2. For all the autofocus algorithms, the iteration stopped when the image variation
relative to the previous image was less than 10~%, which is the same condition represented
in [29]. The results demonstrate that PGA shows better IRF performance aspects, such
as resolution, peak to side-lobe ratio (PSLR), and integrated side-lobe ratio (ISLR), than
those of ME, while ME shows better contrast and entropy performances than PGA. FPA
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shows moderate IRF, contrast, and entropy performance with an appropriate number of
iterations. All these trends are mostly consistent with the autofocus performance trends
confirmed in [29], based on real data from actual flight tests, which indicates that the raw
data generated by the proposed simulator closely simulate the real data with the motion
measurement errors. Thus, it is verified through the simulation results that the proposed
simulator is well-designed for simulating SAR raw data, including motion errors, which
confirms that it is an appropriate simulator for verifying various autofocus algorithms for
airborne SAR systems.

Table 2. Comparison of the image qualities of different autofocus algorithms.

Number of Image Quality Azimuth IRF
Autofocus Algorithm . :
Iterations Contrast Entropy Resolution (m) PSLR (dB) ISLR (dB)

No motion error - 6.79 12.05 0.47 -32.11 —26.33
No autofocus - 4.68 12.50 0.58 —4.96 —3.52
PGA 4 5.63 12.11 0.47 —27.77 —24.70

ME 32 6.18 12.08 0.47 —18.75 —18.43

FPA 8 5.97 12.08 0.47 —28.84 —25.69

Figure 7. The image formation results with the motion measurement errors. The images in the upper
and bottom row represent the full-size images and enlarged images of the same area in Figure 6b,
respectively. The images in each column are produced (a) without autofocus, (b) with PGA, (c) with
ME, and (d) with FPA.
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Azimuth IRF w.r.t autofocus algorithms

0 T
--------- w/o autofocus
PGA
° - ME
s : === FPA
-10 + - LI L

Aziumth(m)
Figure 8. IRF measured from the inserted point target for each of the autofocus algorithms.

4.3.2. Images with the Jamming Signals

The image formation results with the jamming signals are represented in Figure 9.
As previously described in Section 3, the image with NCJ in Figure 9a shows the blanket
effect at the specific area in the range direction marked in Figure 3b. Likewise, false
targets are generated through FTJ at the marked point in Figure 3b, as shown in Figure 9b.
These typical repeating jamming methods are countered by the pulse diversity scheme
implemented in the proposed simulator. The image formation results shown in Figure 9¢
demonstrate that the blanket effect and false targets are removed by the pulse diversity
scheme. However, the pulse diversity scheme only prevents the jamming signal from being
compressed; it does not completely eliminate the jamming signal. Thus, the jamming power
is spread to all the areas of the image, unlike the jamming power of the NC]J and FT], which
is concentrated in specific areas or points of the image. These properties are represented in
Figure 9.

As previously described, the jamming effect of the pulse diversity scheme is the same
as that of non-coherent jamming. Thus, even if the pulse diversity scheme is applied,
the target with a reflectivity of less than JESZ is not visible in the image. The value of
the desired JESZ, in order to determine the ERP of the jammer, is set to —20 dB for the
simulation. Therefore, we can expect that the target with a reflectivity of less than —20 dB is
indistinguishable from the noise-like jamming effect. The simulation results with different
values of the point target reflectivity are shown in Figure 10, and the corresponding
quantitative results are represented in Table 3. As shown in Figure 10, it is difficult to
distinguish the point target from the noise-like jamming effect as the reflectivity decreases,
and the point target finally disappears at the reflectivity of —20 dB, equal to the desired JESZ.
Table 3 shows the measured JESZ from the images in Figure 10, and it can be confirmed
that the ERP of the jammer is correctly calculated by the simulator to obtain the desired
JESZ of —20 dB.
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Figure 9. The image formation results with the jamming signals. The images in the first row show the
full-size images. The images in the second and third row represents the enlarged images of the yellow
and green boxes in the images of the first row, respectively. The images in (a,b) show the jamming
results of the NCJ and FTJ, respectively, and those in (c) show the images with pulse diversity.
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O Point target position

(O Point target position

O  Point target position O  Point target position

(©) (d)

Figure 10. The images enlarged near the inserted point targets. The images in the bottom row
represent the upsampled images of the images in the upper row. The values of the point target
reflectivity are set to (a) 30 dB, (b) 10 dB, (¢) —10 dB, and (d) —20 dB.

Table 3. Measured SJR and JESZ with differing reflectivity of the point target.

Reflectivity of the .
Point Target (dB) * Measured SJR (dB) Measured JESZ (dB) Desired JESZ (dB)
30 49.34 —19.34 —20
10 29.43 —19.43 -20
-10 9.60 —19.60 -20
-20 N/A N/A -20

* The values of reflectivity in the table are the same as those of (a—d) in Figure 10.

4.3.3. Discussion of the Simulation Results concerning the JESZ

The simulation results concerning the JESZ demonstrate that the proposed JESZ can
be used as a quantitative requirement for designing the power of the ECCM SAR systems
or SAR jamming systems. The conventional SAR systems require sufficiently high transmit
power to obtain high-quality images, and the power is usually determined from the NESZ.
In the case of ECCM SAR systems, the non-coherent jamming effect due to the pulse
diversity scheme is the same as the effect of the received signal noise. Hence, the JESZ with
advance information of the jamming power should be a requirement for designing ECCM
SAR systems to overcome the noise-like jamming effect due to the jamming signals and
pulse diversity. Similarly, from the point of view of the jammer, the transmit power of the
SAR jamming systems should also be sufficiently high to overshadow the specific targets
in the image through the non-coherent jamming effect, because ECCM SAR systems can
counter the coherent repeating jamming method through pulse diversity. Thus, the JESZ
with advance knowledge of the ECCM SAR signal power should also be a requirement
for the design of SAR jamming systems. Therefore, we can conclude that the proposed
simulator can not only be used to verify the methods of ECCM SAR or SAR jamming, but
it is also useful for ECCM SAR or SAR jamming system design.

5. Conclusions

In this paper, we proposed a simulator which includes most of the required features,
such as the motion measurement errors, pulse diversity, and SAR jamming signals, to verify
the performance of the airborne spotlight ECCM SAR. The models for received reflected
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echo and jamming signal are derived in consideration of the spotlight geometry and pulse
diversity. We proposed a new measure, called JESZ, to design ECCM SAR or SAR jamming
systems, and the proposed simulator uses the JESZ to determine the ERP of the jammer.
The motion compensation errors are also considered in the simulator design by the addition
of the navigation sensor errors in the motion measurement process. In order to demonstrate
the validity and usefulness of the proposed simulator, simulations for autofocus, SAR
jamming, and ECCM SAR with pulse diversity were performed. The autofocus simulation
results show that the performance trends of various autofocus algorithms were found to be
similar to those of actual flight tests data. The simulation results of SAR jamming and SAR
ECCM with pulse diversity indicate that the proposed JESZ is well-defined measure for
quantifying the power requirements of ECCM SAR and SAR jammers.
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