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Abstract: Depth-resolved information is essential for ocean research. For this study, we developed a
shipborne photon-counting lidar for depth-resolved oceanic plankton observation. A pulsed fiber
laser with frequency doubling to 532 nm acts as a light source, generating a single pulse at the
micro-joule level with a pulse width of less than 1 ns. The receiver is capable of simultaneously
detecting the elastic signal at two orthogonal polarization states, the Raman scattering from seawater,
and the fluorescence signal from chlorophyll A. The data acquisition system utilizes the photon-
counting technique to record each photon event, after which the backscattering signal intensity can be
recovered by counting photons from multiple pulses. Benefitting from the immunity of this statistical
detection method to the ringing effect of the detector and amplifier circuit, high-sensitivity and
high-linearity backscatter signal measurements are realized. In this paper, we analyze and correct the
after-pulse phenomenon of high-linearity signals through experiments and theoretical simulations.
Through the after-pulse correction, the lidar attenuation coefficient retrieved from the corrected signal
are in good agreement with the diffuse attenuation coefficients calculated from the in situ instrument,
indicating the potential of this shipborne photon-counting lidar for ocean observation applications.

Keywords: ocean observation; shipborne lidar; photon-counting; after-pulse; lidar attenuation coefficient

1. Introduction

By emitting laser pulses, oceanic lidar measures the backscattered signals from the
water surface, seawater, and sea bottom to realize depth-resolved observation [1,2]. It
has become an effective tool in many fields, such as underwater target detection and
identification [3–5], shallow water mapping [6–10], laser-induced fluorescence [11,12], and
surface roughness measurements [13,14]. In the field of ocean ecology research, oceanic
lidar has also been demonstrated to have the ability to distinguish plankton content at
different depths [15,16].

Due to the strong attenuation property of seawater, the oceanic lidar signal is attenu-
ated by several orders of magnitude in several tens to hundreds of nanoseconds. When
amplifying the signal and converting it using analog-to-digital circuits, the weak signal at
greater depth is disturbed by oscillations and long-lasting tails generated by strong signals
from water surface reflection and shallow water backscattering [17,18]. The after-pulse
effect of the detector and its amplifier circuit degrade the linearity of the signal, especially
at deep depths, and should be carefully calibrated in the laboratory and corrected during
data processing. For example, the echo signals of CALIOP were corrected by measuring
the land surface return to build a deconvolution kernel function, in order to obtain a pure
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seawater backscatter [19,20]. Li et al. corrected the after-pulse response of an airborne
oceanic lidar by measuring the after-pulse count occurrence probability distribution for
input signal pulses of varying intensities in the laboratory [21].

In contrast to analog-to-digital conversion, the photon-counting technique records
the arrival time of each photon, while the gain of the detector is set extremely high. This
technique will fail when the echo is too strong, in which case the circuits cannot resolve
adjacent photon events. Therefore, photon-sensitive lidars generally have relatively low
single-pulse energy and a high repetition rate. For example, the Advanced Topographic
Laser Altimeter System (ATLAS) aboard NASA’s Ice, Cloud, and Land Elevation Satellite-2
(ICESat-2) has a single-pulse energy of only about 48–170 µJ [22]. Given its high repetition
rate of 10 kHz, Lu et al. accumulated the recorded photons from thousands to tens of
thousands of shots into different range bins, resulting in a state-of-the-art oceanic lidar
signal decay with depth [23]. The signal of ATLAS has excellent linearity without the
ringing phenomenon, demonstrating that the photon-counting technique has advantages
for underwater signal recovery.

In this paper, based on the photon-counting technique, a shipborne oceanic lidar was
developed at the Shanghai Institute of Technical Physics, Chinese Academy of Sciences.
Different from typical lidar, which acquires the lidar scattered signal using analog-to-
digital conversion circuits, this lidar is based on the time-correlated single photon-counting
(TCSPC) technique [24,25], which measures the time difference between the emitted laser
pulse and the photon events received by the detectors. By collecting histogram statistics
of the photon events from multiple laser pulses, the oceanic lidar’s intensity curve can
be retrieved, which decays with depth. Compared with the analog-to-digital conversion
circuits, the photon-counting method is immune to the ringing effect of the amplification
circuits, therefore the signal still has better linearity over several orders of magnitude.
The high linearity also helps us to resolve the weak after-pulse effects in photon-counting
lidar, which are mainly caused by the laser pulse profile and the non-ideal recovery of the
detector. In this paper, we discuss the sources and the method for removal of the signal’s
after-pulse in detail, prior to the data application.

2. Instrument and Methods

The 532 nm micro-pulse shipborne lidar we developed is capable of detecting the
Raman scattering from seawater, the fluorescence signal from chlorophyll A, and elastic
signals at two orthogonal polarization states simultaneously. In September 2020, this lidar
participated in the joint voyage of the National Key Research and Development Program
Lidar organized by the Second Institute of Oceanography, Ministry of Natural Resources.
This instrument is mounted on a dual-axis gimbal on a ship and tilted at a certain angle
to steer the beam direction to the seawater, as shown in the upper left corner of Figure 1.
The ship is also equipped with relevant in situ sensors, such as the HydroScat-6P and
the ac-spectra. Stations A to C marked on the map in Figure 1a are the locations of data
collection, as described in the following text. Figure 1b shows the structure of the lidar; it is
composed of a transmitter, receiver, and data acquisition system. Furthermore, the major
specifications of the lidar are listed in Table 1.

2.1. Transmitter

The transmitter emits a highly linearly polarized pulsed laser into the seawater. It is
composed of a laser, a polarizer, a half waveplate, a reference pulse detector, and several
reflection mirrors. The homemade fiber laser-pumped green laser has the same structure
as described in our previous paper [26]. It emits a short-pulse laser with a wavelength of
532.1 nm. A half waveplate is used to rotate the polarization state to be horizontal to the
mounting surface. Then, a polarizer with an extinction ratio larger than 10,000:1 is used, in
order to improve the polarization purity of the emitted laser. In the transmitter, a reference
detector that collects the residual laser in the reflection direction of the polarizer is used to
generate a start signal for the data acquisition system.
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Detector type/model Photomultiplier tube/H10721-20 
(Hamamatsu Inc., Hamamatsu City, Japan) 

Data acquisition method Photon-counting 
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Dead time of the data acquisition system 10 ns 
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Figure 1. (a) Photo of the instrument and the schematic diagram of the data collection points; and
(b) the configuration of the shipborne photon-counting lidar.

Table 1. Major specifications of the photon-counting oceanic lidar.

Parameters Value

Wavelength 532 nm
Pulse energy 2.5 µJ

Repetition rate 200 kHz
Pulse width 300 ps

Polarization state Linear polarization
Receiving aperture 4 mm

Field of view 62.5 mrad
Channel spectral bandwidth 0.6 nm@532.1 nm

Detector type/model Photomultiplier tube/H10721-20
(Hamamatsu Inc., Hamamatsu City, Japan)

Data acquisition method Photon-counting
Photon event time resolution 64 ps

Dead time of the data acquisition system 10 ns

2.2. Receiver

The receiver collects the scattered signal from the seawater with a lens, having a
diameter of 4 mm and a focal length of 8 mm. Then, a diaphragm with a diameter of
0.5 mm is placed at its infinity focus, in order to constrain the receiving field of view to
62.5 mrad. The receiving field of view is much larger than the laser divergence angle to
collect multiple scattering signals, considering the diffusion of the laser beam underwater. A
lens with a focal length of 35 mm is placed after the diaphragm to collimate the echo. Then,
the signal is separated into elastic, Raman, and fluorescence channels by two dichromatic
beam splitters. The filter bandwidths of the two inelastic channels are 20 nm and 30 nm
for the broad spectral features of Raman and fluorescence spectra, respectively. Therefore,
the solar background radiation in the daytime is too large at these two channels to obtain
high-quality signals. In the elastic channel, a bandpass filter with a bandwidth of 0.6 nm is
used to filter the out-of-band noise. The elastic signal is then separated by a polarization
beam splitter (PBS) into components that are parallel and perpendicular to the polarization
state of the transmitted laser. The PBS is specially coated to achieve high polarization
extinction ratios at both channels. The receiver then focuses the signals of the four channels
onto photomultiplier tubes (PMTs).

The PMTs are manufactured by Hamamatsu Inc. in Japan, with the model number
H10721-20. The gain of the PMTs should be adjusted to exceed 106, in order to be able to
distinguish a single photon event. The output signals of the PMTs are then amplified by a
circuit to an amplitude that can be recognized by the data acquisition system.
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2.3. Data Acquisition System

The four-channel data acquisition system was manufactured by Siminics in China,
with the model number FT1040. It measures the time difference between the emitted laser
pulse signal from the reference detector and the amplified photon pulses from the PMTs
with a time resolution of 64 ps. The system has a dead time of 10 ns, which means that it can
only distinguish two photon events with a time interval greater than 10 ns. Therefore, when
the signal intensity is so high that the average photon-counting rate—which is defined as
the number of photons detected per second—reaches tens of megahertz, a linear photon
distribution will result in an obvious non-linear response. To reduce the influence of such a
non-linear response caused by saturation, several neutral density filters are added in the
elastic channels, in order to weaken the signal intensity near the water surface. Even so,
there will still be some non-linearity in the signal near the water surface.

2.4. Lidar Signal Pre-Processing Method

Different from the analog-to-digital conversion detection technique, the raw data
collected by the photon-counting technique consist of the arrival time of each photon event.
Therefore, a different method for pre-processing the photon-counting signal should be
proposed. Figure 2a shows the typical raw data at the parallel polarization channel. Each
gray point in this figure represents a photon event. As the depth increases, the density
of photon events becomes lower, which indicates that the signal intensity becomes lower.
The horizontal axis is the laser pulse emission time, and the vertical axis is the distance
corresponding to the photon arrival time.

A two-dimensional grid was designed, with resolutions of 20 ms and 0.0384 m for the
pulse emitting time and distance axes, respectively. Then, the photon number in each pixel
was counted. The statistical results are shown in Figure 2b, which exhibits the distribution
of atmospheric aerosols above the water surface and the underwater backscattered signals
that decay with depth. The fluctuating water–air interface caused by the ship shaking can
be clearly distinguished in this panel. By searching for the position of maximum signal
intensity, the distance of the water surface for every 20 ms profile can be retrieved; this
is set as the zero-depth position. Then, the profiles at 30 s are aligned to the zero-depth
position and accumulated into a single profile with high signal-to-noise ratio. Figure 2c
shows the variations in the high signal-to-noise ratio signal over 6 h with a time resolution
of 30 s and underwater distance resolution of 0.0289 m. The variations in signal intensity
caused by underwater plankton activity can also be distinguished.

2.5. In Situ Measurements

The in situ data used in this paper for comparison with oceanic lidar were provided
by HydroScat-6P and ac-spectra. The HydroScat-6P is a self-contained instrument for
measuring optical backscattering at six different wavelengths in natural waters. The
data products of HydroScat-6P include the scattering coefficients at 140◦ for six different
wavelengths, and the backscattering coefficients corresponding to the six wavelengths
can be obtained through correction using the built-in software. Considering that the
detection wavelength of the lidar is 532 nm, the adjacent wavelengths detected by the
HydroScat-6P are 510 nm and 590 nm, respectively. Therefore, the 532 nm backscattering
coefficient for comparison was generated by linear interpolation of the backscattering
coefficients at 510 nm and 590 nm. The ac-spectra performs concurrent measurements of
the water’s attenuation and absorption characteristics by incorporating a dual-path optical
configuration in a single sensor. The direct data products of ac-spectra include absorption
coefficients and beam attenuation coefficients at 532 nm. It should be noted that, due to
the multiple scattering of seawater, the lidar attenuation coefficient cannot be equal to the
beam attenuation coefficient measured by ac-spectra directly.
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distribution of the lidar backscatter signal (horizontal axis resolution: 30 s; vertical axis resolution:
0.0384 m in the air).

After considering multiple scattering, it is necessary to calculate the diffusion attenua-
tion coefficient, Kd, according to the absorption and backward-scatter coefficients, which
are used for comparison with the retrieved lidar attenuation coefficient. The following
formula was used to calculate Kd [27]

Kd = a + 4.18× bb[1− 0.52× exp(−10.8× a)], (1)

where a is the absorption coefficient at 532 nm calculated by the ac-spectra, and bb is
the backward-scatter coefficient at 532 nm calculated by the HydroScat-6P. When the
influence of pure seawater has been corrected in the in situ measurement results, the
diffusion attenuation coefficient of pure seawater must be considered before comparison.
The diffusion attenuation coefficient of pure seawater is assumed to be 0.045 m−1 [15].
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3. Experimental Results and Analysis

Figure 3a–c shows the accumulated profiles with an accumulation time of 30 s at sta-
tions A, B, and C, which correspond to locations characterized by shallow water, deep water
with layered plankton, and deep water with homogeneous plankton, respectively. The
underwater distance resolution of the signals is 0.0289 m. The vertical axis is represented
by the photon-counting rate, PCR, which is calculated from the accumulated photons AP
using the formula PCR = AP/(N × Tgate), where Tgate is the time corresponding to the
distance gate width of 0.0289 m, which is 256 ps for this profile; and N is the number of the
emitted laser pulses. In 30 s, approximately 6 million pulses are fired. At all stations, the
state-of-the-art signals accumulated by the photon-counting method have no oscillation
effects, as occurs with an analog signal. The in situ measured backscatter coefficient and
absorption coefficient are presented in Figure 3d–f. At station A of shallow water, the
backscatter and absorption coefficient increase to a maximum near the bottom. At station
B, the in situ measured local maximum around 30 m indicated that there is a plankton
enrichment. At the same depth, the accumulated signal at the perpendicular polarization
channel also shows an obvious bulge. At station C, the in situ measured absorption and
backscatter coefficient are the smallest among the three stations, which is consistent with
the slow signal decay speed with depth. Moreover, the accumulated photon number at
station C is approximately 25 at 100 m while the range bin is 0.0289 m. Then the signal to
noise ratio that can be simply calculated from the square root of the accumulated photon
number AP is approximately 5, which means that the signal variation can still be resolved
from the noise.
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Figure 3. Pre-processed signals of shipborne photon-counting oceanic lidar (a–c) and in situ mea-
surements (d–f) at stations A to C. CH1–4 denote the parallel polarization channel, perpendicular
polarization channel, Raman scattering channel, and fluorescence channel, respectively. The backscat-
ter and absorption coefficient are measured by the in situ instruments of ac-spectra and HydroScat-6P,
respectively. Stations A, B, and C correspond to shallow water, clean layered water, and clean
homogeneous water. Note that the y-axis range of the in situ measurements is different at the
three stations.
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For the elastic channel, the lidar signal from ocean backscattering can be expressed as [18]

Ssea(z) =
C

(nH + z)2 β(z)exp
[
−2

∫ z

0
αsea

(
z′
)
dz′
]

, (2)

where z is travel distance underwater; C is a system constant that includes the laser energy,
optical efficiency, detector efficiency, attenuation occurring in the atmosphere between the
lidar and the surface, and so on; n is the refractive index of seawater; H is the distance of the
instrument from the laser spot at water surface; β is the oceanic backscatter coefficient; and
αsea is the lidar attenuation coefficient. Although multiple scattering cannot be negligible
under the strong scattering characteristics of seawater, Equation (2) can still be written
in the form of a single scattering approximation by introducing the lidar attenuation
coefficient [28,29]. The lidar attenuation coefficient has a dependency on the water surface
spot diameter with respect to the receiving field and depth. It varies from the beam
attenuation coefficient c to the diffuse attenuation coefficient Kd [18]. For a narrow field of
view or signal in shallow water, the lidar attenuation coefficient is approximately equal to c,
as the single scattering effect dominates, while it is close to Kd when the multiple scattering
effect dominates.

In the case of water with homogeneous plankton distribution, the backscatter coef-
ficient β and the attenuation coefficient α can be considered to be constants. In this case,
the lidar signal shows an exponential attenuation trend, and the slope method can be
used to solve the attenuation coefficient. If the lidar signal after distance correction can be
expressed as D(z) = S(z)(nH + z)2, α can be calculated using the differential form

αsea(z) = −
1
2

dln[D(z)]
dz

. (3)

Generally, the lidar attenuation coefficient of homogeneous water is calculated using
the Least-Squares Fitting method at a low signal-to-noise ratio. This slope method for the
atmospheric lidar data retrieval is only suitable for homogeneous water, and will fail if the
seawater has layered characteristics.

According to Figure 3, the peak value at zero depth is caused by the strong water
surface specular reflection when the laser beam is exactly normal incident on the wave
surface. This is reduced at the perpendicular polarization channel, due to the linear po-
larization characteristics of the emitted laser. At the parallel polarization channel, the
specular backscattering reflection is saturated, resulting in a dip behind the peak due
to the 10 ns dead time of the acquisition system. Then, the signals exponentially decay
with depth to 150 m in the elastic channels. For the Raman channel and the fluorescence
channel, which are in contrast to the elastic channels, the backscattering signals are weaker
and lack weakly attenuated long-lasting tails. Additionally, they decay faster as seawater
has stronger absorption attenuation coefficients at 650 nm and 685 nm [30]. As shown
in Figure 3, at all three stations, the elastic signals decayed with depth to nearly 150 m,
even at station A, with an underwater depth of only around 10 m. As these long-lasting
tails are only contained in the elastic scattering channel, they also exist in the area with-
out oceanic scattering, so we infer that the long-lasting tails appear to originate from
non-oceanic scattering.

There are two hypotheses to explain these long-lasting tails. One is the instrument
transient response of the photon-counting lidar, which is mainly due to the after-pulse
effect of the laser and the detector. The other is the atmospheric scattering, where the
water surface acts like a mirror with weak reflectivity. For the ultra-sensitivity of the
photon-counting lidar system, the atmospheric scattering signal, which has undergone
secondary water surface specular reflection, may be as strong as the seawater scattering
in deep water. Considering the difference between the inelastic scattering channel and
the elastic scattering channel at the receiving wavelength, these two hypotheses do not
contradict. As for the explanation of the instrument transient response, as the wavelength
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of the laser reflected by the water surface is 532 nm, there is no strong reflection signal at
zero depth in the Raman and fluorescence channels and, so, there is no after-pulse.

3.1. Instrument Transient Response

The instrument transient response has been reported in various oceanic lidar sys-
tems [14,15]. For example, two small secondary pulses several tens of nanoseconds after
the transmit pulse of its laser have been reported for the ATLAS signal. Non-ideal recovery
of the detectors in land surface return has also been reported for the CALIOP signal [31].
In summary, the transient response of a lidar instrument can basically be attributed to the
laser pulse distribution and the response curve of the detector. It can usually be calibrated
and removed through deconvolution, by accumulating the land surface return.

To construct the land surface return of our instrument, a laboratory experiment was
conducted to determine the instrument transient response. As shown in Figure 4a, the
lidar was pointed to the wall to evaluate the instrument response. Figure 4b,c show the
accumulated signals of multiple pulses in logarithmic coordinates at both elastic channels.
The horizontal axis is the distance in meters, while the vertical axis is the photon-counting
rate. The position of the wall was set to zero. The blue curves are the original signals, while
the red curves are the range-smoothed signals.
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The signal of the hard target is the convolution of the laser pulse shape and the receiver
response [32–34]. Figure 4 shows that it decreases by at least four orders of magnitude in
only approximately 10 ns (or a distance of 1.5 m). The full widths at half maximum are
0.25 ns and 0.66 ns for the parallel polarization channel and the perpendicular polariza-
tion channel, respectively. At the parallel polarization channel, the received photons are
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more concentrated, as the signal is saturated with a peak photon-counting rate exceeding
100 MHz. Similar to the actual test situation, as the laser is linearly polarized, the perpen-
dicular polarization signal is weaker than the parallel one. Thus, the perpendicular channel
better reflects the instrument transient response. The width of 0.66 ns at the perpendicular
polarization channel is larger than the laser pulse width result of 450 ps for a high-speed
detector in previous work [26]. Further analysis of the influence of strong reflections from
the water surface on the detection was carried out. We calculated the proportion of pulse
energy F(z) after different distances as follows

F(z) =

∫ z
−1 p(z′)dz′∫ 120
−1 p(z′)dz′

, (4)

where p(z) is the instrument transient response. F(z) is shown in Figure 5. The intensity of
the strong transient response dropped by four orders of magnitude within tens of nanosec-
onds after the water surface, lasting up to 100 m in the tail of the parallel polarization
channel and up to 40 m in the tail of the perpendicular polarization channel. Even in the
parallel polarization channel, the entire tail intensity after less than 1 m underwater only
accounted for about 1% of the intensity at the peak position of the pulse; indicating that,
under the convolution effect, strong peak position mainly contributes to the long tail, rather
than other positions. Then, it can be shown that the after-pulse of the signal tested on
the wall can directly characterize the components of the instrument transient response in
the oceanic lidar observation. According to Figure 4, after a certain depth, the instrument
transient response is similar to a form of exponential decay, such that it can be removed
according to the fitting method. Further analysis of its numerical range showed that, in
relatively clean seawater (as at Stations B or C) with a depth of 30–50 m, the transient
response of the instrument is comparable to the magnitude of the seawater scattering signal.
Therefore, in ocean exploration at approximately this depth, the disturbance of the transient
response of the instrument cannot be ignored. As the depth increases or the seawater
diffusion attenuation coefficient increases, the disturbance of the transient response of the
instrument increases.
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3.2. Specular Reflection Effect

As the shipborne photon-counting lidar can detect deeper seawater with weaker
oceanic backscatter, the possibility of interference from weak atmospheric backscatter of
specular reflection is not negligible. The sea surface can be treated as a mirror with weak
reflectivity, such that the reflected beam interacts with atmospheric aerosols and molecules.
The atmospheric backscatter is then reflected by the water surface before entering the lidar
receiver. Figure 6 demonstrates this atmospheric backscattering process due to specular
reflection by the water surface. In the time domain, the atmospheric backscatter from the
specular reflection and the oceanic backscatter are superimposed.
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We conducted a simulation of this specular reflection effect, in order to evaluate its
influence on oceanic backscatter signal. The elastic lidar signal from ocean backscattering
can be expressed by Equation (2). For the specular reflected atmospheric scattering, the
oceanic lidar can be treated as a system that observes the atmosphere through a mirror with
weak reflectivity, such that the atmospheric backscattering signal can be simply written as

Satm(z) =
C

(H + nz)2 R1R2βatm(nz) exp
[
−2

∫ nz

0
αatm

(
z′
)
dz′
]

, (5)

where R is the specular reflectance of the water surface; the subscripts 1 and 2 denote the
first and second reflections, respectively; and βatm and αatm are the atmospheric backscatter
coefficient and extinction coefficient along the laser irradiation track, respectively.

Equations (2) and (5) can be combined to evaluate the intensity comparison between
oceanic and atmospheric backscatter signals. The distance between the lidar and the water
surface laser spot H was set as 15.32 m, which was consistent with the experiment. The
atmospheric and oceanic optical parameters can be estimated according to the model data
or the measurements of other researchers.

In this simulation, the oceanic lidar attenuation coefficient αsea was simply assumed to
be the diffuse attenuation coefficient Kd. At a laser wavelength of 532 nm, Kd ranges from
0.05 m−1 for the nearly pure seawater to approximately 0.2 m−1 for the coastal nutrient-rich
seawater. Churnside et al. have described the relationship between the lidar extinction-to-
backscatter ratio and the chlorophyll concentration [35]. In this research, for seawater with
a diffuse attenuation coefficient of less than 0.2 m−1, the lidar extinction-to-backscattering
ratio was close to 100 sr, which can be used as a reference for calculation of the backscatter
coefficient. Therefore, we set the oceanic backscatter coefficient β to be αsea divided by 100 sr.

Just above the sea surface, the atmospheric extinction is mainly due to marine aerosols.
At a given parameter of meteorological visibility V, the atmospheric extinction coefficient
αatm can be written as [36]

αatm =
3.912

V
. (6)

The lidar extinction-to-backscattering ratio of marine aerosols usually ranges from
22 sr to 32 sr, depending on the wind speed at the sea surface [37]. We used a median value
of 27 sr in this simulation. The atmospheric backscattering coefficient βatm was set as αatm
divided by 27 sr. At the same time, to simulate the gradient distribution of marine aerosols
above the sea surface, the backscatter coefficient βatm decayed at a rate of 10−2 km−1 sr−1

per kilometer [38].
Under the simplest assumption that the sea surface is completely calm, the reflectivity

can be calculated by the Fresnel equation. The reflectivity ranges from nearly zero for
p polarization at Brewster’s angle to several percent for s polarization at the incident angle
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of dozens of degrees; however, in an actual marine environment, the waves fluctuate all the
time. As shown in Figure 6, the rough sea surface driven by the wind will cause the relative
position of the incident laser light to change with the sea surface, thus causing reflections in
different directions. Figure 6 only shows the atmospheric scattering path in one reflection
case; in fact, the interference of the atmospheric scattering of specular reflection is due to
the superposition effect from different reflection paths. Therefore, once the angle between
the incident laser and the normal direction of the wave changes, the specular reflectivity
will change with the polarization direction of light. This variation in specular reflectance
R is coupled with factors, such as the laser pointing angle, the wind-driven oceanic surface
waves, the polarization state of the emitted laser, and the polarization direction of the lidar
receiver, which make it difficult to assess accurately; however, it is not difficult to define the
scope of its change. The maximum reflectivity is given by the s polarization state, which
was calculated to be about 4.26%, and the minimum reflectivity is close to 0, given by the
p polarization state. For simplicity, we used reflectivities of 1% and 4% to evaluate the signal
difference. Finally, we obtained the influence of atmospheric scattering due to specular
reflection on ocean scattering, as shown in Figure 7.
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In Figure 7, the comparison of atmospheric and oceanic scattering under different
atmospheric visibility, marine eutrophication level, and average specular reflectivity of
the sea surface is shown. Regardless of completely pure seawater, for most seawater
conditions, the oceanic signal below 20–30 m will be affected by atmospheric scattering,
especially for the case of fast seawater attenuation and high sea surface reflectivity. The
shape of the simulated lidar signal tail superimposed with the atmospheric scattering of
the specular reflection also showed an exponential decay trend. As the visibility decreases
or the reflectivity increases, the specular reflection effect will increase; however, even with
a relatively clean atmosphere (VIS = 20 km) or when the reflectivity of the sea surface
is not too high (R = 1%), the influence of both cannot be ignored. In addition, for the
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depolarization channel, the influence from atmospheric scattering is relatively weak. This
is because the depolarization effect of marine aerosol is generally weak.

3.3. After-Pulse Removal Method

The instrumental and non-instrumental effects could both potentially explain the
abnormal decay properties of underwater signals. Considering that the interference signals
have exponential decay characteristics, it is feasible to extract the after-pulse interference
by curve fitting. We conducted an analysis at a station with a homogeneous distribution of
plankton, in order to evaluate the after-pulse extraction method.

Figure 8 shows the accumulated profile and the retrieval results at the station with
homogeneous plankton distribution. In homogeneous seawater, it can be considered that
the backscatter coefficient β is depth-independent. Therefore, the lidar signal shows an
exponential attenuation trend, and the slope method described in Equation (3) can be used
to solve the lidar attenuation coefficient. The red lines in Figure 8a,b represent the original
signal and the lidar attenuation coefficient without correction, respectively. Due to signal
non-linearity near the water surface, the lidar signal at 0–5 m was not used for retrieval. As
for the uncorrected original signal, the lidar attenuation coefficient varied from 0.23 m−1

near the water surface to approximately 0.012 m−1 at an underwater distance exceeding
100 m. At greater depths, it is significantly smaller than the diffuse attenuation coefficient
Kd measured by in situ sensors. Such a small attenuation is also far less than the Kd of
pure water (0.045 m−1), implying that the original signal has a large deviation from the
actual situation, caused by the after-pulse effect. Moreover, the lidar attenuation coefficient
showed a downward trend from 10 m to 20 m. The reason for this phenomenon is that
the lidar attenuation coefficient gradually approaches the diffuse attenuation coefficient
from the beam attenuation coefficient, due to the receiving field of view of the lidar being
too small. This phenomenon has been reported in previous simulations and experiments
considering oceanic lidar [39].
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According to the original signal, we found that the signal after 80 m had an ap-
proximately invariant attenuation speed. Considering the change in the ocean scattering
intensity caused by multiple scattering, it was confirmed that the signal at this location
has no influence of seawater scattering. In addition, as the attenuation of pure seawater at
532 nm reached 0.045 m−1, according to the previous analysis, the seawater scattering con-
tinued to decay after 50 m and rapidly attenuated below the after-pulse level, illustrating
that the strongly attenuated ocean scattering after 80 m is so weak that it can be neglected.
Therefore, the signal greater than 80 m is completely caused by the after-pulse, and can be
used as a fitting basis. According to the analysis in Sections 3.1 and 3.2, both after-pulse
effects were characterized by exponential decay. Therefore, we conducted exponential
fitting to remove the after-pulse effect. The magenta curve in Figure 8a represents the curve
fitted by the signal from 80 m to 120 m. We obtained the pure oceanic backscatter signal
by subtracting the fitted curve, represented by the blue line in Figure 8a. The corrected
backscatter signal decayed from the sea surface to nearly 50 m underwater. The blue
line in Figure 8b represents the retrieved lidar attenuation coefficient from the corrected
signal. The corrected lidar attenuation coefficient was close to Kd (green line) calculated
from the in situ sensors at an underwater distance greater than 20 m, thus demonstrating
that the fitting removal process reduces the signal distortion caused by the instrumen-
tal and non-instrumental after-pulse effect. At underwater depths of between 20 m and
50 m, the retrieved lidar attenuation coefficient has a maximum deviation from the in situ
measurement of approximately 20%.

3.4. Other Correction Results

To illustrate the effect of the removal method, after-pulse correction was performed
on the data from shallow water and seawater with layered plankton, the results of which
are shown in Figure 9. The red line is the original lidar signal, and the blue line is the
signal after removing the after-pulse interference. For the shallow water at station A, it
can be seen that there was no obvious interference behind the seabed in the signal after
correction. For station B, the plankton layers were more conspicuous after correction,
which indicates that the after-pulses mask the layered information. Thus, it is necessary
to correct the after-pulse effect of the oceanic lidar signal. However, as the backscatter
coefficient β is not homogeneous, the slope method is not applicable in seawater with
layered plankton. It has been reported that the accurate retrieval of layered seawater
optical properties can be carried out by means of high-spectral-resolution lidar or Raman
lidar [28,40–42]. Subsequent hardware improvements will be made to improve the Raman
scattering receiving efficiency, and a high-spectral-resolution channel will be added for
accurate retrieval in layered water.
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4. Discussion

The photon-counting technique is immune to the ringing effect caused by the de-
tector’s amplification circuits, and thus has considerable advantages in high dynamic
signal detection, even in the field of fluorescence lifetime measurement, where the signal
is attenuated by several orders of magnitude within several nanoseconds. In this work,
the shipborne photon-counting lidar also presented advantages in exponentially decaying
oceanic backscatter signal observation. There are two major innovations in this research.

Firstly, we introduce the photon-counting technique to the shipborne oceanic lidar
for recovering the exponentially decaying signal. Compared with the analog-to-digital
conversion circuits for data acquisition, the photon-counting technique greatly improves
the signal quality of the oceanic lidar signal. The raw signal from the photon-counting
oceanic lidar has a good signal-to-noise ratio even at 100 m, despite the signal at this
depth being approximately 5 to 6 orders of magnitude lower than the signal near the
water surface. For a lidar system with analog-to-digital circuits for data acquisition, it is
hard to recover the exponentially decaying signal with good linearity, high sensitivity, and
negligible oscillation.

Certainly, the high signal-to-noise ratio of the original signal only means that the
lidar can identify the weak signal at the time corresponding to a depth of 100 m. The
abnormal diffuse attenuation coefficients retrieved from the original signals indicates that
the signals at large depths may not originate from the seawater scattering. The non-ideal
instrument response and atmospheric backscatter are related to the long-lasting tails of
the signal. These two interferences are collectively referred to as the lidar after-pulse. The
after-pulse from the instrument itself may originate from the pulse tails of the laser, the
non-ideal recovery of the detector under the illumination of the strong scattering light, or
both. However, according to the test result using hard targets, the signal intensity of the
instrumental transient response of the photon-counting lidar underwater was about four
orders of magnitude smaller than the peak strength of the signal reflected by the waves,
equivalent to seawater scattering at about 30–50 m. Meanwhile, the atmospheric scattering
from the specular reflection by the water surface also had a similar signal intensity as the
oceanic scattering in deep water, especially in nutrient-rich water. Both effects deviate the
measured signal away from the actual oceanic scattering.

The second innovation of this paper is that we proposed a curve fitting method to
remove the long-lasting tails that can be resolved by the photon-counting lidar. The sig-
nal after correcting can reflect the variation of the seawater scattering with depth. In
plankton-homogeneous seawater, the corrected signal leads the evolution of lidar attenua-
tion coefficient from the beam attenuation coefficient c to the diffuse attenuation coefficient
Kd. This is consistent with the theoretical model for the increasing multiple scattering effects
with depth. After reaching a certain depth, the lidar attenuation coefficient varied around
the in situ instrument measured Kd with a maximum deviation of approximately 20%.
As a comparison, the retrieved lidar attenuation coefficient of the uncorrected signal will
continue to decrease until it is comparable to the after-pulse attenuation rate. This signal
correction method was applied to the lidar signals in shallow water and in seawater with
layered plankton distribution, and signal results without the influence of the after-pulse
were obtained.

In this paper, we demonstrated the advantages of photon counting techniques on the
exponentially decaying oceanic lidar signal acquisition. However, there are still several
issues that should be paid attention to in future work. The first one is related to the lidar
retrieval method, especially for the vertically stratified seawater. For the slope fitting
algorithm that was described in Equation (3), since we cannot separate the gradient of the
backscattering coefficient and the lidar attenuation coefficient in the retrieval, it fails for the
layered seawater. At this condition, a hypothesis is generally introduced by assuming that
the lidar ratio, which is defined as the ratio between the lidar attenuation coefficient and
the backscattering coefficient, is constant. Then, an iterative calculation is performed ac-
cording to the attenuation coefficient at the reference depth to retrieve the lidar attenuation
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coefficient with depth. Generally, the lidar attenuation coefficient retrieved by slope fitting
method at plankton-homogeneous seawater is set as the reference for iterative inversion.
However, as described previously, the lidar attenuation coefficient varies from the beam
attenuation coefficient near the water surface to the diffuse attenuation coefficient at deeper
depth in vertically homogeneous seawater. This makes the assumption of a fixed lidar ratio
unreasonable for our system. A better retrieval method should be developed to improve
the application capability of the oceanic lidar in the stratified seawater.

Secondly, the removal method cannot accurately estimate the after-pulse curve in
real-time, due to the fact that the after-pulse curve shape may vary with time along with
the laser’s internal thermal state change, as well as the complicated structural change in the
atmosphere near the sea surface. Therefore, the after-pulse curve of the lidar itself should
be measured in real time. In addition, the atmospheric interference may also be reduced by
optimizing the polarization state and incident angle of the emitted laser.

In addition, the photon-counting technique cannot resolve two photon events that are
very close in time. For example, the data acquisition system of our lidar can only identify
two photon events with a time interval of more than 10 ns, so its maximum dynamic
range is approximately 100 MHz. For seawater saturated with suspended sediment in the
near-estuarine, the backscatter is stronger, but the signal decays faster. At this condition, we
generally added additional neutral density filters in the receiving optics to avoid saturation
of the data acquisition system, which results in a weaker signal at deep depths. In our
future work, increasing the saturation photon counting rate of the data acquisition system
is the key to improve the system performance.

5. Conclusions

In summary, we have demonstrated, to the best of knowledge, the first shipborne
photon-counting oceanic lidar. Benefiting from its extremely high sensitivity and linearity,
the weak attenuation trend of the signal at an underwater distance of about 40–100 m
was observed, which clearly indicates oceanic lidars’ after-pulse effect. A fitting removal
method was used to correct the after-pulse of the lidar signal, and the lidar attenuation
coefficient varied around Kd after a certain depth, which is consistent with the detection
results of the in situ instrument. It is believed that such a lidar has offered a great potential
to observe depth-resolved seawater optical properties, especially at extremely deep depths.
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