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Abstract: The intensive development of both interferometric technology and sensors in recent years
allows Interferometric Synthetic Aperture Radar (InSAR)-based applications to be accessible to a
growing number of users. InSAR-based services now cover entire countries and soon even the
whole of Europe. These InSAR systems require massive amounts of computer processing power and
significant time to generate a final product. Most, if not all, of these projects have a limited “monitoring
component”, aimed at historical analysis but are rarely, if ever, updated. Consequently, the results do
not necessarily meet every purpose or specific user requirement. It is now clear that the increasing
computing capacity and big data provided by the sensors have initiated the development of new
InSAR services. However, these systems are only useful when linked to specific real-world operational
problems. Continuous monitoring of a country’s ageing water management infrastructure has become
an increasingly critical issue in recent years, in addition to the threats posed by climate change. Our
article provides a comprehensive overview of a nationwide, dedicated, operational InSAR application,
which was developed to support the operational work of the Hungarian Disaster Management
Service (HDMS). The objective was to provide monthly monitoring of 63 water facilities, including
83 individual objects, distributed throughout Hungary, in combination with the development of a
near real-time warning system. Our work involved the compilation of a completely new InSAR
System as a Service (SaaS) which incorporates user requirements, preparatory work, the compilation
of the Sentinel-1 automatic processing pipeline, the installation of corner reflectors, a special early
warning system, and a dedicated user interface. The developed system can automatically start to
evaluate the S1 measurements within 24 h of downloading the data into the system storage forward
the results toward the warning system before the next image arrives. Users are provided with
detailed information on the stability of 70% of the 83 water facility objects monitored through the
dedicated user interface. The additional early warning system currently operates as a preliminary
“spatial decision support system”, but the HDMS is willing to make it fully operational over the next
few years.

Keywords: nationwide; InSAR; monitoring; Hungary; water facilities; DevOps

1. Introduction

Interferometric Synthetic Aperture Radar (InSAR) technology has become an estab-
lished technological solution for surface deformation monitoring over the last decade,
thanks to the vast amount of freely available Synthetic Aperture Radar (SAR) data and the
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intensive development of processing techniques and growing computational capabilities [1].
These advances in interferometric monitoring were made possible primarily by the Coper-
nicus Programme of the European Space Agency (ESA) and its Sentinel-1 (S1) mission [2].
Sentinel-1A and 1B have provided images of both ascending and descending geometry
over Europe every six days over the last few years. Although this has been a remarkable
technological advance for the SAR community, there remains a lack of user driven applica-
tions which utilize InSAR-based solutions. Many InSAR applications have been developed
recently [3–10], but there is still significant potential to discover how this InSAR technology
can be fully utilized. This article focuses on a practical application of InSAR in Hungary,
Central Europe—a fully automated monitoring system that focuses on Hungary’s critical
water management facilities.

InSAR has proved its reliability in monitoring various types of natural phenom-
ena, such as mass movements [11–13], or in the observation of deformation caused by
human activity, such as deformation triggered by underground construction [14,15], or
pumping [16,17]; building deformation [18,19], tailing pond failures [20], damage to linear
infrastructural elements, such as bridges [21,22], highways [23], and critical water facilities,
such as dams [24] and numerous other objects.

Although InSAR technology has spread to more and more disciplines and applica-
tions, conventional interferometric stacking applications (PS, SBAS, etc.) remain focused
on relatively small areas of interest, especially in the field of structural monitoring of
buildings [19] and the stability assessment of infrastructural elements [21,22]. In the mean-
time, stacking techniques have been used also in wider areas adapting to the extent of
the investigated natural phenomenon [25–27]. Although, over recent years, numerous
nationwide interferometric-measurement-based monitoring systems [3,6,8] have been de-
veloped [1], in general, most of them are based on regularly acquired and freely available
S1 SAR data [4,5,7,9,10]. These data are suitable for general purposes by using the origi-
nal resolution or a reduced resolution of products generated from S1. However, in most
cases, if not all cases, these projects have a limited “monitoring component”, aiming at
historical analysis with rare or non-existent updates. These techniques were designed
to provide regularly updated, high-quality deformation information, usually calibrated
with GNSS (Global Navigation Satellite System) data at the national or regional level. The
next generation of these systems will be the European Ground Motion Service (EGMS),
which covers the whole of Europe with regularly updated S1-based InSAR products [28].
These InSAR systems require enormous amounts of computational capacity and numerous
processing hours to generate a final product [1]. This means that the products can only be
updated once every year or every other year. Considering the general aspects and technical
properties of these services, the end product is not necessarily suitable for every purpose
and for specific user demand.

It is difficult to see exactly how climate change will affect a wide variety of different
sectors [29], but it is evident that water management will be one sector which is widely
affected [30]. Climate change driven hazards have a significant impact on man-made water
infrastructure [31], and, previously, design practices and standards were not prepared for
these challenges. For this reason, continuous monitoring of the ageing water management
infrastructure has become critically important in many countries recently.

Therefore, the ultimate objective of our article is to provide a comprehensive overview
of a nationwide, dedicated, operational InSAR application, which was a user-driven devel-
opment to assist with the operation of the Hungarian Disaster Management Service (HDMS).
In particular, this means monthly monitoring of 63 water facilities and 83 individual objects,
spread throughout Hungary. This monitoring system also allowed a near real-time warning
system to be developed. During the development, we integrated state-of-the-art hardware
and software solutions to cope with the technical difficulties of near real-time processing,
the large number of objects being monitored, the numerous types of water facilities of
varying size, and also to overcome the limitations of the Sentinel-1 sensor.
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The first part of our research highlights the general scope of the application where
we describe the targeted challenges that the InSAR application can manage, with special
attention being paid to the hardware and software solutions. However, our main focus was
on the client’s request for developing an integrated system which implements multiple com-
ponents. The second part of this article details the operation of the system and concludes
with the disadvantages of the system. In the conclusion, we provide a summary of our
experiences and suggest how to improve the system’s performance and implementation.

2. Methods
2.1. Site Description

Hungary is a typical example of a country with a transboundary river basin, with
96% of surface waters originating outside the country [32]. Although there are more
than 20 water courses that flow into the country, these merge into three main rivers,
that leave the country at the southern borders [33] (Figure 1). Hungary is unique in
that it lies in the lowest part of the Pannonian Basin and has a landscape dominated
by lowland plains [34]. Throughout the 18th and 19th century, massive river regulation
works in Europe transformed former natural wetlands into semi-channelled water bodies,
establishing a new water regime [35], in which man-made structures play an important
role in water management [36]. For this reason, and due to the low-lying nature of the
country, inland waters and high groundwater levels can cause severe damage to agricultural
fields, through flooding [37], which frequently occurs near the main river courses. These
floods also threaten major cities and can affect hundreds of thousands of lives. Therefore,
water management and the frequent maintenance and monitoring of water management
infrastructure is critical in Hungary. These challenges are managed using a variety of
water management structures, including weirs, sluices, floodgates, dams, and numerous
other structures. The state has designated 63 water facilities (Figure 1) and 83 objects to
be of national significance and the annual review of these facilities is administered by the
HDMS of the Ministry of Interior according to government regulation 97/2007. The HDMS
coordinates the annual review of the facilities, which is usually conducted using geodetic
surveys. However, traditional monitoring is an expensive solution, and it cannot provide a
continuous dataset on the stability of a structure.

The 83 structures investigated were built from various materials over the last 130 years;
although they reflect a number of engineering designs and architectural styles, the main
structures are predominantly constructed using reinforced concrete, metal plates, and
pillars or earthworks (mainly at dams). Their size varies according to their function, ranging
from a few square metres up to thousands of square metres of structural elements. The
condition of the structures is also diverse. Most of the flood works and water management
structures are situated in relatively remote areas, on riverbanks with dense vegetation, or
in deep valleys of hill areas, with only a small portion located in easy-to-access built up
environments. Overgrown vegetation also limits how well some structures can be surveyed.
On the other hand, the construction materials (concrete and metal fittings, etc.) facilitate
their measurements. It is worth mentioning that their location dependent on various river
courses, lakes, and valleys, also influences how well they can be surveyed.

2.2. Methods
2.2.1. Technical Background of User Requirements Consolidation

As described in the previous section, the target objects of the InSAR monitoring
system were legally defined and specific to man-made water management facilities. The
advantage of combining the built environment and InSAR technology is that human-made
structures are generally ideally suited to the double bounce backscattering mechanism [38].
To gather information on these facilities, the InSAR calculations are performed using the
persistent scatterer (PS) technique [39], since this algorithm is designed to detect objects
with well-defined geometry and permanent phase stability [14].
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Figure 1. Location of the surveyed Hungarian water management facilities (yellow circles) and the
installed CRs (red circles).

Due to the remote location of the water facilities and the data updates required on a
regular basis, it soon became clear that InSAR processing, focusing on the facilities and
their immediate surroundings, could offer a more relevant and time-effective solution than
InSAR processing of the whole county. Relative displacement measurements within the
facility elements and between the facilities and their immediate environment provides the
most relevant information which is critical to assess the stability of the facilities. Wide area
coverage and calculations covering areas on a larger scale can provide a broader context
of displacements (including slow-moving tectonic trends), but this comes with the cost
of high computational capacity. Tectonic effects, however, only play a minor role on the
stability of water facilities in Hungary, which is why the InSAR calculations were designed
to investigate the water facilities and their nearby surroundings.

The side-looking nature of SAR systems and the presence of ascending and descending
geometries of S1 improve the detectability of objects. Images acquired in both ascending
and descending geometries, with overlapping for each location, were used for separate PS
calculations for each water facility object.

2.2.2. Preparatory Work

The preliminary data required for the system planning was collected from the oper-
ators of the water facilities. This included the following information about the facilities:
date of construction, coordinates, size, building materials, surrounding land cover, and
categorisation of object. Other administrative data, such as the authorities responsible for
each facility, was also collected.
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The second part of the preparation included non-automated exploratory PS calcula-
tions of the sites. Here, the following objectives were established: selecting the ideal region
of interest (ROI) for later calculations, selecting bursts of S1 images that overlap with the
ROIs (so each ROI fits into an ascending/descending burst), and defining the length of
the time series and the coherence thresholds used for PS processing, testing the number
of PS points, and their distribution along the sites, and finally identifying facility types
according to the following categories: detectable with PS or poorly detectable with PS. It is
important to emphasize that thanks to the consistent acquisition scheme of Sentinel-1 and
burst synchronisation requirements, the selected bursts and ROIs can remain the same for
the automated system and throughout the lifetime of the project (Sentinel-1). Sites which
were initially identified as poorly detectable in the PS calculations had their recognisability
increased through the use of corner reflectors (CR), in compliance with the requests of the
customer. This preparatory work included two main tasks: 1: analysis of the coherence and
intensity of the sites (backscattering coefficient of the objects determines both the coherence
and the requirement for CRs); 2: observation of the local field conditions (whether the field
conditions allow the installation of CRs or not). Intensity and coherence calculations were
performed using the Intensity Time Series (ITS) and Coherence TimeLine (CCD) workflows
of the Envi SARscape® 5.5.2. software (by Sarmap SA, Caslano, Switzerland). The same
bursts and ROIs selected in the previous step (at the PS processing stage) were also used
here. First, coherence pairs were created within a 2-year interval to observe the changes
of the phase of each given site (which was undetectable with PS). Coherence pairs were
created from image pairs at 6 days, 12 days, and 6 months to analyse temporal changes of
the phases along the selected water facilities. The results were interpreted by interferome-
try experts and the general coherence properties of these sites were ranked and classified
according to their phase stability (phase stability categories: poor, medium, good, excellent).
The phase stability categories provided essential information for understanding the phase
properties of the investigated objects and also established a solid basis for CR placement.

The next step was to create an intensity time series of imagery over one year at each site
to observe the mean backscattering (in dB) from sites that were undetectable using PS. This
crucial step was necessary to establish which sites needed CRs to improve the detectability.
However, this was only possible if the radar cross-section of the CR is significantly higher
than the backscattering coefficient of the target, otherwise, the separation of the CR and the
target is not possible.

The resulting data from the exploratory PS processing, intensity, and coherence analy-
sis, allowed a comprehensive list of water facilities to be compiled. These facilities included
those where CRs could improve the observation. It was also necessary to conduct field
work around the facilities to ensure whether there would be any constraints regarding the
installation of CRs. Several field trips were conducted to check the following conditions
around the facilities: orientation, size, structural health of the objects, general land cover
surrounding the object (including number and position of any shadowing objects, any
blocking or interference around the object and the general visibility of the object), and
possible locations for the placement of CRs. Potential CR locations were marked using
geodetic nails, wooden stakes, or paint markings on structures, and also documented
using sketches, photos, and a handheld GPS. Once the evaluation of the field survey was
completed, the list of potential sites was shortlisted and further refined until it was ready to
be forwarded to the clients. The final list included all the information gathered during the
preparatory work at each site, as well as the number of proposed CRs and their potential
locations. This list was forwarded to the clients who then decided on which sites should be
improved by placing CRs, and also gave official approval for the CRs at each site.

2.3. Sentinel-1 Data Processing Pipeline

The InSAR processing pipeline (Figure 2) was part of a nationwide Earth Observation
project called the Földmegfigyelési Információs Rendszer (FIR-Earth Observation Infor-
mation System). It was a complex EO-related national administration project involving
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the use of state-of-the-art DevOps processes. The hardware itself has more than 1000 CPU
cores (700 cores dedicated to different remote sensing workflows), 768 GB RAM, and two
NVIDIA Tesla V100 GPUs. The GPU cards were exclusively dedicated to the InSAR pro-
cessing workflow, and the 2 PB of storage provides nearly limitless storage. The Sentinel-1
Persistent Scatterer processing was integrated into a DevOps environment and a Function-
as-a-Service (FaaS) solution was implemented [40]. The Apache Airflow [41] schedules and
monitors workflows on the cluster machine. Directed Acyclic Graphs (DAG) control the
POD processes of Kubernetes cluster [42], where Docker images as a sound containeriza-
tion solution [43,44], provide the necessary step for the InSAR data processing. It means a
working environment, which comprises of a Docker image, where the Operating System
(OS), SARscape® installer, SARscape® patches ENVI installer and the Python environment
are mounted.
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The core part of the PS InSAR processing chain is the ENVI SARscape® 5.5.2.software.
The processing chain comprises from the standard steps of PS processing in SARscape®.
The first part is about the creation of a connection graph (by geometries), where a master
image and secondary images were selected. This is followed by the image coregistration
and the interferometric step, where the differential interferograms are created from the
stacks (between the master and secondary images). These interferograms then further
analysed in the “Fist Inversion” step, searching for PS points (identifying scatterers with
permanent phase stability). Within this step, a linear displacement model is established
for all detected points. The following stage is the “Second Inversion”, with atmospheric
modelling and noise removal, performed by low and high pass filters. The last processing
step is the geocoding, performed by evaluating the SRTM3 DEM.

SARscape® can take the advantage of the GPU computational capacity, and utilising
the advantage of the cluster environment, allows the Persistent Scattering (PS) workflow
to run in parallel. Two fundamental PS processing workflows were formulated with the
initial PS processing chain, being triggered when the targeted site was handled for the
first time. The reactive orchestrator (Kubernetes) asks for a previous connection graph
of PS processing, and if it is not available an Initial PS workflow will be generated if the
Product API records any new relevant (overlapping any ROIs) S1 data from the FIR data
storage. Product API is responsible for supplying data for processing and saving results
via REST API into the FIR product database. If the PS connection graph already exists, an
Incremental process is mounted by the Airflow DAG (Figure 2). Therefore, incremental
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processing is initiated when a new acquisition is detected in the storage. Two important
additional factors are involved in the system before the final processing—the Temporal
Sliding Window (TSW) of the reference image should be set for a one-year cycle, and also,
the image stack size should be more than 25 acquisitions, before running PS processing of
SARscape®. The TSW of the reference image is designed to select the acquisitions fit to
the one-year timeframe of the processing, as well as to the position of the master image.
With new incoming images, the TSW will be shifted towards time (oldest image will be
excluded, new image will be included in the stack). The unzipped S1 files are stored
in Long Term Directories and the PS pipeline processing is waiting for either available
computational resources or licenses. If all the conditions are given, Kubernetes POD is
triggered and the SARscape® PS workflow runs fully automated. All the code is stored
in GitLab [45], and different orchestrator APIs harmonize the processing pipelines with
the given hardware and software capacities. Cogent design elements of the processing
system ensure the nearly unlimited capacity of the processing system. Bottlenecks may
occur due to the number of different software licenses and of course the hardware capacity
but the general framework of the InSAR processing solution is universal and able to serve
additional end-user demands even in larger countries than Hungary without any further
major development tasks.

2.4. Corner Reflector Installation

After clients finalized their decision on the number of CRs and selected the sites,
further field work was carried out by geodetic experts who were responsible for the
technical implementation of CR placement. They could finalize the exact position of CRs
and supervise the implementation. It is worth mentioning that the orientation of CRs and
the recommended positions were in accordance with well-known good practice [46,47]. In
addition, continual collaboration with the operators of the water facilities was also needed
to finetune CR placement so as not to disturb their operational work.

2.5. Special Early Warning System

The basis of the warning system comprises of different components. Mathematicians,
structural engineers, and InSAR experts worked together to come up with a suitable
model for this complex process. The first phase of the system development was to record
the various parameters which can be measured according to SAR geometry. The line of
site dimension (LOS) is always computable when at least one PS point is located on the
target. If ascending and descending measurements are present on the target within a
certain distance from each other, we can combine them to vertical and East–West horizontal
gradients [48] giving us a 2D measurement (Figure 3). However, it should be mentioned
that the estimation of vertical and east–west components from ascending and descending
Sentinel-1 data can introduce a bias when North–South displacements are not negligible.

The combination of ascending and descending geometries provides additional details
of object stability status. This results in a more detailed structural engineering assessment
for the targeted objects. Essentially, it is an orbital segment of the warning system, however,
it has a terrestrial aspect as well. The various factors were taken into consideration for
water management constructions and each object was assessed individually, as well as an
investigation of the special environmental conditions in combination with the structural
components. Based on this complete and multifaceted evaluation, a threshold value was
assigned for each facility, and when this threshold value is exceeded a warning alert for the
individual structure is given. Threshold values usually range between 10 and 30 mm/y
(total displacement calculated from the annual velocity values of the points) and vary
according to objects of water facilities. In common with another early warning system [49],
our system also provides different alert levels: green means no alert, yellow signifies that
something should be checked or monitored, orange is a moderate warning, and red signifies
a critical status.



Remote Sens. 2022, 14, 3251 8 of 22
Remote Sens. 2022, 14, x FOR PEER REVIEW 8 of 22 
 

 

 
Figure 3. The vertical and east–west components of the critical displacement values determined 
along the x and y axes of the displacement coordinate system in the coordinate system of the 2D 
measurements (tx = displacement threshold defined in the displacement coordinate system in the x-
axis direction, ty = displacement threshold defined in the displacement coordinate system, in the y-
axis direction, x = x-axis of the displacement coordinate system, y = y-axis of the displacement coor-
dinate system). 

The combination of ascending and descending geometries provides additional de-
tails of object stability status. This results in a more detailed structural engineering assess-
ment for the targeted objects. Essentially, it is an orbital segment of the warning system, 
however, it has a terrestrial aspect as well. The various factors were taken into considera-
tion for water management constructions and each object was assessed individually, as 
well as an investigation of the special environmental conditions in combination with the 
structural components. Based on this complete and multifaceted evaluation, a threshold 
value was assigned for each facility, and when this threshold value is exceeded a warning 
alert for the individual structure is given. Threshold values usually range between 10 and 
30 mm/y (total displacement calculated from the annual velocity values of the points) and 
vary according to objects of water facilities. In common with another early warning sys-
tem [49], our system also provides different alert levels: green means no alert, yellow sig-
nifies that something should be checked or monitored, orange is a moderate warning, and 
red signifies a critical status. 

2.6. Dedicated User Interface 
The web-based user interface was built to serve the end-users’ requirements. The 

previously outlined early warning system logic was implemented on the PostgreSQL 
PostGIS backend. The hardware components of the frontend are located on another server 
of HDMS. The RabbitMQ system connects the two facilities, using standard open-source 
messaging services to give a notification about the creation of the PSInSAR results. Ac-
cording to different spatial database views, an opensource GIS server, MapServer, pub-
lishes the relevant spatial datasets related to the selected facility. The platform used for 
the web interface was Angular [50]. In addition to the web map services, different plots 
and information are displayed on the site using standard data transmission services, such 
as Open Geospatial Consortium (OGC), Web Mapping Service (WMS), and OGC Web 
Feature Service (WFS). Users can select the relevant site, edit the main parameters of the 
objects, download reports, and display different plots. Additionally, the system can auto-
matically send warning messages to the facility manager when the displacement of the 
water facility exceeds the defined threshold value. The end-user does not have access to 
intervene in the processing chain and has no permission or authorization to modify the 
SAR data workflow. 

Figure 3. The vertical and east–west components of the critical displacement values determined
along the x and y axes of the displacement coordinate system in the coordinate system of the 2D
measurements (tx = displacement threshold defined in the displacement coordinate system in the
x-axis direction, ty = displacement threshold defined in the displacement coordinate system, in the
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2.6. Dedicated User Interface

The web-based user interface was built to serve the end-users’ requirements. The
previously outlined early warning system logic was implemented on the PostgreSQL Post-
GIS backend. The hardware components of the frontend are located on another server
of HDMS. The RabbitMQ system connects the two facilities, using standard open-source
messaging services to give a notification about the creation of the PSInSAR results. Accord-
ing to different spatial database views, an opensource GIS server, MapServer, publishes
the relevant spatial datasets related to the selected facility. The platform used for the
web interface was Angular [50]. In addition to the web map services, different plots and
information are displayed on the site using standard data transmission services, such as
Open Geospatial Consortium (OGC), Web Mapping Service (WMS), and OGC Web Feature
Service (WFS). Users can select the relevant site, edit the main parameters of the objects,
download reports, and display different plots. Additionally, the system can automatically
send warning messages to the facility manager when the displacement of the water facility
exceeds the defined threshold value. The end-user does not have access to intervene in the
processing chain and has no permission or authorization to modify the SAR data workflow.

2.7. System Performance Testing

Starting of the PS processing of each site within 24 h after a new incoming SLC
image arrives was a clearly defined user request. Therefore, we executed/monitored the
processing time of the study areas. However, we should mention before the description
of the tests that the FIR system itself, runs several other jobs too (such as forest detection,
flood monitoring, burn area identification, etc.) which can have a significant effect on the
interferometric processing time in the sense of number of available ENVI and SARscape
licenses and available GPU and CPU cores. On the other hand, system performance
depends both on the present hardware and the software solution and the former can be
very easily changed and of course, the processing times will change regarding the new
configuration. Therefore, the testing was performed in two different phases. The first
was the initial modular testing, when we tested the performance (processing time) of each
InSAR module. These runtimes have been not affected by other processes since they were
run on the same hardware before launching the live system.
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Final performance tests were executed on the live system. During the testing of
the software performance, we took 150 random samples from PS processing times of
sites in ascending and descending geometries and of course from the combination of
geometries. Sampling of the processes was executed several different times, in all three cases
to monitor the performance of the system before and after fine-tuning the processing chains.
Considering the number of sites (63 facilities), each site was represented at least twice in the
test data in ascending, descending, and also in geometry combinations. Sampling happened
in the live system disregarding other non-InSAR processes started by the computer (which
significantly influenced the capabilities of the system). The start time of the process was
recorded as the creation date of the last SLC image at the given site in each geometry,
while the end date was the creation date of the final product. In the case of ascending and
descending data combination, the start date was the creation of the first available file for
the combination, while the end date was the creation date of the final product. End- and
starting date differences were further analysed in R software. Important to add that the
test runs were load tests of the entire FIR development, therefore during the PS processing
other routine satellite image processing also were executed.

3. Results
3.1. Preparatory Works

As a result of consultation with the operators of the water management facilities,
important information was collected which helped to differentiate the structures into
categories. In total there were eight types of water facilities (Figure 4), dominated by
sluices, weirs, floodgates, and dams. It should be mentioned that there are only functional
differences between floodgates and sluices, which means that collectively they are the most
common type. Object size reflects the overall heterogeneity of the facilities, where the
detection of facilities with small, very small and extremely small sizes may be challenging
for S1. In total, 80% of the facilities are in rural areas, where forests, groves, and grassland
often shade and reduce the visibility of the structures. The coherence is excellent in only
22% of facilities and there were no PSs found for 30% of the objects. On the other hand,
37% of the facilities are covered by good coherence and more than 50% are detectable with
more than 10 PSs.

There are three typical facility types as highlighted in Figure 5. Large modern flood
gates in good condition and clearly defined reinforced concrete structures (A1) reflect stable
signals toward the satellite even if the orientation of the object (A2) is not ideal regarding
the satellites’ orbits. Overall, 25% of the facilities are weirs (B1), where usually the service
buildings are detectable since their main structural elements are below the waterline. Their
detectability is highly dependent on their size, design and the vegetation cover surrounding
them. B1 and B2 show weirs with small service buildings, which cannot be measured by
the sensor. In addition, the installation of CRs is also not possible due to tree shading and
the moving parts of the weir.

Dams of water reservoirs (11% of facilities) are often unmeasurable due to the grass
cover on the earthworks. Usually, their overflow drain is the only feature which provides
higher intensity, however, even they cannot provide accurate phase information due to
fluctuating water levels and the double bounce nature of the signal. The detectability of
these objects, however, is easily improved with CRs. The general backscattering of dams is
low, and they are usually in a wide-open area, where trees and other objects do restrict the
placements of CRs.

Out of the 83 objects at 63 water management sites, 51 objects could be regularly
monitored using PS techniques without any further improvements, which left 32 objects
where the PS algorithm did not find any PSs.
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Coherence thresholds in the surroundings of facilities were the following: poor < 0.3, 0.3 < good < 0.5,
excellent > 0.5).

Upon further fieldwork at each location, it became apparent that from the 32 question-
able sites, 10 objects could be improved leaving 22 sites where it was not possible. There
were several reasons for this, for example, the small size of the object, or the presence of
moving parts which limited the placement of the 2-metre diameter CRs. Other reasons
included dense vegetation cover (with trees shading along the direction of ascending and
descending geometry), or the site was under reconstruction. The relatively high price of
CRs was another important aspect for the clients which limited the number of CRs. Overall,
24 single-sided CRs were allocated to 7 water facilities. Ideally CRs were installed towards
both ascending and descending geometries (Figure 6) at the same time, and a maximum of
3 CR pairs were installed for each site at different points of the structure. On some sites,
however, only 1 CR was installed due to local site conditions. With correct CR installation,
the number of the observable sites increased to 58, making up 70% of the total objects. The
mean backscattering of the sites made it apparent that the minimum radar cross-section of
each CR should not be lower than 36 dB, which also assisted with the final CR selection.
Finally, the CR manufactured by Elital Srl provided the sufficient (36 dB) radar cross-section
(RCS), while the CRs of other competitors remained far below that number.

Figure 7 shows the vegetation on the earthworks (dam of a reservoir), where only
the overflow drain provided higher coherence (and only in ascending geometry), and
the grass surface of the object reflected an uncorrelated signal making it impossible to
monitor the object. To compensate for this, three CR pairs, facing both ascending and
descending S1 orbits, were installed on the crown of the dam which led to a significant
improvement in the coherence (right side of the figure) and allowing the detection of the
objects in both geometries. This made it possible to combine the measurements of both
orbits and calculate the east–west and vertical displacements of CRs. The CRs on the top of
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the dam reflect continuous subsidence, however, this is due to the compaction of the soil
after their installation.
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Figure 5. Typical detectable (A1), undetectable (B1) and improvable (C1) sites and their land cover
from Google satellite images (A2–C2). Typical PS densities of site types are the following: undetectable
site = 0 PS (but improvement is impossible with CR), detectable = usually 5 + PS, improvable = from
0 to 5 (but improvement is possible with CR).

3.2. System Development and Performance

The PS processing pipeline described earlier can process the S1 measurement within
24 h of the data being downloaded into the Hungarian Collaborative Ground Segment.
This means that end-users receive any possible alarm notifications within a day of new
S1 images being acquired. The processing time of the new Sentinel-1 data depends on
several factors, the first being the available computational resources on the cluster machine.
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Although Kubernetes orchestrator checks this parameter, it does not specifically monitor
the type of resources which are available (CPU or GPU). If there are enough processing
units available, then the workflow will be triggered. GPU-supported processes are faster
due to the implemented parallelization. Another determining factor of the processing
time is unzipping the processing chain which is relatively time-consuming. Separate API
analyses free ENVI and SARscape licenses, and if there are enough free instances then the
workflow is initiated.

Different PS task methods (initial, incremental, combined) also have an impact on the
processing time. It is important to highlight that the average area of the ROI’s is around
25 km2. Initial processing means that a full stack of new acquisitions is processed which
takes 90–120 min during the initial modular testing, depending on GPU or CPU utilization.
The incremental workflow covers those cases, when we have the preliminary results (from
previous incremental or initial run) and the previous connection graph and interferograms
of reference and secondary images are available, then only 15–30 min of processing time is
needed. Combined workflow fuses ascending and descending geometry PS measurements
in order to extract the vertical and horizontal components of the movements. This task is
completed relatively quickly, taking about 2–3 min.
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Figure 7. Improving the detectability of a dam with three pairs of CRs. Top left figure = overview of
the dam from Google satellite images, top right figures = coherence of the site from ascending and
descending geometry of S1, bottom figures = combined vertical PS measurements of the dam after
CR installation and time series of one of the CRs and an adjacent stable building. (Please note, that if
the area was not showing any PS where now the CR is, then the little new clusters of PS might relate
with the side-lobes of the CR. In such a case, they would present the same displacement rate of the
main lobe).

Taking into account the final performance test result of the system, it is obvious that
the aforementioned processing times have been exceeded by the live system (Figure 8
and Table 1). Most of the PS processing has been finished within 1.9 and 2.1 days in
ascending and descending data on average, while combination jobs of LOS data have taken
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ca. 5 days. It means that the system is capable of processing an acquisition before a new
one arrives even in the worst cases, and it is also capable to calculate combined data in
most cases. It should be also noted that the sampling of the live system was performed
using several iterations and the performance significantly improves with time thanks to
the fine-tuning procedure.
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Table 1. Statistical descriptors of processing times in ascending and descending geometries and
geometry combination (in days).

Min. 1st Qu. Median Mean 3rd Qu. Max.

Ascending geometry 0.1858 0.2536 2.829 2.1505 3.6923 4.8418
Descending geometry 0.212 0.3956 1.2489 1.9875 2.373 5.89

Geometry combination 2.726 3.911 5.202 4.884 5.711 6.7

At this point, it is important to highlight that each site follows a special processing
workflow. The sequence of PS processing is due to the time sliding window (TSW) period
and the descending/ascending acquisition geometries. In every monitored area, the PS
job starts with an initial ascending or descending process (Figure 9), which follow each
other (1–2). After the initial processing of ascending and descending geometry, a combined
task is triggered (3). When a new image is available, an incremental ascending or descend-
ing workflow will follow the combined task, and after this incremental job, a combined
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task runs (4–7). If we set the TSW period to one year and new S1 images are available
every 6 days, then after half a year (around the 50th job) the initial process will be executed
(Sentinel-1B failure does not affect the processing chain). If for some reason, only ascending
or descending S1 images can be used, the workflow still runs without issues, however, in
this case, the combined workflow will not run, because only the results of one geometry
are available.
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3.3. Deployment of the Early Warning System

The headquarters of HDMS is the end-user of the system and is currently trialling
this monitoring system. Preliminary results from the first year are shown in Figure 10.
Although this shows that a large number of water management objects are in the high-risk
category, this does not reflect the real field conditions, since the facilities are known to be
stable. It means that several aspects of the system (mainly the risk thresholds) are still
in the validation and assessment phase. The validation procedure consists of multiple
methodological approaches, the most important being comparing PS measurements with
traditional levelling. On-site surveys and structural diagnostics are used in cases where
significant displacement is measured by the PS monitoring system. Significant displace-
ments are what overruns the displacement threshold defined by the scientific team of the
system designers. These control processes allow more accurate threshold calibration for
each object monitored. This validation process also provides a suitable basis for further
legal regulation of the water management facilities.
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The early warning system works as a preliminary “spatial decision support system”,
and the results are treated accordingly. Currently, the annual geodetic survey is still the
primary method to monitor these facilities.

One of the main results of the project was that the stakeholders clearly understood
the advantage of InSAR based monitoring system and a legal process to reflect this has
been initiated.

A further finding is that bigger structures, such as hydropower plants, weirs, sluices,
and water treatment plants, which have a considerable number of PS points, would allow
more complex analysis in the future. These bigger structures pose greater hydrological
hazards than small installations. Although Sentinel-1 images are limited concerning small
objects, they also pose a relatively small hazard from a disaster management viewpoint.
This means that the Sentinel-1 sensor is capable of providing an officially acceptable
solution for fully automated monitoring of critical infrastructure using free and open-
source datasets. The system includes data processing, data transfer, backend warning
system implementation, and GIS stack in order to create interactive online maps. The
performance of the system satisfies the end-user requests and it creates a solid base for
the country-wide continuous monitoring of water facilities. Thanks to the system design,
high-resolution X-band acquisitions also can be processed if images are available. However,
it requires the assistance of the operators. Each part of the system serves to fully utilize
the Sentinel-1 monitoring system and make it more accessible for additional governmental
implementation of InSAR technology. It is also important to highlight, that an easy to use,
GIS-based user interface significantly improved the adoption of the system (Figure 11).

One important aspect when designing the user interface was that the user can access
all the relevant information on one screen. The dashboard-like design satisfies the user’s
demands and ensures the exact site selection, and time-series display of the PS point, and
also allows editing of the main parameters. An additional feature of the user interface
is that the user is able to save the displacement data as a report file. In terms of user
implementation, HDMS is particularly pleased with the new solution and is committed to
making it fully operational over the next couple of years.
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4. Discussion

Considering the development of the automated interferometric processing chain,
several methodological approaches were formulated and described in the previous chapter.
This section is dedicated to discussing the main cornerstones of the whole procedure,
such as the role of the CRs, the system performance, the main questions of the early
warning system and finally the role of the near real time processing in the light of the
user requirements.

During the pre-processing phase of the work, it soon became obvious that even under
the favourable conditions of the facilities (concrete structures, metal parts, etc.) only a
limited number of the sites can be monitored without further on-site installations. The
detectability of the facilities could only be improved by installing CRs, however, due to
the high price of the devices and the limited budget, the site preparation for the CR site
selection and installation required an enormous number of working hours and very careful
planning. Considering the devices, their design is quite standard, and their size and weight
vary according to the wavelength of the sensor and nearly the RCS of CRs differ. The
limited number of manufacturers and the high standards required during manufacturing
mean relatively high prices and fewer choices regarding the physical parameters of the
CRs. However, only one CR placement was rejected due to the size of the CR and the lack
of an empty place on the structure. Another solution could be the deployment of electronic
CRs (ECR) where the space for the placement is limited but the price of ECRs are more than
two times higher than the same of conventional CRs. Additionally, ECRs require regular
maintenance, even if their batteries can last several months.

With the installation of the CRs 7 facilities appeared in the system. On the one hand,
each CR produced more than one PS point at each geometry, which is unfortunate at
the first glance (otherwise in a normal case we should receive only one PS/CR). On the
other hand, the increased number of PS caused by the side lobes of the CRs, and their
displacement trends are identical to the main lobe and do not have any negative effect
on the warning system. However, finally, it should be taken into account that CRs reflect
relatively significant displacements after their placement (therefore, higher warning levels)
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due to the soil compaction. Therefore, their signal should be carefully interpreted even
months after their installation.

The operators requested that all the new incoming image has to be processed as
soon as possible, therefore, we ran initial and final tests on the live system, to meet their
requirements. Of course, the initial modular tests highly overperformed the processing
times of the live system. As it was mentioned before, it is the result of many factors and
with the finetuning of the system, processing times were reduced to a level, where SLC
images can be processed and implemented to the time series before the next acquisition
arrives. It shall be noted that with the failure of the Sentinel-1B (S1B), this feature is much
less significant since the system must wait 12 days before the new acquisition. Furthermore,
system performance always depends both on the hardware and the software and the former
can easily be changed and, of course, processing times will change regarding the new
hardware. Notwithstanding, the system shall be prepared for the launch of the upcoming
S1B successor and later it shall be prepared to deal with new sensors (e.g., Sentinel-1 Next
Generation [51]), even sensors with different wavelengths (e.g., Rose-L [52]) or higher
resolution. However, it can be stated today that the present performance fits to the main
user requirements and it is functioning with a reasonable performance.

One of the main outcomes of the system beyond the displacement data towards the
user is the early warning system and its user interface. It plays an extremely important
role in introducing the InSAR technology itself to the water facility operators and the
authorities. As Figure 10 suggests, that despite the careful setup of displacement threshold
values, the warning system indicates 34 warnings from the low to high categories. We
believe that most of them are false positives, and they are due to the lack of finetuning
of thresholds. Warning signal-triggered field surveys can help to overcome this problem
by ensuring that the structures are stable, and they can help to finetune the thresholds.
The flexible user interface plays here an important role, where the users can maintain the
pre-defined displacement values and finetune the system this way. Finetuning such a
warning system is a long-lasting procedure but could help to protect these critical water
facilities (emergency management aspect) and parallelly embed the InSAR technology in
the decision-making procedures.

One of the main cornerstones was the “near real-time” processing capability of the
system, which triggered long discussions during the system development. In the light of
the system performance test, it is advantageous to tune the system towards the real-time
processing from the technical perspective, since there are other processes in the present
performance which can elongate PS processing times. Therefore, a more capable system
(better hardware architecture and, e.g., GPU-based processing) can compensate for the
delay caused by other ongoing processes. From the application point of view, the near real-
time processing is less favourable or simply just not needed since a new single measurement
cannot influence the measured general displacement trends (annual velocity). However, on
the other hand, it is extremely useful to observe the temporal evolution of displacement
velocities from time to time. These changes can also indicate changes in the behaviour
of the structure. Hence, it shall be highlighted that the annual velocity of PS points is an
important descriptor of the temporal behaviour of the points, which eliminates false alarms
which could be triggered by fast jumps in the time series.

5. Conclusions

In this article, we have presented a comprehensive, fully automated, operational
InSAR monitoring system and demonstrated the potential of a nearly real-time warning
system for water facility management. The realization of this development is a result of
numerous technical factors (large volume of Sentinel-1 data, High Performance Computing,
GPU, cutting edge InSAR processing algorithms and complex solutions of SaaS). However,
it is particularly important to also consider the practical aspects and accommodate specific
requests from the end-user and those creating the system. Collaboration and constructive
discussion of various users’ concerns and special technical conditions is the essence of
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an operational application. Our paper aims to make recommendations that improve the
effectiveness of future dedicated InSAR monitoring systems.

First of all, a fully automated InSAR application without on-site fieldwork and consid-
ering the local conditions is complicated to adapt to the request of the end-users. Addition-
ally, it is impossible for the specific end user to understand the potential of the Sentinel-1
InSAR monitoring system without initial pre-processing of the detected area. This step
provides useful information on the planned service and highlights the system’s limitations.
Sentinel-1 is an appropriate choice for a nationwide operational monitoring system of
hydrological sites, especially if the targeted side is larger than 1000–5000 m2 and even more
so if it is located near grassland close to a built-up area and oriented towards the ascending
or descending orbit.

It is important to consider a detailed technical analysis of the whole system when
we would like to install the operational Sentinel-1 data-based monitoring system. The
number and distribution of the targeted objects, the total size of the detected area, and the
observation frequency of the object all influence the required hardware demands. It is useful
to categorise different constructions according to their structure, functionality, orientation,
and surrounding environment to avoid incorrect interpretation of the PS results.

To set up a financial plan for the complete InSAR technology-based early warning
system, it is essential to consider the following factors: the number of the sites, the extent
of the targeted objects, distribution of the sites according to the relative orbits number,
processing frequency, applied InSAR technology (PS or SBAS), commercial or open access
SAR data, and automated or manual systems.

The authors of this article and those involved in the project are confident that In-
SAR technology will play an increasingly important role in the large-scale monitoring
of important infrastructure. In particular, further development is required to ensure the
safety of populations facing threats through increasingly ageing infrastructure and extreme
conditions brought about through climate change.
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Abbreviations

API Application Programming Interface
CCD Coherence Timeline
CR Corner Reflector
DAG Directed Acyclic Graphs
EGMS European Ground Motion Service
ESA European Space Agency
FaaS Function as a Service

FIR
Earth Observation Information System (in Hungarian: Földmegfigyelési
Információs Rendszer)

GIS Geographic Information System
GNSS Global Navigation Satellite System
GPS Global Positioning System
HDMS Hungarian Disaster Management Service
InSAR Synthetic Aperture Radar Interferometry
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ITS Intensity Time Series
OGC Open Geospatial Consortium
PS Permanent Scatterers
PSInSAR Permanent Scatterers Interferometric SAR technique
REST Representational State Transfer
ROI Region of Interest
SaaS System as a Service
SAR Synthetic Aperture Radar
SBAS Small-Baseline Subsets
TSW Temporal Sliding Window
WFS Web Feature Service
WMS Web Mapping Service
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