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Abstract: The validation of precipitation estimates is necessary for the selection of the most appropri-
ate dataset, as well as for having confidence in its selection. Traditional validation against gauges or
radars is much less effective when the quality of these references (which are considered the ‘truth’)
degrades, such as in areas of poor coverage. In scenarios like this where the ‘truth’ is unreliable or
unknown, triple collocation analysis (TCA) facilitates a relative ranking of independent datasets
based on their similarity to each other. TCA has been successfully employed for precipitation error
estimation in earlier studies, but a thorough evaluation of its effectiveness over Australia has not been
completed before. This study assesses the use of TCA for precipitation verification over Australia
using satellite datasets in combination with reanalysis data (ERA5) and rain gauge data (AGCD) on
a monthly timescale from 2001 to 2020. Both the additive and multiplicative models for TCA are
evaluated. These results are compared against the traditional verification method using gauge data
and Multi-Source Weighted-Ensemble Precipitation (MSWEP) as references. AGCD (KGE = 0.861),
CMORPH-BLD (0.835), CHIRPS (0.743), and GSMaP (0.708) were respectively found to have the
highest KGE when compared to MSWEP. The ranking of the datasets, as well as the relative differ-
ence in performance amongst the datasets as derived from TCA, can largely be reconciled with the
traditional verification methods, illustrating that TCA is a valid verification method for precipitation
over Australia. Additionally, the additive model was less prone to outliers and provided a spatial
pattern that was more consistent with the traditional methods.

Keywords: satellite precipitation validation; triple collocation analysis; monthly precipitation

1. Introduction

Precipitation estimates from satellite remote sensing provide an alternative to gauge-
or radar-based measurements with greater spatial coverage and improving accuracy [1,2].
Although the Australian Bureau of Meteorology has a well-maintained gauge record dating
back decades, satellite precipitation estimates (SPEs) can complement and potentially im-
prove the history of Australian precipitation records, leading to an improved ability to place
extreme precipitation events within a climatological context. This leads to better drought
and heavy precipitation monitoring [3], amongst numerous other applications [1,4–6]. Vali-
dation of the accuracy of SPEs is critical to confidence in their usage, but traditionally, this
requires a reference dataset that can be taken as ‘truth’, which can be difficult to ascertain,
particularly where rain gauges or radar coverage do not exist.

Chua et al. [7] recently performed an analysis of SPEs over Australia that showed
that blended satellite-gauge products had higher correlations and smaller errors than a
gauge analysis. Beck et al. [8] found that multi-modal SPEs have higher Kling–Gupta
efficiency values (KGE) over the continental United States of America (USA) than datasets
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that were not gauge-corrected. In regions of low gauge density (such as the Tibetan Plateau),
sounder-based and gauge-corrected SPEs appear to be more accurate than those that are
gauge-calibrated [9]. In addition to the previous findings of SPE comparison over Australia
(e.g., [10]), there is yet to be a triple collocation analysis (TCA) using contemporary reference
datasets over Australia.

TCA is a technique that is used to calculate metrics of accuracy against numerous
independent reference datasets in the absence of a known ‘truth’ [11,12]. Datasets tradition-
ally taken as ‘truth’ such as gauge or even radar data can be lacking in coverage, and in
these areas, TCA offers a spatially consistent way of assessing the performance of datasets.
Furthermore, the dataset taken as ‘truth’ will always contain its own biases which can skew
the analysis. By comparing datasets that ideally have independent errors, TCA helps to
circumvent this effect.

There are two models of TCA, depending upon the chosen nature of errors in the SPE.
There is an additive error model:

R = a + B T + ε (1)

and a multiplicative error model, which is considered more accurate for precipitation data
due to the sporadic nature of precipitation amounts [12]:

R = aTbε,

which can be transformed into

ln(R) = ln(a) + B ln(T) + ln(ε), (2)

where R is the observed precipitation amount, T is the unknown true precipitation amount,
ε is the random error, and a and B denote systematic biases. The multiplicative error model
is originally based on a product of the systematic error (aTB) and the random error (ε).
The log-normal transformation is introduced to reduce the skewness of the random errors,
which are ideally assumed to be normally distributed [13].

The underlying assumptions to perform TCA are: (i) stationarity of the statistics,
(ii) linearity between at least three estimates (versus the same target) across all timescales,
and (iii) the existence of uncorrelated errors between at least three estimates [11,12]. It
should be noted that satisfaction of these assumptions is not just limited to TCA; they are
also pertinent for more conventional validation metrics such as the Pearson correlation and
the root-mean-squared-error (RMSE) [14].

TCA was originally used to quantify the error characteristics of wind data by Stoffelen
(1998) [15]. Roebeling et al. (2012) [16] were the first to apply TCA for precipitation,
although contemporary usage is still developing. Wild et al. (2021) [17] previously used
the analysis with a reanalysis and soil-moisture-based precipitation estimates over the
Pacific Islands to evaluate SPE accuracy without using gauges. Alemohammad et al.
(2015) [12] postulated that the multiplicative error model was more realistic for biweekly
accumulations in a study over the USA, while Massari et al. (2017) [11] found that usage of
the multiplicative error model was unnecessary for daily timescales. Although both studies
determined TCA to be an effective means of validation, regional performance should not
be generalised due to variation in how the underlying datasets perform over different
regions. The investigation of both error models over Australia would be of great value
in understanding the applicability of TCA globally, given the wide range of climates in
Australia, as well as its variance in density of gauge observations. This study thus aims to
address two questions:

1. Is TCA a reasonable validation method for precipitation over Australia?
2. Is the additive or multiplicative error model more appropriate for precipitation TCA

over Australia?
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The paper is organised as follows: Section 2 describes the study area, datasets, and
methods used in the study. Section 3 presents the results, while Section 4 discusses the find-
ings and provides recommendations for SPE usage and comparison. Section 5 summarises
the major findings.

2. Materials and Methods
2.1. Study Area and Study Period

The study area of mainland Australia and Tasmania extends from 112.125◦E to
155.875◦E and 9.875◦S to 44.125◦S. Only land area was considered. The study period
was limited to the range of our SPE data—from January 2001 to December 2020. The data
were evaluated on a monthly timescale. Figure 1 provides a map of the study region, along
with topography as derived from the ETOPO1 dataset. The ETOPO1 dataset is a 1-arc
minute global relief model that models the bedrock and icesheet of the globe through the
unification of data from numerous global and regional digital datasets [18]. The locations
of stations from December 2020 are also depicted.

Figure 1. Map of study domain, adapted from [7]. The blue dots represent stations, while the
white–red shading depicts elevation as derived from the ETOPO1 dataset.

The Australian climate spans tropical precipitation in the north with summer mon-
soons to mid-latitude storms and synoptic-scale frontal systems in the south [19]. The Great
Dividing Range causes orographic precipitation off the east coast of the continent, with a
desert interior that sporadically experiences precipitation from northwest cloud bands and
convective elements. These different precipitation environments lead to variances in SPE
performances [20].

2.2. Datasets

For this study, three satellite precipitation datasets widely used in evaluation studies
were selected: the Japan Aerospace Exploration Agency’s (JAXA) Global Satellite Mapping
of Precipitation (GSMaP V6), the U.S. National Oceanographic and Atmospheric Admin-
istration’s (NOAA) Climate Prediction Center morphing technique (CMORPH V1), and
Climate Hazards Group’s Infrared Precipitation with Stations (CHIRPS V2).
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GSMaP uses the Global Precipitation Mission (GPM) constellation and NOAA Climate
Prediction Center (CPC) 4 km infrared (IR) product [21,22]. The version used in this study
is the Gauge Near-Real-Time (GNRT) version where the CPC daily global dataset of rain
gauges is used to calibrate the GSMaP estimates by roughly matching their values across
the past 30 days [9].

In this study, the CMORPH gauge-blended (CMORPH-BLD, hereafter referred to as
CMORPH for brevity) product, which further incorporates gauge data through optimal
interpolation, was selected for evaluation. It has been shown to be more accurate than its
alternative, CMORPH gauge-corrected (CMORPH-CRT), in regions where a dense gauge
network exists [7], though performance is similar when gauge density is low [23].

GSMaP and CMORPH data were made available through the WMO’s Space-based
Weather and Climate Extremes Monitoring (SWCEM) [24].

The CHIRPS dataset was created as part of the USA Agency for International Devel-
opment Famine Early Warning Systems Network (FEWS NET) [2]. Compared to similar
drought-focused SPEs, CHIRPS performed the best for predicting maize production in
Tanzania [25]. It has a higher resolution (0.05◦) compared to GSMaP (0.1◦) or CMORPH
(0.25◦) and a larger temporal coverage (beginning from 1981, compared to around the 2000s
for other SPEs).

The European Centre for Medium-Range Weather Forecasts (ECMWF) produces the
ERA5 reanalysis product, which uses a range of weather observations from multiple
sources, including satellites, for humidity, air pressure, wind, and temperature, to provide
an accurate history of global meteorology from 1950 to present [26]. It does not directly
ingest rain gauge data, with a second-order inclusion occurring from the use of a gauge-
adjusted radar analysis over the USA, in the addition to usage of satellite information.
Reanalyses were noted to perform better than satellite estimates in Egypt (an arid, gauge-
sparse domain) [27], though, over most non-polar latitudes satellite estimates have been
demonstrated to be superior [28].

Multi-Source Weighted-Ensemble Precipitation (MSWEP) is a merged product com-
bining numerous gauge, reanalysis, and satellite products [29]. Version 2 of the product
provides a higher resolution (0.1◦) and corrects to gauges (rather than to the CPC gauge
analysis, as CMORPH and GSMaP do). It is considered to be one of the most accurate near-
real-time satellite products available due to its optimised merging of other precipitation
products [8].

The Australian Gridded Climate Data (AGCD) [30] provides highly accurate rain
gauge data, at least where rain gauge density is sufficient, in a gridded format. It is
produced by the Australian Bureau of Meteorology (BoM) at a high resolution of 0.05◦.

The stations used for verification in this study were obtained from the BoM. Data with
a quality flag of less than6 was used, meaning that it had been checked as not being suspect.
This resulted in a minimum (maximum) of 4346 (6664) stations across the study period
(from 2001 to 2020). These stations are used to create AGCD, leading to in-sample skill
inflation during the in situ validation. This also affects CMORPH, CHIRPS, and MSWEP,
which are explicitly corrected to a large subset of these stations. GSMaP is less affected
because a correction factor based on recent historical values is used, rather than an explicit
correction to the value of the current month.

Radar offered a potential validation data source that had the attraction of increased
independence to the datasets used in this study. However, we elected not to utilize it
because its spatial coverage over Australia is relatively sparse, in addition to it largely
overlapping with gauge coverage. An interpolated radar dataset over Australia does not
exist. The gaps in radar coverage make it better suited to a study focused on smaller,
specific sub-domains, rather than a continental study.

Publicly available datasets are available for ERA5, MSWEP, AGCD, and CHIRPS.
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2.3. Method

Python was used for all data handling, verification, and visualization. The NumPy,
Matplotlib, and SciPy libraries were used for basic functions, with the triple collocation
analysis code being created in line with theory. Data was downloaded as NetCDF4 files for
all datasets, converted to units of mm per day, and re-gridded to a common resolution of
0.25◦ via bilinear interpolation, as this was the coarsest resolution amongst the datasets.
A common land–sea mask from CMORPH was applied to all the datasets to remove the
variation of masks amongst the datasets. CMORPH’s mask was used as it presented a
compromise of coverage between the CHIRPS and ERA5 masks.

The data was segmented into four austral seasons—summer (December, January,
and February, hereafter referred to as DJF), autumn (March, April, and May, hereafter
referred to as MAM), winter (June, July, and August, hereafter referred to as JJA), and
spring (September, October, and November, hereafter referred to as SON).

Three types of validations were performed to evaluate the accuracy of the datasets.
The first two were based on the traditional validation method of using a reference dataset.
Specifically, these were an in situ comparison to gauges and a comparison to a gridded
dataset, MSWEP. The third was a TCA completed by forming triplets between each SPE
(GSMaP, CMORPH, and CHIRPS) and the pair of ERA5 and AGCD. Both the additive and
multiplicative error models were evaluated.

To perform the in situ comparison, for each station value, a value of the gridded
dataset was obtained by re-centering the data to the station location. This was achieved by
bilinearly interpolating the gridded data to the coordinates of each station. As a gridded
average was compared to a point value, the different sampling scales result in a spatial
representation error, but this error would be present across all the datasets, meaning a
comparison between datasets is still reasonable.

The Kling–Gupta efficiency (KGE) is a summary statistic that considers the correlation,
bias, and variability of a dataset [31]. The KGE was calculated using the stations that were
available for each month. The relevant formulae are given below:

KGE = 1 −
√
(r − 1)2 + (β− 1)2 + (γ− 1)2 (3)

β =
µs
µo

and γ =
σs/µs
σo/µo

(4)

where r is the Pearson correlation coefficient, the bias ratio β is the ratio of the estimated
and the observed means, and the variability ratio γ is the ratio of the coefficients of variance.
The subscripts s and o represent the SPE dataset being verified and the reference dataset,
respectively. A KGE value of 1 represents optimal performance or a perfect match to
the reference.

The KGE metric was also used for the gridded comparison between GSMaP, CMORPH,
CHIRPS, and AGCD to MSWEP. The median of KGE values across each pixel was taken for
the gridded analysis, while the KGE was measured month-by-month across all contribut-
ing gauges in the study area for the gauge-based analysis due to a differing number of
contributing gauges. The bootstrapping (n = 1000) of median values was used to calculate
confidence intervals that were visualised on boxplots.

To perform TCA, the time series of the SPEs, AGCD, and ERA5 was used to create
a 3 × 3 covariance matrix (C) for each pixel. This matrix was then used to calculate the
cross-correlation (CC) and the error statistic (σ) between the SPE and the unknown true
precipitation. The equations using an additive error model are:

CC =

√
CX,Y CX,Z

CX,X CY,Z
(5)
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σ =

√
CX,X − CX,Y CX,Z

CY,Z
(6)

where X represents the SPE being considered, Y is AGCD, and Z is ERA5 [11]. Note that
these equations can be intuitively explained with the covariance indicating whether the
datasets are positively or inversely related to each other. For the CC, the metric improves
when the SPE has stronger covariances to AGCD and ERA5 (with the relationship being
less significant when AGCD and ERA5 are strongly correlated), and when the variance of
the SPE is smaller. For the error statistic, it is proportional to the variance of the SPE, with
the second term indicating that the error is smaller when the covariances between the SPE
and AGCD and ERA are greater (again, scaled by the covariance of AGCD and ERA5 to
indicate lower significance when AGCD and ERA5 are strongly correlated).

Similar equations apply for a multiplicative error model where the time series are
converted to a natural logarithmic scale, any values of zero are converted to 0.005 mm/day
(the logarithmic function used in the model does not allow for zero values), and the square
root is not taken [12].

CC =
CX,Y CX,Z

CX,X CY,Z
(7)

σ = mean(X)×
(

CX,X − CX,Y CX,Z

CY,Z

)
(8)

Bootstrapping (n = 500) was used to calculate the 95% confidence interval associated
with the values.

Due to the performance of each product varying throughout the year [32], as well as
to reduce non-linearity in the datasets from differing climates [14], it is conventional to
subtract the climatological average from each month’s value, resulting in the data being
expressed as monthly anomalies, rather than totals. However, using anomalies restricts
our analysis to the additive error model (Equation (1)) because negative anomaly values
in the multiplicative error model would generate imaginary numbers. Consequently, the
anomaly approach was not employed in this study and the data maintained its seasonality.
Increased non-linearity between the datasets could reduce the statistical significance of the
TCA results.

2.4. Evaluation of Satisfaction of Triple Collocation Assumptions

The degree to which the datasets satisfy the assumptions required for TCA is an
integral part of this study as it determines how appropriate TCA will be for each dataset.
Namely, the assumptions considered in this section are:

1. Linearity between datasets
2. Stationarity of datasets
3. Independence of errors between the datasets

2.4.1. Linearity between Datasets

Each product in the TCA needs to be measuring the same phenomena, and mathemat-
ically, TCA relies on the datasets being linearly related. To test this, the anomalies of each
dataset are plotted against each other (Figure 2). A high Pearson correlation indicates that
the datasets are linearly related.

There is a positive correlation between the SPEs and the reference datasets. GSMaP
and CHIRPS both appear to show a greater degree of linearity to ERA5 than to AGCD,
whereas CMORPH has stronger linearity to AGCD. There is a temporal trend between
CMORPH and ERA5 (middle left) and CHIRPS and AGCD (bottom right), where over
time, CMORPH and AGCD show lower values of precipitation values compared to ERA5
and CHIRPS, respectively.
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Figure 2. Scatterplot of monthly average precipitation anomalies across the study region for each
SPE compared to ERA5 and AGCD. Units are in mm/day. The pale dots indicate months earlier in
the study period and the dark dots represent months closer to the end of the study period.

2.4.2. Stationarity of Datasets

The assessment of the stationarity of statistics can be performed with an Augmented
Dickey–Fuller Test (ADFT). The smaller the value, the greater the confidence that a dataset
is stationary. The probability values correspond to the confidence level in rejecting a null
hypothesis that the dataset is not stationary. The results are presented in Table 1.

Table 1. Augmented Dickey–Fuller Test results for each season, as well as the score for significance.

Dataset Raw Anomaly DJF MAM JJA SON

GSMaP −3.16 * −6.75 ** −5.76 ** −3.09 * −7.30 ** −2.42
CMORPH −2.46 −2.43 −2.23 −2.46 −1.08 −2.00
CHIRPS −3.18 * −8.20 ** −3.56 ** −3.95 ** −7.19 ** −2.38

ERA5 −1.52 −6.22 ** −1.53 −1.53 −1.53 −1.52
AGCD −2.55 −2.64 * −6.54 ** −3.67 ** −6.84 ** −2.14

The symbols * and ** are used to denote p < 0.10 and p < 0.05, respectively.

The total anomaly, as expected, has the greatest confidence of being stationary as it
has had the seasonal component subtracted from each month. CMORPH presents unusual
results that are inconsistent with the other datasets.

2.4.3. Independence of Errors

Assessing the independence of errors involves the use of a separate reference to
act as a truth from which the difference is representative of the error. In this analysis,
MSWEP is used as the truth, with the errors being plotted against each other (Figure 3). A
high correlation amongst errors would indicate an interdependency between the errors of
the datasets.
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Figure 3. Scatterplot of monthly average precipitation errors (dataset minus MSWEP) across the
study region for each SPE compared to ERA5 and AGCD. Units are in mm/day. The pale dots
indicate months earlier in the study period and the dark dots represent months closer to the end of
the study period.

The plot of CMOPRH and AGCD errors (middle right) shows a strong positive cor-
relation, suggesting an interdependency between the errors of these two datasets. This
could be since CMORPH is gauge-blended and AGCD is a gauge analysis, with the strong
reliance on gauge data in both resulting in their biases being highly correlated. There does
not appear to be any temporal drift in the performance of the datasets.

In general, an interdependency with gauge data across the satellite datasets is expected
due to the use of gauges for correction in CMORPH, GSMaP, and CHIRPS. The correlation
of the errors suggests this is only problematic for CMORPH, which directly assimilates
gauge data, while the other two datasets rely on gauge-based correction factors. ERA5
does not assimilate rainfall data from gauges and so its interdependency with the other
datasets in this study is comparatively smaller. A small interdependency with the SPE
datasets could be present due to the use of satellite sensors in ERA5 for humidity and cloud
information.

2.4.4. Summary

It is evident that GSMaP, CHIRPS, ERA5, and AGCD can form satisfactory triplets
with each other. The high correlation of errors between AGCD and CMORPH suggests that
TCA metrics will be overinflated for this pairing, and accordingly, some doubt should be
placed on this pairing in the TCA.

3. Results
3.1. Gauge Analysis

Table 2 below displays the performance metrics from the in situ comparison. The
KGE and the component statistics, as well as the RMSE, are shown, comparing the gridded
datasets to the gauge network.
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Table 2. Median KGE (as well its components), along with the RMSE, across the study period.

GSMaP CMORPH CHIRPS AGCD MSWEP

KGE 0.587 0.808 0.741 0.933 0.871
Pearson 0.727 0.917 0.903 0.980 0.944

Bias Ratio 0.972 1.067 1.108 1.022 1.071
Var. Ratio 0.847 0.897 0.836 0.945 0.945

RMSE 1.391 0.856 0.837 0.371 0.623

Performance was split into three tiers, with AGCD and MSWEP performing the
best, followed by CMORPH and CHIRPS, and lastly by GSMaP. CHIRPS had a slightly
better correlation than CMORPH, but after considering the bias and the variance statistic,
CMORPH was better. The correlation and bias statistics of CMORPH and CHIRPS were
improved compared to GSMaP, but there was little improvement in terms of the variance,
which appeared to be the most problematic statistic among the three.

GSMaP was the only dataset to demonstrate a median bias ratio of below one. How-
ever, the mean bias ratios (not shown for brevity) were all lower, with all the satellite
datasets being below one. Given that the mean is more sensitive to outliers than the median,
this suggests that although the datasets generally tended to overestimate, the outliers were
cases of underestimation.

3.2. Gridded Analysis

Table 3 and Figure 4 summarise the findings from the comparison to MSWEP. The
same statistics from Table 2 were used to provide a comparison of performance.

Table 3. Medians for the values at each pixel across the study area.

GSMaP CMORPH CHIRPS AGCD

KGE 0.743 0.835 0.708 0.861
Pearson 0.815 0.915 0.887 0.906

Bias Ratio 1.016 1.076 0.973 0.998
Variance Ratio 0.990 0.997 0.787 0.990

RMSE 0.789 0.640 0.647 0.570

Figure 4. Boxplots showing the distribution of the Kling–Gupta efficiency (KGE) between SPEs and
AGCD with MSWEP for each season. Outliers are not included within the boxplots to improve clarity.
The median value (orange line) is shown on the left of each plot.
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Using MSWEP as the truth resulted in GSMaP obtaining a better KGE than CHIRPS.
The ranking of the other datasets remained the same compared to the in situ comparison,
though the superiority of AGCD over CMORPH was greatly reduced. The variance ratio
for GSMaP and CMORPH was greater than for the in situ validation, while CHIRPS
consistently underestimated the variance. SPE performance across the seasons followed
similar trends, with CMORPH obtaining the best metrics, followed by CHIRPS and then
GSMaP. All four products performed more poorly during JJA. The spatial variation of the
RMSEs is visualized in Figure 5.

Figure 5. RMSE errors for comparing each dataset to MSWEP across all seasons. Lower values
indicate better performance.

The RMSE for all the datasets is greatest over northern Australia, likely related to the
large rainfall totals in that region over JJA. CHIRPS and GSMaP also display noticeable
RMSEs over western Tasmania, while large RMSEs also exist along the eastern coast of
Australia for GSMaP.

3.3. Collocation Analysis

Table 4 summarizes the results from the TCA. The spatial distribution of the highest
values in each pixel is displayed in Figure 6.

Table 4. Medians for the values at each pixel across the study area. M CC and M σ refer to the TCA
metrics when the multiplicative error model was used.

GSMaP CMORPH CHIRPS

CC 0.839 0.929 0.932
M CC 0.668 0.796 0.748
σ 0.647 0.527 0.329

M σ 1.988 1.537 0.169

Figure 6. Distribution of pixels with highest (a) CC for triple collocation, (b) CC for multiplicative
triple collocation, and (c) KGE against MSWEP reference.
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The different error models yield some differences in the ranking of the datasets.
Primarily, if M CC is considered, then CMORPH is the most performant; otherwise, the
other metrics suggest CHIRPS is the most performant. GSMaP is the least performant of
the three. This has similarities to the traditional comparisons where GSMaP had inferior
values of RMSE and Pearson correlations in both the in situ and MSWEP validations.
CMORPH is the dataset with the most direct correction to gauge data, and, generally, it is
the most performant dataset where gauge density is relatively high. GSMaP has a greater
presence over the gauge-sparse interior, while CHIRPS seems to perform well over northern
Australia, which could be related to better performance for rainfall from tropical modes or
that which occurs at heavier intensities. Figure 7 shows the spatial distribution of the CC
from the triple collocation.

Figure 7. CC metrics between each SPE with AGCD and ERA5. Higher values indicate
better performance.

The CCs of the satellite datasets are lowest over southwest Australia while being
higher over northern and southeast Australia. There are two spots of very low CC in
CMORPH over the interior of the mainland, which could be from the assimilation of poor
station data.

4. Discussion
4.1. Dataset Deficiencies

The gridded datasets were expected to underestimate the variance in both the fre-
quency and amount of precipitation [33]; indeed, AGCD was under-dispersed, as well.
However, the satellite datasets presented additional under-dispersion that could not be rec-
tified by gauge correction, at least by the techniques used to create CMORPH and CHIRPS.
The marked superiority of MSWEP over the satellite datasets indicates the effectiveness
of its correction and merging techniques, though some of this improvement would be
due to in-sample inflation, with MSWEP being directly corrected to a large subset of the
BoM stations.

The KGE of CHIRPS was lower in the gridded comparison than in the in situ compari-
son, falling behind GSMaP. The use of gridded data as truth removes spatial representative-
ness error, and thus performance was expected to increase. It appears this performance
increase was outweighed by other factors. It suggests that although CHIRPS has good
performance close to stations, its performance when gauge density is low is relatively poor,
as seen in Figure 5. The results support previous results by Nashwan et al. (2020) [34]
that GSMaP is more accurate in gauge-sparse areas than CHIRPS; however, the higher CC
values of CHIRPS in TCA with ERA5 were also observed in Pacific Islands by Wild et al.
(2021) [17].
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All the datasets displayed less variability in precipitation amount and frequency
than MSWEP, but this was particularly problematic in CHIRPS. The variability for ar-
eas and periods of very low precipitation, such as JJA over northern Australia, was
severely underestimated.

4.2. How Does TCA Compare to Traditional Verification Methods of Precipitation over Australia?

The value of TCA is not necessarily in the absolute metrics obtained, which varies
with the datasets used to make the data triplet. Instead, it has great value in providing
information on the relative ranking of datasets. Compared to the in situ comparison, the
TCA results were similar.

In terms of the correlation, CMORPH and CHIRPS performed noticeably better than
GSMaP, which was reflected in all the validations. However, CMORPH outperformed
CHIRPS in the gauge and gridded comparison, while the converse occurred in the additive
triple collocation, albeit marginally. The rankings obtained from the multiplicative triple
collocation matched the other validations. In the gridded comparison, even though the
KGE indicated GSMaP was better, it is reassuring that ranking the datasets via the Pearson
correlations yielded CHIRPS as better, in line with the TCA.

When the RMSE was considered, the ranking of the datasets was the same for all
the verifications with CHIRPS performing the best, followed by CMORPH and then
GSMaP. The difference between CHIRPS and CMORPH was slight for the in situ and
gridded comparisons.

One metric which does not match so well with the traditional comparisons is the
multiplicative triple collocation error σ. Even though the ranking matched those obtained
in the other validations, it indicated that CHIRPS was significantly better than CMORPH, a
finding not supported by the other validations. This seemed to be a combination of both an
exaggeration of the performance of CHIRPS and an underestimation of CMORPH’s.

Figure 6 demonstrates that in the gridded validation, CMORPH performed the best
overall, with CHIRPS performing the best over northern Australia and western Tasmania
and GSMaP performing the best over regions with very low gauge densities. This pattern
was also observed in the additive triple collocation, though the performance of CHIRPS
was overestimated and that of GSMaP was underestimated relative to MSWEP. The multi-
plicative triple collocation did not match this pattern and presented an almost inverse result,
with CHIRPS being superior over southern Australia, the Queensland coast, and eastern
Tasmania. The representation of GSMaP was slightly better but still underestimated.

Figure 7 demonstrates noticeable areas that have reduced CCs. Some of these areas
have low gauge density (i.e., the interior parts of South Australia and Western Australia),
resulting in greater uncertainty in the datasets that can manifest as a reduction in skill. For
the remaining regions of GSMaP that have lower CCs but reasonable gauge density (i.e., the
southwest-facing coastal parts of Western Australia and South Australia), this could be
an allusion to a known deficiency of satellite datasets having difficulty with representing
precipitation from cold fronts [7]. The other two SPE datasets have a higher degree of
gauge correction, which alleviates this issue and leads to their higher CCs in these areas.
If this is the case, the apparent ability of TCA to detect these areas where reductions in
performances are expected is supportive of its value.

As mentioned in Section 2.4.3, the relatively high interdependence between the errors
of CMORPH and AGCD weakens the robustness of this pairing in TCA, likely leading
to an inflation of skill. The traditional validations also placed CMORPH as the best SPE
dataset, but they would be afflicted by this interdependency as well.

Even though the dataset rankings from the overall correlation slightly favor multiplica-
tive triple collocation, the greater discrepancy in the error results, along with the spatial
correlation pattern, suggests that additive triple collocation was more consistent with tradi-
tional verification methods in this study. This result is consistent with [11], which found
that on a daily scale (and by inference, for coarser scales as well), additive TCA produced
reasonable and robust results, with no advantage gained from using the multiplicative
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version. In contrast, some previous studies found the multiplicative error model to be
more accurate than the additive model [12,13]. However, those studies also examined
precipitation on smaller timescales (daily and biweekly respectively compared to monthly
in this study) where the more irregular nature of the precipitation amounts may have lent
itself better to the multiplicative model.

5. Conclusions

The estimation of precipitation is of great value to society, and in the modern era, it can
be conducted through a number of methods. These methods are broadly categorized into
those based on satellite, model reanalyses, and rain gauges. Within these three sources, an
even greater number of algorithms exist, resulting in a multitude of precipitation datasets.
The accurate verification of these datasets enables users to select the dataset which is the
most performant.

Traditional verification relies heavily on comparison to rain gauges, but the effective-
ness of this declines sharply when gauge density becomes low. Triple collocation analysis
(TCA) presents an alternative that ranks datasets based on their coherence as a set of
three independent datasets. This study investigated the effectiveness of TCA for precipi-
tation estimates over Australia by comparing three satellite datasets (GSMaP, CMORPH
and CHIRPS) to ERA5 and AGCD. Both the additive and multiplicative versions of TCA
were employed.

The multiplicative TCA gave correlation rankings that matched two traditional forms
of validations, whereas, in the additive version the order of CMORPH and CHIRPS was
reversed. However, the correlations of these two datasets were similar amongst all the
verifications, making a reversal in the order of these two datasets a reasonable discrepancy.
A greater disparity was observed in the multiplicative TCA error, where although the
dataset rankings were the same as the other validations, the performance of CHIRPS
appeared to be significantly overinflated while that of CMORPH was underestimated.
Additionally, the additive TCA had a better match, spatially, to that of MSWEP compared
to its multiplicative counterpart.

The additive TCA showed better skill scores than the multiplicative version for
monthly precipitation verification over Australia. Overall, apart from the multiplica-
tive TCA errors, the results obtained via TCA were largely consistent with those from the
gridded and the in situ comparison both in terms of ranking and relative performance. This
demonstrates the value of TCA in assessing the performance of datasets, especially over
data-sparse regions, though care must be taken to ensure that the requisite assumptions
are met.
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Abbreviations

ADFT Augmented Dickey–Fuller Test
AGCD Australian Gridded Climate Dataset
BOM Bureau of Meteorology
CC Correlation co-efficient
CHIRPS Climate Hazards Group Infrared Precipitation with Stations
CMORPH-BLD Climate Prediction Center morphing technique (Blended)
CMORPH-CRT Climate Prediction Center morphing technique (Corrected)
CPC Climate Prediction Center
DJF December, January, and February
ECMWF European Centre for Medium-Range Weather Forecasts
ERA5 Fifth-generation ECMWF reanalysis
FEWS NET Famine Early Warning Systems Network
GSMaP Global Satellite Mapping of Precipitation
GSMaP-GNRT Global Satellite Mapping of Precipitation (Gauge Near Real-time Adjusted)
JAXA Japan Aerospace Exploration Agency
JJA June, July, and August
KGE Kling–Gupta efficiency
MAM March, April, and May
MSWEP Multi-Source Weighted-Ensemble Precipitation
NOAA National Oceanographic and Atmospheric Administration
RMSE Root-mean-squared-error
SON September, October, and November
SPE Satellite precipitation estimate
TCA Triple collocation analysis
USA United States of America
Var. ratio Variance ratio
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