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Abstract: High-resolution gridded 2 m air temperature datasets are important input data for global
and regional climate change studies, agrohydrologic model simulations and numerical weather
predictions, etc. In this study, the digital elevation model (DEM) is used to correct temperature
forecasts produced by ECMWF. The multi-grid variation formulation method is then used to fuse
the data from corrected temperature forecasts and ground automatic station observations. The fused
dataset covers the area over (0–60◦N, 70–140◦S), where different underlying surfaces exist, such
as plains, basins, plateaus, and mountains. The spatial and temporal resolutions are 1 km and
1 h, respectively. The comparison of the fusion data with the verification observations, including
2400 weather stations, indicates that the accuracy of the gridded temperature is superior to European
Centre for Medium-Range Weather Forecasts (ECMWF) data. This is because a more significant
number of stations and high-resolution terrain data are used to generate the fusion data than are
utilized in the ECMWF. The obtained dataset can describe the temperature feature of peaks and
valleys more precisely. Due to its continuous temporal coverage and consistent quality, the fusion
dataset is one of China’s most widely used temperature datasets. However, data uncertainty will
increase for areas with sparse observations and high mountains, and we must be cautious when
using data from these areas.

Keywords: 2 m temperature; multisource fusion; evaluation; high-resolution; gridded data; environ-
mental health

1. Introduction

Climate change is a global problem. Intensified climate changes will lead to more
frequent occurrences of disasters and extreme events, imposing significant challenges to
social and economic development [1,2]. In climate change studies, temperature is one of
the most important elements, which plays a vital role in sustaining food security, fostering
economic growth, and protecting the environment [3,4]. A warming temperature is also
the fundamental reason behind those critical issues induced by climate change, such as
glacier melt and sea surface rise, etc. In the past several decades, automatic weather stations
have continuously increased across the globe. As a result, observations can better reflect
temperature changes in different world regions, which makes statistical research more
spatially representative and conclusions of temperature changes more accurate. However,
limited ground observations still cannot meet the needs of numerical weather and climate
modeling studies over the vast global area and diverse surface types [5,6].

In recent years, there is a growing demand for high-resolution gridded fused data
in meteorological research and operational application, especially in mesoscale modeling
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studies and operational services for refining forecasts of disastrous weather events [7].
These data are commonly used to provide initial conditions for numerical models, while
they are also taken as ‘true values’ to verify simulations at the model grids [8]. In addition,
these data are applied to various fields related to climate, including studies of climate
change impacts on human health, agriculture, energy, water resources, etc. In these studies,
high-resolution datasets that contain fine-scale details effectively improve the accuracy of
parameterization schemes used in air quality models, forest fire models, dispersion models,
and hydrological models, and thus enhance the accuracy and applicability of these models.

The Real-Time Mesoscale Analysis (RTMA) [9], a real-time high-resolution gridded
multisource fusion dataset developed by the National Centers for Environmental Prediction
(NCEP), NOAA Earth System Research Laboratory (ESRL), and National Environmental,
Satellite, and Data Information Service (NESDIS), was implemented in the NCEP Central
Operations in 2006 over a domain that matches the conterminous U.S. National Digital
Forecast Database (NDFD) 5 km grid (CONUS RTMA) [10]. In 2008, the RTMA was further
applied over domains that match the 6 km Alaska, 2.5 km Hawaii, and 2.5 km Puerto
Rico NDFD grids. The two-dimensional variational data assimilation (2DVAR) component
used to analyze near-surface observations is described in detail, and the remapping of the
NCEP stage II quantitative precipitation amount and NESDIS Geostationary Operational
Environmental Satellite (GOES) sounder effective cloud amount to the 5 km grid is briefly
discussed [11]. Terrain-following background error covariances are used with the 2DVAR
approach, which produces gridded datasets of 2 m temperature, 2 m specific humidity,
2 m dewpoint, 10 m U and V wind components, and surface pressure. The Integrated
Nowcasting through Comprehensive Analysis (INCA) developed by the Austrian National
Weather Service [12] can construct high-resolution topography, surface index, and vertical
coordinate system. In its fusion analysis, real-time surface observations are combined with
remote sensing data [13].

On the one hand, the remote sensing data are used to provide spatial structure for
the interpolations from real-time observations; on the other hand, the surface observations
are used to ensure real-time information in the analysis can be accurately preserved. He
et al. [14–16] from Qinghua University used the GLDAS NOAH10SUBP 3H temperature
data as the background analysis, and error correction for the background analysis was
conducted using the ANUSPLIN software package [17,18]. The above work produced a
gridded temperature dataset over China with 10 km spatial resolution and 3 h temporal
resolution. The U.S. National Oceanic and Atmospheric Administration, National Aeronau-
tics and Space Administration, and other agencies began to develop the North American
Land Surface Data Assimilation System in 2004 [19–21]. Since then, the NLDAS has been
continuously developing in scientific research and operational applications of global and
regional land surface data assimilation systems. The NLDAS data has been widely used
in the world. At the same time, various land surface data assimilation systems have been
developed in other national agencies, including the NASA Famine Early Warning Systems
Network (FEWS NET) Land Data Assimilation System (FLDAS) [22], NASA National
Climate Assessment-Land Data Assimilation System (NCA-LDAS) [23], and NCAR High-
Resolution Land Data Assimilation System (HRLDAS) [24]. Temperatures in these land
surface data assimilation systems are often derived from 2 m temperature produced by
domestically developed atmosphere data assimilation systems and corrected based on
surface observations.

To meet the demand for high-resolution real-time analyses in China and gradually
promote the development of surface meteorological analysis products, the National Meteo-
rological Information Center (NMIC) of the China Meteorological Administration (CMA)
established a multiphase program in 2012 to develop the China Land Surface Data Assim-
ilation System (CLDAS). In 2017, the Analysis of Real-Time (ART) developed by NMIC
of CMA further enhanced the existing analysis capabilities of NMIC to produce 1–5 km
resolution analyses of near-surface conditions on grids that match the forecast grids of
CMA. The ART has been producing high-resolution analyses of 10 m wind (10 W), 2 m



Remote Sens. 2022, 14, 2480 3 of 17

temperature (T2), and relative humidity (RHU) over 0–60◦N and 70–140◦S on 5 km grids
since September 2017, and the analysis products were upgraded to 1 km spatial resolution
in 2021.

In the present study, a set of algorithms for fusion has been proposed to produce an
hourly, 1 km resolution air temperature dataset of ART in China. High-resolution DEM
based on remote sensing data, surface observations collected by automatic weather stations,
and numerical predictions are used in data fusion. Characterized by real-time and high
spatiotemporal resolutions, accurate gridded T2 data can be used for high-temperature
monitoring and cold wave early warning, thus providing disaster prevention and mitigation
support. This paper covers the following issues: (1) a brief introduction of data sources
and algorithms used for T2 data fusion; (2) evaluation and analysis of product quality; and
(3) summary and discussion.

2. Materials and Methods
2.1. Data Sources
2.1.1. Model Background Field

The background fields used in the fusion analysis of air temperature are provided
by European Centre for Medium-Range Weather Forecasts (ECMWF) [25–27]. ECMWF
provides aggregated values for seven parameters: 2 m air temperature, 2 m dewpoint tem-
perature, total precipitation, mean sea level pressure, surface pressure, 10 m u-component
of wind, and 10 m v-component of wind. The spatial resolution is 12.5 km × 12.5 km, and
the temporal resolution is 3 h.

2.1.2. In-Site Observations

Surface data are observations collected at operational automatic weather stations in
China. Among these stations, 2400 national-level stations collect 2 m temperature, and
50,000 non-national level stations measure 2 m temperature. All the measurements are
conducted at 1 h intervals. Quality control has been conducted before the data are used for
fusion, and abnormal data are excluded to avoid their impacts on the fused dataset.

2.1.3. Remote Sensing DEM

In fact, in the development of the multisource fusion algorithm in this paper, a signifi-
cant data source is the grid-by-grid digital elevation model data based on remote sensing
measurement. The high resolution of 1 km DEM data can solve the problem of data fu-
sion in mountain and valley areas with severe fluctuations because the coarse resolution
background field can only describe the regional average temperature in these areas but
cannot describe the vertical change of temperature in local mountain or valley in detail. By
introducing high-resolution terrain data, we can calculate the height difference between the
background field terrain and the actual 1 km terrain and calculate the corrected background
field through the terrain decline rate. After correction, the background temperature is more
consistent with the actual temperature than previously. Therefore, the application of remote
sensing DEM data in this paper plays a key role in developing a fusion algorithm.

The NASA Shuttle Radar Topographic Mission (SRTM) has provided digital elevation
data (DEMs) for over 80% of the globe. Due to the difference in spatial resolution between
the background field and fused data, resampling and elevation correction of the background
temperature data need to be conducted before data fusion. The gridded elevation data
used in the correction are derived from high-resolution satellite remote sensing data from
the Shuttle Radar Topographic Mission (SRTM, http://srtm.csi.cgiar.org/, accessed on
18 July 2019), whose original resolution is 90 m × 90 m. The downloaded data cover the
area (0–60◦N, 70–140◦E). By resampling in the data space, the original digital elevation
model (DEM) [28] is remapped to 1 km × 1 km and 12.5 km × 12.5 km grids, respectively,
corresponding to the spatial resolution of background analysis and the resolution of the
fused data. Differences in elevation at individual grids are then calculated and multiplied

http://srtm.csi.cgiar.org/


Remote Sens. 2022, 14, 2480 4 of 17

by the lapse rate of temperature to obtain the corrected values, which are added to the
background temperature to get the corrected background temperature.

2.2. Data Processing

The test period included 1 January to 31 December 2020, and the background data
is forecast data on 12.5 km × 12.5 km grids at 3 h intervals. Hourly data was obtained
first by temporal interpolation, and the background analysis on 1 km × 1 km grids at 1 h
intervals was then produced by spatial resampling and terrain elevation correction. The
observations used in this study were the measurements collected at automatic weather
stations of CAM. Every hour, there were about 50,000 valid observations. The observations
from national-level automatic weather stations of CMA are reserved for evaluating the
test results. These observations in Figure 1 are not used in data fusion to ensure the
independence and reliability of the evaluation.
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Figure 1. Distribution of verification weather stations (national stations).

2.3. Fusion Method

The fusion method used in the present study was developed by the NOAA Earth
System Research Laboratory [29]. A space-time multiscale analysis (STMAS) can be con-
ducted using this method [29,30]. The variation characteristics of a physical quantity can
be taken as the result of the superposition of long waves (larger-scale systems) and short
waves (smaller-scale systems) [29]. In the process of fusion, the study area is divided into
multi-layer grids of different resolutions, and the number of grids is then used to control
the scale of analysis. For a given number of grids in a specified area, only those waves of
finite scales can be resolved [29,30]. The more numerous the grid points, the smaller the
wave that can be resolved. The analysis started from a coarse-resolution grid, and the result
for the coarse-resolution grid is used as the initial condition for analysis in the next layer
grid. As the grid is gradually refined, the observation information of different scales is
gradually resolved [31].

2.4. Algorithms for Evaluation

The bilinear interpolation method is implemented in this study. The algorithms are
written as:
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Z(I1, J) =
J − J2
J1 − J2

Z(I1, J1) +
J − J1
J2 − J1

Z(I1, J2) (1)

Z(I2, J) =
J − J2
J1 − J2

Z(I2, J1) +
J − J1
J2 − J1

Z(I2, J2) (2)

A linear interpolation is further conducted along the J-direction:

Z(I, J) =
I − I2

I1 − I2
Z(I1, J) +

I − I1

I2 − I1
Z(I2, J) (3)

where Z(I1,J1), Z (I1,J2), Z (I2,J1), and Z(I2,J2) are values of the variable on the corresponding
grids; Z(I1,J) and Z(I2,J) are results at I1 latitude and I2 longitude after the linear interpola-
tion; Z(I,J) is the value at the corresponding station after the interpolation.

The metrics used for data evaluation include mean bias (Bias), root mean square error
(RMSE), and correlation coefficient (COR). They are calculated by:

Bias =
1
N ∑N

i=1(Gi − Oi) (4)

RMSE =

√
1
N ∑N

i=1(Gi − Oi)
2 (5)

COR =
∑N

i=1
(
Gi − Gi

)(
Oi − Oi

)√
∑N

i=1
(
Gi − Gi

)2
√

∑N
i=1
(
Oi − Oi

)2
(6)

where Oi indicates observations at weather station i (true values), Gi denotes the forcing
data interpolated to the given station i, N is the total number of stations used for verification.

The correlation coefficient (COR) indicates the degree of linear correlation between
two variables: the larger the value, the better the consistency of the two variables. The root
mean square error (RMSE) indicates the dispersion of the sample; the smaller the RMSE
is, the closer the data is to the actual value. The mean bias (Bias) refers to the average
value of the difference between the simulated and observed values; the smaller the average
deviation, the better the simulation result. This paper selects these indicators in evaluation,
which can basically judge the data quality.

In terms of processing, this paper uses the NCAR Command Language (NCL) software
to process data and draw a spatial distribution map and Origin software to draw a relevant
statistical map.

3. Results

This section may be divided into subheadings. It should provide a concise and precise
description of the experimental results, their interpretation, as well as the experimental
conclusions that can be drawn.

3.1. Spatial Distribution Characteristics in Different Seasons

Monthly mean temperatures are calculated based on the fusion data for the period
from January to December 2020 as shown in Figure 2. Detailed analysis of monthly mean
temperatures in January, April, July, and October was conducted.

The spatial distribution of the monthly mean temperature in January shows that the
isotherm of 0 ◦C is roughly located along the Qinling–Huaihe Line. Temperature is below 0
◦C to the north of this line with freezing winter. The lowest temperature of around −30 ◦C
occurs at Mohe, Heilongjiang Province. To the south of this line, the temperature is above 0
◦C and greater than 20 ◦C on Hainan Island. Therefore, the winter temperature distribution
in China is characterized by warm temperatures in the south and cold temperature in the
north, and the temperature difference between the north and south is large.
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The spatial distribution of temperature in July indicates that in the summer, although
the solar zenith angle is relatively low in northern China, the daytime is longer than that
in southern China, which partially compensates for the lack of heat caused by the low
solar zenith angle. Temperatures are above 20 ◦C in most areas of China and greater than
28 ◦C in many areas of southern China. In July, the monthly mean temperature can reach
up to 35 ◦C in Turpan Basin, Xinjiang. Except for areas of high elevation such as the
Qinghai–Tibet Plateau, high temperatures are common throughout the country, and there
is little difference in temperature between northern and southern China.

3.2. Evaluation on the Site-Scale

Hourly observations at individual stations for the period 1 January–31 December 2020
are spatially and temporarily matched with the fused data, which are obtained through
bi-linear interpolation and fusion of ECMWF analysis product and observations. RMSE,
BIAS, and COR are calculated for each station, and statistical analysis is conducted to
investigate the improvement of the fused data relative to the background analysis.

3.2.1. RMSE Analysis

The RMSE of the background analysis in Figure 3 is large in the west and small in the
east, demonstrating an obvious spatial distribution characteristic. In most areas of eastern
China, the RMSE value is within the range of 1.0 ◦C~2.5 ◦C, and a small RMSE is found in
the Yangtzi–Huai River Valley, where the RMSE varies between 1.0 ◦C~1.5 ◦C. The RMSE
is slightly larger in western China, especially in the Qinghai–Tibet Plateau, where the value
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can be above 3.0 ◦C. In most areas of China, the RMSE of the fused data is smaller than
1.5 ◦C and within the range of 2–3 ◦C over the Qinghai–Tibet Plateau. Overall, the spatial
distribution of RMSE indicates that the fused data has been greatly improved compared to
the background analysis. Statistical analysis of stations with improved root mean square
error shows that the RMSE is improved by 0–1 ◦C at nearly 55% of the stations and by
1–2 ◦C at about 25% of the stations. Stations with the RMSE improvement of 0–2 ◦C account
for about 80% of the total stations. Most stations with the RMSE improvement of 2 ◦C
and above are located in the junctions of basins and mountains, where large bias occurs
in the coarse-resolution background analysis due to the poor spatial representativeness of
observational stations. The fused data demonstrate obvious advantages in these areas with
increased spatial resolution, and the data quality is significantly improved.
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RMSE for analysis field; (b) spatial distribution of RMSE for background field; (c) spatial distribution
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the difference between background field and analysis field for RMSE.

3.2.2. COR Analysis

The COR of the background analysis in Figure 4 shows an obvious decreasing trend
from northeast to southwest. The COR value is above 0.99 in central and eastern China,
and it gradually decreased to 0.96–0.98 in the coastal region of southern China. The value
is about 0.95 in western Sichuan, Yunnan, and Tibet. At a few individual stations, the COR
value is even below 0.92. The COR of the fusion data is generally higher than that of the
background analysis, with a value above 0.99 in all the climatic regions of China. Analysis
of spatial distribution indicates that the stations with improved COR are concentrated over
(93◦E–103◦E, 23◦N–33◦N). However, due to the relatively sparse distribution of stations in
this region, those stations with a larger than 0.01 improvement of COR only account for
less than 30% of the total stations.
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3.2.3. BIAS Analysis

BIAS of the background analysis as depicted in Figure 5 is either positive or negative.
In two areas over central-southern China, a large positive bias above 2 ◦C can be found
at certain stations. These stations are located around the Taihang Mountains, the Qinling
Mountains, the Hengduan Mountains, etc., where the terrain fluctuates greatly, and the
ground station observations are less representative. Bias is significant at these stations due
to the low consistency between stations and grids of the analysis data. A slight negative
bias is common at stations in coastal areas of eastern China and southwestern China. Spatial
BIAS distribution of fused data indicates that the bias is within the range of −1 to 1 in most
areas of China. There is no regional-scale systematic bias. The frequency distribution of
stations with changed correlation coefficients suggests that the number of stations with the
correction value before −1 to 1 is the largest.

3.3. Evaluation for Time Series

To further analyze the improvement in different seasons after fusion analysis, the
background and the fused data were evaluated on a monthly basis, and the differences
between the two in different months were compared in Figure 6. The number of samples
used in each month was about 1,728,000 (n = 1,728,000), and the statistical results passed
the significance level test of 0.05 (p < 0.05).
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The results of evaluation based on COR, RMSE, and BIAS indicate that the background
analysis product is of high quality in the summer, and the BIAS gradually increases in
the spring and autumn with decreasing COR. The data quality is the worst in winter
among the four seasons. After the improvement by using fusion analysis technology, the
evaluation metrics of the fused data distinctly improved in all months. The COR most
significantly increased by 0.08 in July, and RMSE shows a consistent improvement in each
month, reducing the value by about 1 ◦C–1.5 ◦C. The improvement of BIAS is the most
obvious. Compared with the background analysis, the BIAS of the fused data is below
0.1 ◦C in each month, and the improvement was the largest in January and December with
the BIAS value decreased by above 0.6 ◦C.

In addition to the data quality analysis on a monthly basis, monthly mean 24 h error
variation in different months is also worthy of attention since this information has important
implications for the application of the fused data in Figure 7. Results for the background
analysis show that hourly RMSE overall is within 2.0–3.6 ◦C, and the smallest RMSE occurs
at the central point (12 UTC July), from which the RMSE gradually increased (around July
to January and July to December, 12 UTC to 00 UTC and 12 UTC to 24 UTC). The hourly
RMSE of fused data is significantly better than that of the background analysis each month,
with the overall value around 1.2–1.8 ◦C. Again, the smallest RMSE occurs at the central
point (12 UTC July) with the value of about 1.0–1.2 ◦C, from which the RMSE gradually
increases (around July to January and July to December, 12 UTC to 00 UTC and 12 UTC to
24 UTC).
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3.4. Evaluation in Different Climatic Regions

Based on comprehensive consideration of the province division and climatic zone
division, China is divided into eight regions: North, Northeast, East, Central, South,
Northwest, Southwest, and Tibet. The provinces located in each region are listed in Table 1.
The geographic locations of the eight regions are denoted by different colors, as shown
in Figure 8.
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Table 1. Division of provinces by region.

No. Region Province

I North China Beijing, Tianjin, Hebei, Shanxi, Inner Mongolia
II Northeast China Heilongjiang, Jilin, Liaoning
III East China Shanghai, Anhui, Jiangsu, Shandong, Zhejiang, Fujian, Jiangxi
IV Central China Hubei, Hunan, Henan
V South China Guangxi, Guangdong, Hainan
VI Northwest China Shanxi, Gansu, Xinjiang, Qinghai, Ningxia
VII Southwest China Sichuan, Chongqing, Guizhou, Yunnan
VIII Tibet China Tibet
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Figure 8. Climatic regional division map.

According to the rules for regional division, ground observation stations used for the
evaluation are divided into eight regions. In each region, the annual time series of RMSE
at individual stations inside the region were calculated and used as samples for statistical
analysis. The median, 25% quantile, 75% quantile, upper boundary, lower boundary, and
other statistical metrics were then calculated to generate box diagrams for background and
fused data. Note that the box contains most of the normal data, and the data outside the
upper and lower boundaries of the box are treated as abnormal data.

Figures 9 and 10 display the respective box plots of RMSE for the background analysis
and the fused data in different regions. The dispersion and distribution of RMSE at all
stations in each region are statistically analyzed, while abnormal data (outliers) are also
displayed. The box contains the data between the upper and lower quartiles, that is, 50% of
the entire samples. Therefore, the height of the box, to some extent, reflects how fluctuating
the data are. Box plots of RMSE for the background analysis in different regions show
that the boxes for regions VI (Northwest China), VII (Southwest China), and VIII (Tibet
China) are higher than those for other regions, indicating that RMSE varies significantly in
these regions. Furthermore, the mean RMSE in these regions is also larger than in other
regions, and more outliers can be found in these regions. Overall, background data quality
in these regions is lower than in other regions. Compared with the evaluation results of
the background analysis, the box plot of RMSE for the fused data indicates that the RMSE
significantly decreases in all the eight regions and shows a more concentrated distribution,
suggesting that the quality of the fused data has been greatly improved.
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4. Discussion

The present study proposes a method to fuse high-resolution DEM based on remote
sensing data with observations collected at ground weather stations and numerical pre-
dictions. A set of fusion analysis algorithms has been developed to produce fused 2 m air
temperature data on 1 km × 1 km grids in China at 1 h intervals. Independent observations
are used to evaluate the fused temperature data and the background analysis for 2020
based on statistical metrics of COR, BIAS, RMSE, etc. The advantages and weaknesses of
the fused data are objectively analyzed. The overall evaluation results show that through
merging multiple data sources, the quality of fused temperature is significantly better than
that of the background field.

Using the INCA system, Chen et al. [7] produced a gridded temperature dataset over
Zhejiang of China. Observations collected in Zhejing are fused with ECMWF reanalysis to
generate a gridded temperature dataset with a 1 km spatial resolution and 1 h temporal
resolution. Although this method can effectively improve the quality of background
reanalysis, cross-validation results indicate that the number and locations of observation
stations significantly impact the evaluation of the gridded dataset, especially over high-
elevation areas and coastal regions with few observation stations. At present, the dataset
produced by Chen et al. [7] can only cover Zhejiang, where observations are relatively dense
and the terrain is flat. The applicability of this method in China, where the distribution of
observation stations is extremely uneven, and the staircase-like terrain is obviously high
in the west and low in the east, has not been reported. The spatial scope selected for the
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present study covers all of China, where different types of climatic regions and different
terrain elevations can be found. At the same time, the density of observational data also
varies significantly in the study area. The algorithms used in the present study overcame
the problems during the data fusion process and produced a gridded temperature dataset
covering all of China. Furthermore, the data quality was also effectively improved.

He et al. [14] from Qinghua University developed the CMFD dataset and evaluated
the quality of temperature data extracted from this dataset and GLDAS temperature data
over China. The results indicated that the RMSE and BIAS of CMFD were smaller than
GLDAS, while the COR of CMFD was higher than that of GLDAS. Overall, the quality of
CMFD was better than that of GLDAS. Meanwhile, the qualities of CMFD and GLADS
were specifically evaluated over Qinghai–Tibet Plateau, and a similar result was found.
This dataset has been applied in the monitoring of forest resilience in Southwest China,
the distribution of global climate resources, the long-term changes of lake area in the
inland basin of the Qinghai–Tibet Plateau and its relationship with climate, the construction
of a comprehensive drought index for characteristics of large-scale drought and other
studies [32]. However, note that there are some constraints in the development of this
dataset, i.e., currently, temperature observations are collected at nearly 50,000 automatic
weather stations in China, but only a subset of these observations at about 700 stations
are used in the development of the CMFD dataset [14]. There is a large gap between the
present study and the study of He et al. regarding the observations used. At the same time,
CMFD has not been updated and released in real time, which makes it difficult to apply
this dataset for studies of meteorological disasters after 2018.

Ji et al. [8] compared all available air temperature data from GHCN weather stations
recorded from 2001 to 2010 with GLDAS fused gridded temperature data over the U.S.
They also evaluated this data using the consistency index. Meanwhile, the Daymet 1 km
resolution gridded temperature data are taken as ‘true’ temperature and used to evaluate
GLDAS temperature grid-by-grid. Temperature change trends in different regions and data
reliability at different elevations were analyzed. Results indicate that GLDAS temperature
data are generally accurate on a regional and global scale. The accuracy of maximum
temperature is higher than that of minimum temperature, the accuracy in South America
and Africa is lower than that in other regions, and the accuracy and stability of GLDAS
temperature in alpine regions are relatively low [8]. As a global dataset, its horizontal
resolution is 25 km, temporal resolution is 3 h, and is appropriate for a global-scale climate
change study. However, this dataset did not meet the criteria for a regional scale gridded
temperature dataset with high accuracy. The dataset developed in the present study has a
spatial resolution of 1 km and temporal resolution of 1 h, which upgrades the study from
mesoscale to microscale and can more abundantly and reasonably reflect the details of local
temperature changes.

In addition to the above research, the geostatistical method is also a common interpola-
tion method [33]. Geostatistical interpolation methods, such as inverse distance weighting
or Kriging interpolation, derive a prediction surface from the measured values of sampling
points [34], which is used to estimate the values of spatial continuous phenomena in all
other locations in a study area [35]. The prediction made by geostatistical interpolation
can be decomposed into a deterministic trend and a random error component of spatial
autocorrelation; the deterministic trend component can be expressed as the result of a con-
stant average that does not depend on the position or a function that the average changes
with the position [36]. The spatial autocorrelation random error component represents the
local change of the surface. However, no matter which geostatistical method, the search
radius and the minimum number of observation points are specified in the interpolation
process. The sparse stations will significantly impact the interpolation results [37]. The
spatial distribution map of 2400 ground automatic weather stations in China are shown
in Figure 1 with obvious density differences. In the eastern region, the station density is
large, but with the rise of altitude and the increase of topographic relief, the distribution of
automatic stations is gradually sparse in the western region [38], especially in the Qinghai–
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Tibet Plateau [39]. In this case, the geostatistical method is directly used to interpolate the
station observations to form a grid temperature data set. The quality of the data set will
be significantly affected by the station density [40], showing heterogeneity in eastern and
Western China [41]. However, the multisource data fusion method combined with terrain
correction proposed in this study can effectively reduce the impact of station density on
data quality [42] because in the space-time multiscale analysis method, the limited stations
in the western region can also correct the background field as effectively as possible [43].

Although the temperature data with 1 km resolution has many advantages, it also has
many limitations, especially in the area where the vertical change of elevation is relatively
fast. In these regions, the spatial variation of air temperature is more obvious. Under
the pixel resolution of 1 km [44], it may contain multiple subgrids metadata of different
scales [45], especially in the Himalayas. However, due to the limitation of spatial resolution,
the current data cannot accurately describe this change. They can only average to the phase
elements of the 1 km scale [46], which will be a more significant challenge to the reliability
of data sets in similar regions [47]. To solve this problem, we can improve the resolution of
the grid, but the resolution improvement will bring a huge amount of computer calculation
and storage, and the cost is very high [48]. In the future, Delaunay triangulation [49] may
be introduced, which has the advantages of good structure [50], simple data structure, low
data redundancy, high storage efficiency, and harmony with irregular ground features [51].

The change of surface cover type will also have a significant fluctuation in the tem-
perature of 2 m above the ground, especially in large regional forests, wetlands, urban
agglomerations [52], etc. Specifically, the benefits of urban heat islands will increase the
temperature to a certain extent [53], while forests and wetlands may reduce the temperature.
The current calculation model mainly considers the temperature distribution in the natural
state [54] but does not consider the influence of the underlying surface on the temperature.
In the next step, more detailed research will analyze the influence of a variety of human
factors and land cover types on the temperature [55].

In future research, to address the unsolved dataset defects, we will introduce satel-
lite inversion data such as terrain, slope, and vegetation index with higher resolution
and further improve the data quality by using in-depth learning technologies such as
artificial intelligence.

5. Conclusions

The main purpose of this study is to introduce a grid merged 2 m temperature data
set integrating multiple data sources and comprehensively analyze the accuracy and
applicability of the data set. Based on the use of the space-time multiscale analysis method,
the real-time collection of observation data of various ground automatic weather stations
in China is quickly integrated with the high-resolution numerical prediction data corrected
by terrain to generate the grid temperature data covering the whole of China with 1 km
and 1 h spatial-temporal resolutions.

The main evaluation findings on different scales and in different climatic regions
indicate that this method can effectively improve the quality of the background analysis.
The overall evaluation results over China show that the fused dataset of 2 m temperature
can meticulously reproduce the details of the weather process. The correlation coefficient
between the ground observations and the fused data reached 0.99, the root mean square
error was 1.33 ◦C, and the average bias was 0.1 ◦C. The dataset produced by this study can
meet the imperative need for gridded real-time meteorological data in the fields of weather
and climate, agriculture, ecology, and hydrology. However, we must remember that the
data must be used carefully in areas with sparse sites and complex terrain.
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