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Abstract: Satellite selection is an effective way to overcome the challenges for the processing capability
and channel limitation of the receivers due to superabundant satellites in view. The satellite selection
strategies have been widely investigated to construct the subset with high accuracy but deserve
further studies when applied to safety-critical applications such as the receiver autonomous integrity
monitoring (RAIM) technique. In this study, the impacts of subset size on the accuracy and integrity
of the subset and computation load are analyzed at first to confirm the importance of the satellite
selection strategy for the RAIM process. Then the integrated performance impact of a single satellite
on the current subset is evaluated according to the performance requirement of the flight phase.
Subsequently, a performance-requirement-driven fast satellite selection algorithm is proposed based
on the impact evaluation to construct a relatively small subset that satisfies the accuracy and integrity
requirements. Comparison simulations show that the proposed algorithm can keep similar accuracy
and better integrity performances than the geometric algorithm and the downdate algorithm when the
subset size is fixed to 12, and can achieve an average 1.0 to 2.0 satellites smaller subset in the Lateral
Navigation (LNAV) and approach procedures with vertical guidance (APV-I) horizontal requirement
trial. Thus, it is suitable for real-time RAIM applications and low-cost navigation devices.

Keywords: satellite selection; multi-constellation; receiver autonomous integrity monitoring; impact
evaluation; Lateral Navigation

1. Instruction

The global navigation satellite system (GNSS) plays a critical role in nowadays civil
aviation system. It not only provides a navigation solution for the crew, but also monitors
the reliability of the navigation output through a series of augmentation techniques [1–6],
such as receiver autonomous integrity monitoring (RAIM), which is achieved by a consis-
tency check among redundant pseudo-range measurements [7–9]. The RAIM monitoring
technique has been commonly implemented especially in aerial navigation and air trans-
port area for keeping the safety of the flight [10–15], while also being investigated in the
maritime navigation field [16–18]. The snapshot RAIM process only needs the satellite
signals in current epoch for operating and requires no additional aid information beyond
the receiver, thus has been widely investigated and employed for the last decades [19–21].
Along with the modernization of GNSS and the combination of different constellation
navigation systems, the significant increase in operating satellites in view greatly improves
the accuracy of navigation solution and the availability of the RAIM process.

If we take the worldwide constellation navigation systems include global positioning
system (GPS), Galileo, global navigation satellite system (GLONASS), and BeiDou into
consideration, the total operating satellites can achieve 98 and more [22], and the operating
satellites in view can reach an average number of about 28 [23]. Sufficient satellites in view
surely improve the accuracy and availability of the navigation system but also turn out
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a challenge to the processing capability of the navigation device, as well as the channel
limitation of the GNSS receiver processor [24]. Besides, adding new satellite signals into the
navigation processor not always effectively improves the performance of the equipment,
especially when sufficient measurements have been considered [23,25], as will also be
illustrated in this study. Consequently, satellite selection could be an effective way to
address these drawbacks. It retains the satellite signals which are most critical in the visible
satellite subset while abandoning the ones which are relatively not so critical for positioning
and fault detection at a cost of acceptable accuracy or integrity degradation so that the
real-time requirement and low-cost demand can be satisfied.

Various satellite selection methods have been developed since as early as the 1980s [26–30].
Most of them are carried out in the motivation of optimizing the accuracy of a fixed-size
subset. However, these methods did not consider the integrity performance of the extracted
satellite subset in safety-critical applications. Additionally, the subset chosen for position-
ing not always performs well in integrity performance such as protection level (PL) [23,31],
thus the satellite selection strategy for RAIM applications still needs further investigation.

Researches have also been carried out in recent years to improve the integrity perfor-
mance of chosen subset in augmentation systems such as the satellite-based augmentation
system (SBAS) [25], advanced RAIM (ARAIM) [23,31], and ground-based augmentation
systems (GBAS) [32,33]. A “measurement downdate” method is carried out for SBAS
applications in [25], which once determines a set of impact values termed “measurement”
for the all-in-view solution and retains the several satellites with the largest impact values
to construct a superior subset for both vertical and horizontal protection levels. Later it is
developed by [23] for the vertical protection level (VPL)-favorable subset in ARAIM, while
a parameter optimization process is introduced to calculate a more suitable “measurement”
for each satellite. This “measurement downdate” method is quite computationally efficient
but lacks of evidence to show the consistency between the impact of a satellite in all-in-view
solution and that in its selected subset. A counterexample is that when several satellites are
near to each other, the removal of either one among them shows little impact on the protec-
tion level as they are redundancies to each other, but abandoning all of them may cause
significant performance deterioration. A heuristic satellite selection strategy is proposed
in [31] to improve the horizontal navigation accuracy and integrity of ARAIM. It uses a sim-
ilar measurement ranking selection strategy for the initial subset then iteratively optimizes
them in a “greedy exchange” way thus improves the selection quality but accompanies
with an increased computational cost. Later, this heuristic satellite selection method is
applied to the GBAS applications and augmented against timescale constraints, including
limitations in satellite visibility, loss of satellites during approach, and convergence times in
the airborne processing until satellites are usable [33]. Unfortunately, all the methods above
require integrity aid information from the ground station or geostationary satellite, and
thus are not suitable for the traditional RAIM process [25,34,35]. However, the principles
of these satellite selection strategies are also instructive for our study.

In the aerial navigation or air transport area, navigation devices are always required to
satisfy certain criteria that are dependent upon the operational need such as traffic density
and airspace complexity. These criteria include accuracy, integrity and other performance
requirements and are of different acceptable ranges of values during en route, terminal,
approach, and departure operations, as shown in Table 1. In these applications, the primary
purpose of satellite selection methods is to fit the requirement of the flight phase, then it is
to reduce the tracking channels so that computation load is mitigated.
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Table 1. Aviation GNSS signal-in-space performance requirements [13].

Type of Operation HOR./VERT.
Accuracy (95%) Integrity HAL/VAL Time to Alert Continuity Availability

En Route Oceanic 3700 m/NA 1–10−7/h 7408 m/NA 5 min 1–10−4/h to 1–10−8/h 0.99 to 0.99999
En Route Continental 3700 m/NA 1–10−7/h 3704 m/NA 5 min 1–10−4/h to 1–10−8/h 0.99 to 0.99999

En Route Terminal 740 m/NA 1–10−7/h 1852 m/NA 15 s 1–10−4/h to 1–10−8/h 0.99 to 0.99999
APV-I 16 m/20 m 1–2×10−7/App. 40 m/50 m 10 s 1–8×10−6/15 s 0.99 to 0.999
APV-II 16 m/8 m 1–2×10−7/App. 40 m/20 m 6 s 1–8×10−6/15 s 0.99 to 0.999

Category I 16 m/4 m 1–2×10−7/App. 40 m/10 m 6 s 1–8×10−6/15 s 0.99 to 0.99999
Category II 6.9 m/2 m 1–10−9/15 s 17.3 m/5.3 m 1 s 1–4×10−6/15 s 0.99 to 0.99999

Category III 6.2 m/2 m 1–10−9/30 s (H)
1–10−9/15 s (V)

15.5 m/5.3 m 1 s 1–2×10−6/30 s (H)
1–2×10−6/15 s (V)

0.99 to 0.99999

HAL, horizontal alert limit; VAL, vertical alert limit; APV, approach procedures with vertical guidance; H, horizontal; V, vertical.

This paper tries to develop a satellite selection strategy for the RAIM process from a
practical aspect, that is how to achieve the required accuracy and integrity performances,
such as the protection level, with a relatively small subset, so it can adapt to applications
that need to fit the criterion of the flight phase by low-cost navigation devices. Several
issues are investigated under this motivation, such as the impacts of subset size on the
accuracy and integrity performances, and the impacts of a single satellite on both accu-
racy and integrity of the current subset. Then a performance-requirement-driven fast
satellite selection algorithm is proposed based on the former analysis to construct an
appropriate subset.

The main contributions of this paper can be summarized as follows:

1. The impacts of subset size on the accuracy, integrity and computation load are ana-
lyzed in the ideal and practical satellite distribution scenes to illustrate the inefficiency
of satellite increase in performance improvement when sufficient satellites have been
in use. Consequently, the importance of the satellite selection strategy in RAIM
process is confirmed;

2. The impacts of a single satellite on the accuracy and integrity of the subset are
theoretically evaluated and a cost function is presented according to the performance
requirement to choose the valuable satellite for the current subset. This valuable
satellite is then used to construct the final subset so that the accuracy and integrity
requirements can be both efficiently satisfied;

3. A performance-requirement-driven fast satellite selection algorithm is raised accord-
ing to the above investigation. It constructs the initial subset through geometric
selection strategy to keep a tolerable accuracy and integrity, then improves the perfor-
mance by adding a most valuable satellite to the subset until the required performance
is met, thus a small size feasible subset is obtained.

As the GNSS is required to maintain the horizontal navigation safety during all
phases of flight while the vertical navigation safety supported by GNSS is only required
in approach and departure phases, as shown in Table 1. The satellite selection strategy
takes horizontal accuracy and integrity as targets in this study while can also be applied to
VPL-demanded flight phase through a similar process.

The rest of this paper is arranged as follows. Section 2 describes the accuracy and
integrity models in the weighted slope-based RAIM algorithm and analyzes the impacts of
subset size on the performance to exhibit the importance of satellite selection in the RAIM
process. In Section 3, the impacts of a single satellite on the accuracy and integrity of the
subset are investigated to recognize the valuable satellite for the current subset, then the
performance-requirement-driven fast satellite selection algorithm is proposed according
to the above investigation. Then, Section 4 illustrates the performance of the proposed
algorithm with comparison simulations. Finally, the conclusion is drawn in Section 5.
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2. Problem Statement

In this section, the accuracy and integrity models in the weighted slope-based RAIM
algorithm is introduced at first. Then, we analyze the impacts of subset size on the accuracy
and integrity performance through a scenario assumption way to exhibit the importance of
satellite selection in the RAIM process.

2.1. Accuracy and Integrity Models in Weighted Slope-Based RAIM Algorithm
2.1.1. Accuracy Model

The linearized form of pseudo-range measurements model for GNSS can be described
as [36]:

∆yn×1 = Gn×p∆xp×1 + εn×1 (1)

where ∆yn×1 is the measurement vector in the form of increment to the pseudo-range
between satellites and receiver. n is the number of satellites in use and p is the constellation
number plus three. ∆xp×1 is the states vector which involves increments to three compo-
nents of receiver position and the clock offsets between constellations and the receiver.
Gn×p is the observation matrix in the local navigation frame and εn×1 is the measurement
error vector produced by receiver noise, wave propagation, satellite clock offsets, and
possibly unexpected errors caused by failures to the assumption of normal-distributed
noises or a satellite malfunction. The model of measurement error corresponding to each
satellite is described later in Section 4.

When the accuracy of the pseudo-range measurements is known to differ, for example,
due to variation in the carrier power to noise density or the residual ionosphere and
troposphere propagation errors, which mainly depend on the elevation angle, a weighted
least-squares estimate can be computed iteratively:

∆x̂p×1 =
(

GT
p×nWn×nGn×p

)−1
GT

p×nWn×n∆yn×1 = Kp×n∆yn×1 (2)

where Wn×n is the inverse of the covariance matrix of the measurement error vector. For
simplification, the error sources for each satellite are assumed to be uncorrelated with that
for any other satellite. Therefore, all off-diagonal elements are set to zero and the diagonal
elements are the inverses of the variances corresponding to each satellite.

W =


σ−2

1 0 . . . 0

0 σ−2
2

. . .
...

...
. . . . . . 0

0 . . . 0 σ−2
n

 (3)

The covariance of the estimated states vector can be expressed as:

cov(∆x̂) =
(

GTWG
)−1

(4)

Thus, the accuracy of that least-squares solution is mainly decided by two factors:
the quality of the measurements, i.e., σ2

i , and the satellite geometry which is described by
observation matrix G.

The horizontal accuracy of the navigation solution can be represented by the radius
of the circle assured to contain the indicated horizontal position with a 95% probability
under fault-free conditions [37]. It can be approximated by the two times distance root
mean square (2drms) [10]

2drms ≈ 2
√[

(GTWG)
−1
]

11
+
[
(GTWG)

−1
]

22
(5)



Remote Sens. 2021, 13, 1725 5 of 20

If the measurement errors are assumed to be independent and identically distributed
with zero mean and variance σ2

0 , the horizontal accuracy of the navigation solution can be
simplified as:

2drms ≈ 2 ∗ HDOP ∗ σ0 (6)

where the horizontal dilution of precision (HDOP) describes the satellite geometry factor
of the horizontal accuracy and is defined as:

HDOP =

√[
(GTG)

−1
]

11
+
[
(GTG)

−1
]

22
(7)

2.1.2. Integrity Model

If the weighted least-squares RAIM process is employed under the single fault hy-
pothesis scenario, the integrity performance of the navigation solution can be evaluated
by the protection level which represents the upper bound of the position error under a
given reliability assumption if no alert. The horizontal protection level (HPL) is the protec-
tion level in the horizontal direction and can be determined by projecting the minimum
detectable error from the measurement domain to the position domain [37]:

HPL = SlopemaxPbias (8)

The Pbias in Equation (8) is the minimum detectable error under a given missed
detection rate assumption in the measurement domain. It is not relevant to the satellite
geometry and can be calculated according to the given integrity requirement and satellite
number in use [19]. Slopemax is the max slope of the satellites which will be used in the
positioning process. The slope here means the sensitivity of the horizontal position error to
the bias in each pseudo-range measurement and is defined as:

Slopei =
√(

K2
1i + K2

2i
)
σ2

i /Sii, i = 1, 2, · · · , n (9)

where:
K =

(
GTWG

)−1
GTW, S = I − G

(
GTWG

)−1
GTW (10)

As we can see, the HPL is highly correlated with the observation matrix G. If a proper
satellite geometry is constructed to minimize the max slope of the satellite subset, a lower
HPL value will be obtained which means the positioning error can be constrained in a small
region with the given reliability. By comparing the current HPL value with the horizontal
alert limit (HAL) announced by the flight phase as in Table 1, the RAIM processor can
determine whether the navigation system is suitable for the route segment.

2.2. Impacts of Subset Size on Accuracy and Integrity Performances

Although it is commonly believed that more satellites in view are considered and
the more accurate and reliable solution will be achieved under fault-free conditions, the
performance improvement caused by the satellite increase might be not always worthy
of the increased channel and computation capability demand caused by that. Thus, it is
necessary to investigate the relationship between subset size growth and its performance
improvement and load increase effect.

2.2.1. Accuracy Performance Improved by Subset Size Growth

When the accuracy of the pseudo-range measurements is known to differ, it is uneasy
to find a common configuration of the satellite geometry that can reach the smallest 2drms
of the least-squares solution. In this situation, assuming the measurement errors are
independent and identically distributed is an effective way to investigate the highest
accuracy in each subset size. Thus, two simulation scenes are considered to illustrate the
accuracy performance improved by subset size growth.
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The first one brute force searches all the possible ideal satellite geometries above the
mask angle of 5 degrees for each subset size under independent and identical measurement
error assumption. Then it finds the subset with the highest accuracy, i.e., the smallest 2drms
value in each given subset size. In fact, the high accuracy geometries for different size
subsets have similar distributions that the satellites equally spaced on the low elevation
bottom of the visible area. However, for the benefit of vertical accuracy performance,
several satellites should be at the zenith of the sky [31]. Take the single constellation
navigation system, for example, an observation matrix for the ideal subset with n satellites
can be summarized as:

G =



cos
( 2π

n−a
)
cosγ sin

( 2π
n−a
)
cosγ sinγ 1

...
...

...
...

cos(2π)cosγ sin(2π)cosγ sinγ 1
cos(α1)cosβ1 sin(α1)cosβ1 sinβ1 1

...
...

...
...

cos(αa)cosβa sin(αa)cosβa sinβa 1



n − a

a

(11)

where a is the satellite number at the zenith and γ is the mask angle. β1 to βa are the
elevation angles of satellites at the zenith and α1 to αa are the azimuth angles of the zenith
satellites. The minimal 2drms values for different size subsets can be found in Figure 1a
when σ0 = 10.5 m and the a is set to 1 in this study. It is no doubt that the minimal
2drms value is decreased when more satellites are considered in the subset, as a better
geometry can be structured. However, the improvement becomes less obvious when more
satellites have been considered in the former. For example, if we need to reach a 2drms
value of about 30% smaller than the 18.85 m in the 6 satellites subset, we should at least
choose 12 satellites. However, if we need to reach a 2drms value of about 30% better than
the 12 satellites subset, at least 24 satellites should be in the subset. In another word, if
sufficient satellites have been used to achieve an acceptable accuracy, it is inefficient to
improve the navigation accuracy by simply considering more satellites in the subset. The
curve of 2drms reduction to the former subset in Figure 1a also supports this conclusion.
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Figure 1. (a) Minimal 2drms value and 2drms reduction to the former for each size subset in the ideal scene; (b) Accuracy
variation range for each size subset in the practical scene.

The second scene turns to a practical satellite distribution which includes 23 visible
satellites from the GPS and the BeiDou satellite navigation system (BDS-2). The differences
between pseudo-range measurement errors are taken into consideration and the accuracy
varying range for each given size subset is shown in Figure 1b in the form of upper and
lower bounds. As illustrated in the figure, the 2drms value of a given size subset can vary
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in a wide range, especially when only a small part of the all-in-view satellites is chosen.
Additionally, we can notice that the 6 satellites subset can reach a 2drms value of 11.92 m
if properly chosen, while the randomly chosen subset can maintain a better performance
only if the subset size increases to 19 or larger. This means, the properly constructed subset
can achieve a significantly better accuracy compared with the randomly chosen subset,
even when the later owns more satellites. This verifies the importance of a good satellite
selection method during the positioning process.

2.2.2. Integrity Performance Improved by Subset Size Growth

A similar scenario assumption way is used for the integrity performance analyses in
different subset sizes. The ideal minimal HPL geometry is obtained when each satellite at
the low elevation bottom circle has the same slope value, which means they are equally
spaced on the low elevation bottom of the visible area under independent and identical
measurement error assumption. The practical minimal HPL is gained through brute force
searching all the possible subsets in the practical satellite distribution scene in which the
pseudo-range measurement errors are known to differ. The results are also shown in
Figure 2a and Figure 2b, separately.
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A similar tendency can be observed in the ideal scene that the HPL value reduced by
considering more satellites in the subset becomes unnoticeable as the subset size increases.
What is more, an abnormal tendency is noticed in Figure 2b when the subset size reaches 18
and more. The minimal HPL value begins to increase not reduce even when more satellites
are introduced. (Similar anomaly is also observed for VPLs in [23,25].) This conflicts with
the intuition that the more satellites are considered, the better performance can be achieved,
and further emphasize the importance of satellite selection in the RAIM process.

2.2.3. Computation Load Increased by Subset Size Growth

It is commonly known that the acquisition and tracking of the signal in space play
an important role in the processing burden of the GNSS receiver. This burden grows
proportionally as the satellites in use increase. Besides this, the computation load for RAIM
process is discussed in this section.

If the weighted least-squares estimation algorithm is adopted to calculate the receiver
position and clock offset, the estimation of the states vector can be expressed as Equation (2)
and the HPL of the weighted RAIM process can be obtained by Equation (8). The amount
of calculation for positioning and integrity monitoring can be given in Table 2. The
multiplication and addition times for the inverse operation of GTWG only depend on the
state dimension p, thus the time complexity of the RAIM process is positively associated
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with the square of the satellite number n. When the satellite number increases, the amount
of extra operations for RAIM process increases more quickly than that for acquisition
and tracking processes. Consequently, choosing a relatively small subset that meets the
accuracy and integrity requirements is an efficient way to improve the real-time processing
capability of the navigation processor.

Table 2. Amount of calculation for the weighted least-squares RAIM process.

Calculation Process GTWG
(

GTWG
)−1

Multiplication pn2 + p2n g(p)
Addition pn2 +

(
p2 − p

)
n − p2 g(p)

Calculation Process K S ∆x̂ HPL

Multiplication p2n pn2 pn 4n + 1
Addition

(
p2 − p

)
n pn2 pn − p 2n − 1

Sum Time Complexity

Multiplication 2pn2 +
(
2p2 + p + 4

)
n + g(p) + 1 O

(
n2)

Addition 2pn2 +
(
2p2 − p + 2

)
n + g(p)− p2 − p − 1 O

(
n2)

Usually, the satellite selection method assigns a fixed subset size to maintain real-time
processing capability. For example, the subset size is set to 8 for the dual-constellation
navigation system and 10 for triple-constellation in [38], while 12 for the dual-constellation
navigation system in [31,39], and 18 for the quadruple-constellation navigation system
in [23]. However, the optimal performance of the same size subset varies with the satellite
geometry which depends on the receiver location and time. Even in a specified location,
the minimal geometric dilution of precision (GDOP) value of the 6 satellites subset can
vary from 1.7 to 3.1 during 24 h as illustrated in [24], and the optimal HPL value of the
12 satellites subset varies between 13 and 20 m during 24 h in [31]. While maintaining
reliable accuracy and integrity performances under the requirement, the minimal size of
the usable subset will also not be a fixed number but vary with the satellite geometry
and the satellite selection algorithm. The minimal subset size could be an indicator to
evaluate the performance of the satellite selection strategy when we focus on the real-time
processing capability of the navigation system.

3. Methodology

This section investigates the impacts of a newly introduced satellite on the accuracy
and integrity of the subset to recognize the valuable satellite for the current subset, then
the performance-requirement-driven fast satellite selection algorithm can be proposed
according to the investigation.

3.1. Impacts of Single Satellite on the Accuracy and Integrity of Subset

In the minimal size satellite subset which we pursue, each satellite should hold an
important place in the accuracy or integrity of the subset, otherwise, it could be removed
without great effect on the performance of the subset. In another word, the satellite which
greatly improves the accuracy or HPL of the subset when it is introduced is quite likely to
be a member of the minimal size satellite subset. This assumption has also been employed
by [25,32]. However, different from abounding less impact satellites from the all-in-view
solution, this study tries to iteratively adding important satellite to the current subset
so that a performance-requirement-satisfied subset can be efficiently constructed. In any
event, evaluations on the accuracy and HPL effects of a single satellite are necessary for the
satellite selection strategy.
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3.1.1. Impact of Single Satellite on the Accuracy of Subset

Generally, the accuracy of the satellite subset will always be improved if the new
valid satellite information is introduced. The accuracy effect of a single satellite on the
subset can be represented by the HDOP value reduced by its inclusion as in Equation (12)
and has been used in [7,27,40]. Although it is used for evaluating the accuracy effect of a
single satellite on the all-in-view subset in the references, it is modified here to show the
accuracy effect of a single satellite on the in-progress subset which needs the introduction
of a new satellite.

δH2
i = HDOP2

0 − HDOP2
i (12)

The HDOP0 is the HDOP associated with the subset before the i-th satellite is intro-
duced and HDOPi is the HDOP after that. (Note that the two notations here have different
meanings from those in the reference). The HDOP effect δHi is positive and is also derived
in [41] as:

δH2
i =

(
A2

1i + A2
2i

)
/Sii (13)

where A =
(
GTG

)−1GT . Multiply each side of Equations (12) and (13) by variance σ2
0 , then

we can get:
HDOP2

0 σ2
0 − HDOP2

i σ2
0 =

(
A2

1i + A2
2i

)
σ2

0 /Sii (14)

If the measurement errors for each satellite are independent and identically distributed
with zero mean and variance σ2

0 , i.e., σi = σ0, i = 1, 2, · · · n, according to Equations (6) and (9)
we can derive that:

(2drms0)
2 − (2drmsi)

2 = 4 ∗ Slope2
i (15)

where 2drms0 is the accuracy associated with the subset before the i-th satellite is introduced
and 2drmsi is the accuracy after that.

Although it is not theoretically derived in this study, simulation results show that the
inference in Equation (15) still work when the accuracy of the pseudo-range measurements
is known to differ. This finally reveals the connection between the accuracy effect of a satel-
lite and its slope. As the slope means the sensitivity of the horizontal position error to the
bias in each pseudo-range measurement. If the slope is large, which means the positioning
accuracy is susceptible to the error in the corresponding satellite measurement, then the
satellite has a large impact on the horizontal positioning accuracy of the navigation system.

As a result, the slope of a satellite can be a good mark of its accuracy importance. If
each of the satellite in the subset has a large slope value, this subset may own a better
horizontal accuracy performance than other same size subsets.

3.1.2. Impact of Single Satellite on the Integrity of Subset

According to the slope-based RAIM algorithm mentioned above, the HPL is propor-
tional to the max slope value of the subset. When a small HPL is required, the slope of
each satellite in the subset should also be limited in a small range. Similarly, an incre-
ment is introduced to demonstrate the contribution of a single satellite on the integrity of
the subset.

δSlopei = Slopemax,0 − Slopemax,i (16)

The Slopemax,0 in Equation (16) is the max slope of the subset before the i-th satellite is
introduced, and Slopemax,i is the new max slope of the subset after that.

If the newly introduced satellite always owns positive δSlopei value, which means
the max slope value is reduced in each iteration, then the HPL performance can keep
improving as the subset size increases. However, this strategy may be obstructed as the
abnormal tendency shown in Figure 2b when the added satellite not reduces but increases
the slope of the former max slope satellite [42]. Fortunately, this abnormal tendency occurs
in the satellite selection strategy mostly when the visible satellite number is very large and
the subset size is close to the all-in-view subset thus is not so critical in this study.
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3.1.3. Integrated Performance Impact of Single Satellite

As discussed in the above paragraphs, a larger slope value of a single satellite means
a greater accuracy impact it has, but a too-large slope value is disadvantageous for the
integrity of the subset and a new satellite may be required to reduce it. As the purpose
of this study is to find a relatively small subset that satisfies the accuracy and integrity
requirements, the gap between the required performance and the performance of the
current subset can be employed to help decide which satellite is more valuable.

A cost function is constructed to represent the integrated performance impact of a
newly added satellite as:

δPi =
2 ∗ Slopei,i√

2drms2
0 − 2drms2

req

+
δSlopei

Slopemax,0 − Slopemax,req
=

2 ∗ Slopei,i√
2drms2

0 − 2drms2
req

+
Slopemax,0 − Slopemax,i

Slopemax,0 − Slopemax,req
(17)

The δPi in Equation (17) is the integrated performance impact of the new satellite.
The 2drmsreq is the accuracy requirement and the Slopemax,req is the max slope requirement
derived from the required HPL. The Slopei,i is the slope of the new satellite after its
introduction. It is easy to derive from Equation (17) that, if the performance requirement is
given, the integrated performance impact of a single satellite mainly depends on its slope
in the new subset and the max slope of the new subset after its introduction. When a new
satellite owns a larger slope value and more greatly reduce the max slope of the subset,
it makes a greater integrated performance impact and thus more suitable for the current
subset to efficiently achieves the required performance.

If the navigation system is not aware of the performance requirement, the value of
2drmsreq and Slopemax,req in Equation (17) can be replaced by zero. Then the δPi turns
to the sum of the slope reduction rate and accuracy reduction rate of the new satellite.
Nevertheless, it can still be a reference to the integrated performance impact of the satellite.

3.2. Performance-Requirement-Driven Fast Satellite Selection Algorithm

According to the performance impact analyses in Section 3.1, a performance-requirement-
driven fast satellite selection (PRDFSS) algorithm can be carried out to construct a relatively
small subset that satisfies both the accuracy and integrity requirements. The main idea
of the algorithm is constructing a small size initial subset through a geometric selection
strategy, then improving the performance by adding the valuable satellite to the sub-
set sequentially until the required performance is reached, thus a small feasible subset
is obtained.

The proposed PRDFSS algorithm is comprised of three parts which are illustrated
as follows:

3.2.1. Geometric Equal Satellite Selection for the Initial Subset

As mentioned in Sections 2.2.1 and 2.2.2, If the measurement errors are assumed to
be independent and identically distributed, the ideal minimal 2drms and HPL geometries
have a similar distribution that the satellites with low elevations equally spaced at the low
elevation bottom of the visible area, the subset can be constructed by geometric equally
selecting the satellites so that an appropriate geometry can be formed and the relatively
small accuracy and max slope values can be guaranteed. This principle has been used
for HDOP-based satellite selection but is utilized for initial subset construction here. An
example for initial subset selection is shown in Figure 3.
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The specific steps for initial subset selection can be summarized as:

1. Selecting the first a satellites with the highest elevations then selecting the satellite
with the lowest elevation as the starting point of the region partition process in the
next step. The chosen satellites are shown as the light cyan points in Figure 3;

2. Calculating the optimal positions by dividing the visible region into equally m − a
parts on the azimuth from the starting point selected in the previous step. The optimal
positions are shown as the grey diamond points in Figure 3;

3. Taking out the satellites nearest to each optimal position sequentially from the rest
ones, as the manganese violet points in Figure 3. Therefore, the first m satellites
are selected.

3.2.2. Satellite Number Constraint in Each Constellation

In the multi-constellation system, extra measurements are needed to estimate the clock
offset for each constellation. A special situation that only one satellite from a secondary
constellation is included in the subset is helpless for the performance of the subset. As
the single satellite is essential for the estimation of the clock offset between the receiver
and its constellation, it provides little or even negative contribution to the accuracy of the
subset but has a crucial impact on the state estimation result thus is hazardous for the
integrity of the system. This situation should be avoided during the satellite selection
process. A suggested configuration is that more than three satellites from each constellation
are retained, or the insignificant constellation is abandoned in the final subset [31].

In this algorithm, the abandonment operation is checked and executed in the initializa-
tion step. The satellite number constraint process is executed accompany by the valuable
satellite introduction process. If the satellite number from any constellation in the current
subset is less than three and the visible satellite number of that constellation is more than
three, then the alternative satellites from that constellation will gain more weights when
comparing their integrated performance impacts.

3.2.3. Valuable Satellite Introduction

After the alternative set is confirmed, the valuable satellite can be selected from the set
by the cost function raised above. The integrated impact of each satellite in the alternative
set is calculated and the one with the largest impact on the current subset is chosen as the
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added satellite in this iteration. When the accuracy and integrity requirements are both
satisfied in the current subset, the iteration ends and the required subset is obtained.

The schematic overview of the PRDFSS algorithm is illustrated in Figure 4. As the
geometric equal satellite selection part is executed only based on the geometric position
of each satellite, no matrix inversion operation is needed. Additionally, the execution
times of the slope calculation operation in each iteration is no more than the number of
rest satellites, so the computation load is significantly lighter than that of the brute force
searching method and similar with that of the greedy method.
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4. Results and Discussion

In this section, simulations are carried out to investigate the performance of the
proposed PRDFSS algorithm. The satellite navigation data are obtained from the HWA-
RNSS-7400 satellite navigation signal simulator and the GPS/BDS-2 dual-constellation
single-frequency navigation system is employed to provide the satellite signals for posi-
tioning and RAIM process. The receiver is placed in a suburb of Xi’an (N34.45◦, E108.75◦,
480 m). It remains stationary while continuously acquiring and tracking visible satellite
signals during the simulations. The simulations begin from 00:00 UTC on 10th March 2021
and last for 24 h. The satellite selection operation is executed every half an hour and the
performances of the final subsets chosen by different strategies are evaluated. An Intel
Core i7-7700HQ CPU @ 2.80 GHz with 16 GB RAM is used as simulation hardware for
computation load comparison.

The variances of measurement error corresponding to each satellite are composed of
the following factors during the simulations.

σ2
i = σ2

i,URA + σ2
i,ion + σ2

i,tro + σ2
i,air (18)

where σi is the standard deviation of satellite i pseudo-range measurement, σi,URA is the
standard deviation of clock/ephemeris error, σi,ion is the ionospheric delay estimation
error, σi,tro is the tropospheric delay estimation error, σi,air is the standard deviation of the
multipath and receiver noise modeled as a Gaussian white sequence with samples that are
uncorrelated in time.

With the receiver independent exchange format (RINEX) GNSS navigation message
files, the user range accuracy (URA) information and parameters for ionospheric correction
in GPS constellation and BDS-2 constellation are extracted, respectively. The Klobuchar
ionospheric delay model is used for GPS and BDS-2 but with different parameters. The Saas-
tamoinen troposphere delay model is used for tropospheric delay estimation in this paper.

The three comparison trials are set up for performance evaluation on the satellite
selection algorithms include the HDOP-based geometric equal satellite selection algorithm
(geometric algorithm for short) as in [23,31], the HPL-based downdate satellite selection
algorithm (downdate algorithm for short) in [25], and the PRDFSS algorithm proposed in
this study. As mentioned in Sections 1 and 3.2.1, the geometric algorithm uses the selection
strategy that approximate geometric equally selecting the satellites at the low elevation
bottom of the visible area. The downdate algorithm uses the measurements (in some way
like the slopes of satellites in the all-in-view subset) as impact values of each satellite and
retains the several satellites with the largest impact values to construct a superior subset.

In the first trial, the final subset size is fixed to 12 for the dual-constellation satellite
selection strategies. The accuracy, integrity and computation load are compared among the
three algorithms. The sky plot view of the satellite geometry at the beginning of the trial is
shown in Figure 5.
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In the second trial, general requirements for the Lateral Navigation (LNAV) opera-
tion [43], as shown in Table 3, and the horizontal requirements for approach procedures
with vertical guidance (APV-I) operation as in Table 1 are used to analyze the minimal
subset choosing ability of the proposed algorithm.

Table 3. Performance requirements for the LNAV.

Requirement Parameter

Accuracy (95%) 32 m
Missed Alert Probability 0.001
False Alert Probability 3.33 × 10−7 per sample

HAL 0.1 NM
Mask angle 5 degrees

In the third trial, the former two simulations are carried out in the Mohe Gulian
Airport (N52.92◦, E122.43◦, 296 m) to evaluate the performance of the satellite selection
strategies in the high latitudes.

4.1. Fixed Subset Size Simulations

In this trial, the cost function of proposed satellite selection algorithm is constructed
by the sum of accuracy and integrity impacts instead of driven by the performance require-
ment, so that it can be used for fixed number satellite selection.

δPi =
2 ∗ Slopei,i

2drms0
+

δSlopei
Slopemax,0

(19)

The accuracy and HPL of the subset selected by each satellite selection algorithm
during the simulation are shown in Figure 6a,b separately and the consumed time of each
algorithm is shown in Figure 6c. The average 2drms, HPL and consumed time of each
algorithm are listed in Table 4.
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Figure 6. 2drms and HPL of the subset and consumed time of each satellite selection algorithm in the fixed subset size trial.
(a) 2drms value; (b) HPL value; (c) Consumed time.

Table 4. Average 2drms, HPL and consumed time of each algorithm in the fixed subset size trial.

Algorithms 2drms (m) HPL (m) Consumed Time (s)

Geometric algorithm 13.9855 51.6916 0.0024
Downdate algorithm 13.1456 48.0024 0.0014
Proposed algorithm 11.4943 33.0684 0.0123

Brute force algorithm 10.2619 24.4370 30.4349

All the three algorithms can obtain good accuracy performance which is well below
28 m when 12 satellites are selected in the dual-constellation navigation system. The down-
date algorithm can obtain a little smaller 2drms than the geometric algorithm as the large
slope satellites which have great accuracy impacts are chosen as a priority. Additionally,
the proposed algorithm can reach a bit better accuracy performance than the downdate
algorithm and is close to the optimal 2drms value. As for the integrity performance, the
geometric algorithm and the downdate algorithm reach similar HPLs, with an average of
about 48 to 52 m, but the HPL of the geometric algorithm fluctuates more strongly. While
the proposed algorithm performs best among the three with an average HPL value of about
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33 m, as the integrity impacts of alternative satellites are taken into consideration. The
consumed times of the geometric algorithm and the downdate algorithm are well below
0.01 s and the proposed algorithm takes a little longer time with an average of about 0.012 s.
However, all of them are significantly efficient than the brute force algorithm.

4.2. Minimal Subset Size Simulations

In this trial, performance requirement constraints are added to the geometric algorithm
and the downdate algorithm so that they can be used to search for the minimal subset
which satisfies the requirement. Firstly, the LNAV performance requirement is considered
to check if it can be met by the dual-constellation navigation system. The 2drms, HPL and
subset size of the final subset constructed by each algorithm during the simulation are
illustrated in Figure 7. As the final subset size in each algorithm is well below the visible
satellite number during the simulation, this means the LNAV requirements can be well
satisfied by the GPS/BDS-2 single-frequency navigation system. Among the three satellite
selection strategies, the proposed algorithm reaches the smallest final subset size with an
average value of 6.54, about 1.00 smaller than that of the geometric algorithm and 1.54
smaller than that of the downdate algorithm, at a cost of little increased 2drms value that
still within the requirement. The average consumed times of these algorithms are close
and all less than 0.01 s.

Remote Sens. 2020, 17, x FOR PEER REVIEW 16 of 20 
 

 

Proposed algorithm 11.4943 33.0684 0.0123 
Brute force algorithm 10.2619 24.4370 30.4349 

4.2. Minimal Subset Size Simulations 
In this trial, performance requirement constraints are added to the geometric algo-

rithm and the downdate algorithm so that they can be used to search for the minimal 
subset which satisfies the requirement. Firstly, the LNAV performance requirement is 
considered to check if it can be met by the dual-constellation navigation system. The 
2drms, HPL and subset size of the final subset constructed by each algorithm during the 
simulation are illustrated in Figure 7. As the final subset size in each algorithm is well 
below the visible satellite number during the simulation, this means the LNAV require-
ments can be well satisfied by the GPS/BDS-2 single-frequency navigation system. Among 
the three satellite selection strategies, the proposed algorithm reaches the smallest final 
subset size with an average value of 6.54, about 1.00 smaller than that of the geometric 
algorithm and 1.54 smaller than that of the downdate algorithm, at a cost of little increased 
2drms value that still within the requirement. The average consumed times of these algo-
rithms are close and all less than 0.01 s. 

(a) (b) 

 
(c) 

Figure 7. 2drms, HPL and subset size of the final subset constructed by each algorithm under LNAV requirement. (a) 
2drms value; (b) HPL value; (c) Subset size. 

2d
rm

s 
(m

)

H
PL

 (m
)

Su
bs

et
 si

ze

Figure 7. 2drms, HPL and subset size of the final subset constructed by each algorithm under LNAV requirement. (a) 2drms
value; (b) HPL value; (c) Subset size.



Remote Sens. 2021, 13, 1725 17 of 20

Secondly, the horizontal requirement of APV-I is utilized here to analyze the capability
of the GPS/BDS-2 single-frequency navigation system in aerial navigation. The 2drms, HPL
and subset size of the final subset constructed by each algorithm are illustrated in Figure 8.
As we can see, the accuracy requirement is satisfied by the three algorithms during the
simulation. However, the integrity requirement is violated by them during the 9–10 h. The
final subsets at these times all reach the all-in-view subset but still cannot entirely meet the
requirements for not enough satellites in view or poor geometries. However, the curves in
Figure 8c show that the proposed algorithm can maintain a relatively smaller subset during
the simulation, with an average subset size of 10.77, which is 3.02 smaller than that of the
geometric algorithm and 2.54 smaller than that of the downdate algorithm. Additionally,
the three algorithms reach similar average consumed time, as shown in Table 5.
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Figure 8. 2drms, HPL and subset size of the final subset constructed by each algorithm under APV-I horizontal requirement.
(a) 2drms value; (b) HPL value; (c) Subset size.

Table 5. Average subset size and consumed time of each algorithm in the minimal subset size trial.

LNAV APV-I

Algorithms Subset Size Consumed Time (s) Subset Size Consumed Time (s)

Geometric algorithm 7.5417 0.0043 13.7917 0.0128
Downdate algorithm 8.0833 0.0023 13.3125 0.0052
Proposed algorithm 6.5417 0.0062 10.7708 0.0121
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4.3. High Latitudes Simulations

To verify the effectiveness of the satellite selection algorithms in different locations,
especially in high latitudes, the receiver is moved to the Mohe Gulian Airport whose
latitude is higher than 50 degrees in the north. The simulations in the fix subset size scene
and minimal subset size scene are carried out in sequence and the 24-h statistical results
are summarized in Table 6. During the 12 satellite subset trial, the three algorithms reach
similar accuracy performance while the proposed algorithm outperforms the other two in
integrity with an average 15 to 27 m smaller HPL. During the LNAV and APV-I requirement
trial, the LNAV requirement is well met by the three algorithms and the proposed algorithm
obtains an average 1.31 smaller subset. The APV-I integrity requirement is violated by
the three algorithms over a period of time, which means the GPS/BDS-2 single-frequency
navigation system alone may not be suitable for the APV-I operation. Even so, the proposed
algorithm obtains an average 2.06 to 3.63 smaller subset beyond these discordant time.

Table 6. Performance comparison among the three algorithms in high latitudes.

Fixed Subset Size Performance Minimal Subset Size Performance

Algorithms 2drms (m) HPL (m) LNAV APV-I

Geometric algorithm 15.3246 65.1377 8.1250 15.5417
Downdate algorithm 13.2208 53.2312 8.1458 13.9792
Proposed algorithm 11.9713 37.9720 6.8125 11.9167

As a result, the proposed PRDFSS algorithm performs well on both accuracy and in-
tegrity performances regardless of fixed subset size trial or minimal subset size trial. When
12 satellites are selected in the GPS/BDS-2 navigation system, the proposed algorithm can
reach a comparable 2drms and an about 15 m lower HPL than the geometric algorithm and
the downdate algorithm. When the LNAV and APV-I performance is required, an average
1.3 to 2.0 satellites smaller subset can be achieved by the proposed algorithm if compared
with the other two, regardless of the latitude of the receiver. Besides, the average consumed
times of the three algorithms are very close and short, so the proposed PRDFSS algorithm is
suitable for performance-requirement-based navigation applications with limited real-time
processing capability.

5. Conclusions

The significant increase in operating satellites in view turns out not only a benefit for
the positioning accuracy but also a challenge to the processing capability of the general civil
low-cost navigation device, as well as the channel limitation of the GNSS receiver processor.
This study investigates the importance of satellite selection in the multi-constellation
navigation system then proposed a performance-requirement-driven fast satellite selection
algorithm in order to find a relatively small subset that meets the requirements for the
RAIM applications.

The investigations about subset size impacts on the accuracy, integrity, and compu-
tation load show that, it may be not the more selected satellites the better for the RAIM
process and satellite selection is quite effective when real-time requirement and channel
capabilities are considered. The accuracy impact of a single satellite can be represented
by its slope on the current subset while the integrity impact is indicated by the max slope
value it reduces. A cost function based on the performance requirement can help to select a
valuable satellite for the current subset. A performance-requirement-driven fast satellite
selection algorithm is raised by geometric evenly selecting the initial subset and adding
valuable satellites iteratively to the initial subset until the performance requirement is
achieved. The proposed algorithm keeps a similar accuracy performance and an about
15 m smaller horizontal protection level than the geometric algorithm and the downdate
algorithm in the 12-satellite subset trial and can achieve an average 1.0 to 2.0 satellites
smaller subset than the other two algorithms under the given LNAV and APV-I horizontal
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requirements, regardless of the latitude of the receiver. Consequently, it could be a good
choice for real-time RAIM applications and low-cost navigation devices.
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