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Abstract: An efficient and accurate forest sample plot survey is of great significance to understand
the current status of forest resources at the stand or regional scale and the basis of scientific forest
management. Close-range photogrammetry (CRP) technology can easily and quickly collect sequence
images with high overlapping to reconstruct the 3D model of forest scenes and extract the individual
tree parameters automatically and, therefore, can greatly improve the efficiency of forest investigation
and has great application potential in forestry visualization management. However, it has some
issues in practical forestry applications. First, the imaging quality is affected by the illumination in the
forest, resulting in difficulty in feature matching and low accuracy of parameter extraction. Second,
the efficiency of 3D forest model reconstruction is limited under complex understory vegetation or the
topographic situation in the forest. In addition, the density of point clouds by dense matching directly
affects the accuracy of individual tree parameter extraction. This research collected the sequence
images of sample plots of four tree species by smartphones in Gaofeng Forest Farm in Guangxi
and Wangyedian Forest Farm in Mongolia to analyze the effects of image enhancement, feature
detection and dense point cloud algorithms on the efficiency of 3D forest reconstruction and accuracy
of individual tree parameter extraction, then proposed a strategy of 3D reconstruction and parameter
extraction suitable for different forest scenes. First, we compared the image enhancement effects of
median–Gaussian (MG) filtering, single-scale retinex (SSR) and multi-scale retinex (MSR) filtering
algorithms. Then, an improved algorithm combining Harris corner detection with speeded-up robust
features (SURF) feature detection (Harris+SURF) is proposed, and the feature matching effect is
compared with that of a scale invariant feature transform (SIFT) operator. Third, according to the
morphological characteristics of the trees in the sequence images, we used the iterative interpolation
algorithm of a planar triangulation network based on geometric constraints (GC-based IIPTN) to
increase the density of point clouds and reconstruct the 3D forest model, and then extract the position
and DBH of the individual trees. The results show that MSR image enhancement can significantly
increase the number of matched point pairs. The improved Harris+SURF method can reduce the
reconstruction time of the 3D forest model, and the GC-based IIPTN algorithm can improve the
accuracy of individual tree parameter extraction. The extracted position of the individual tree is
the same as the measured position with the bias within 0.2 m. The accuracy of extracted DBH of
Eucalyptus grandis, Taxus chinensis, Larix gmelinii and Pinus tabuliformis is 94%, 95%, 96% and 90%,
respectively, which proves that the proposed 3D model reconstruction method based on image
enhancement has great potential for tree position and DBH extraction, and also provides effective
support for forest resource investigation and visualization management in the future.

Keywords: close-range photogrammetry (CRP); image enhancement; three-dimensional (3D) recon-
struction; individual tree parameter extraction
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1. Introduction

The forest ecosystem affects the global and regional carbon–water cycle and the
stability of the climate system. Accurate investigation of forest resources is essential
for forest protection as well as scientific planning and management [1]. A sample plot
survey is the basis of a forest resource inventory and management planning survey. The
measurement quality of the individual tree parameters directly determines the efficiency
and precision of the sample plot survey and then determines the overall quality and
timeliness of regional forest resource investigation. Therefore, automatic, accurate and
fast acquisition of individual tree parameters can provide technical support for forest
resource monitoring and scientific forest management [2]. The traditional method of
acquiring individual tree parameters is measuring the parameters of each tree in the
sample plot manually, and digitally recording the measurement results [3]. This method is
time-consuming and laborious, and it is difficult to acquire a large quantity of data from a
lot of plots in a short time. The total station is usually used for acquiring the location of
trees. However, it is expensive and inconvenient to carry in the forest, which increases the
difficulty of forest investigations.

Automatic individual tree parameter extraction based on the three-dimensional (3D)
forest model can overcome the limitation of traditional investigation methods by trans-
forming a lot of fieldwork into computer data processing, to improve the investigation
efficiency. Additionally, it can collect sample plot data in a complex forest environment
and avoids the influence of subjective human factors, and makes a permanent record of
the forest available. Meanwhile, it is beneficial to realize forest management visualization
and provide important technical support for forest resource dynamic monitoring and
scientific management.

The technology of 3D forest model reconstruction has been developed in recent years.
For example, using laser range finders and altimeters to acquire the tree position and
height. However, it is inefficient and difficult to show the actual trees. Light detection
and ranging (LiDAR), such as airborne laser scanning (ALS) and terrestrial laser scanning
(TLS), can obtain the high-density 3D point clouds of forest scenes and build an accurate
3D model [4,5]. In particular, ALS can acquire the point clout data for large regions in a
short time. However, these types of equipment are expensive and have many requirements
in terms of the professional techniques of data collectors. For example, thousands of dollars
are needed to lease ALS or TLS equipment. In addition, the equipment is heavy and
requires more than two skilled operators, and the data acquired by ALS will miss the
information under the canopy.

Close-range photogrammetry (CRP) is an approach for obtaining the 3D point cloud
data from sequence images based on the principle of multi-view geometry and spatial
transformation matrices [6–8]. CRP has the ability to match a set of images automatically,
and images become a new data source of 3D point clouds [9]. At the present stage, the
mainstream method of 3D reconstruction is structure from motion (SFM) [10,11], which
has been exploited in many fields, such as industry, precision agriculture, geographic
surveying and archeology [12]. CRP has become an emerging topic in forestry in recent
years, with similar products and low cost compared with TLS [13,14]. Additionally, CRP
has the ability of fast field measurement and processing data with high efficiency, and
has good potential in the field of precision forestry [15–17]. More research has proposed
methods for tree mapping and parameter extraction based on CRP, which have achieved a
reasonable result [18–21].

In recent years, a wide variety of image-taking devices has been developed, and
smartphones have achieved a similar ability to acquire high-quality images like digital
cameras. The sequence images acquired by smartphones can perform the image-based
3D reconstruction of the scene [22–25]. Compared with TLS, smartphones are relatively
inexpensive, small and portable, which can greatly improve the efficiency of data collec-
tion. In addition, compared with an industrial camera, the aperture and focal length of a
smartphone camera can be set automatically, and the pixel resolution of the camera of the
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smartphone is higher, which provide higher efficiency in data collection using smartphones.
Furthermore, smartphones have been widely used around the world and make it possible
for ordinary people to acquire 3D point data. However, the following issues restrict their
application in complex terrain. On one hand, the sample plots are located in the subtropical
zone, with a large amount of understory vegetation which results in occlusion in the forest,
which affects the image quality, and therefore affects the accuracy of feature matching and
parameter extraction. On the other hand, the slope in the sample plot is high, and the com-
plex topographies result in a decrease in the efficiency of 3D reconstruction. The accuracy
and density of point clouds dictate the accuracy of parameter extraction. Therefore, there
is a need to increase the accuracy of point cloud data.

In light of these critical issues, this study used sequence images taken by a smartphone
as the main data source, combined with image enhancement algorithms and feature
matching optimization algorithms to generate dense point clouds and extract parameters
of an individual tree. The key research aims (1) to deal with the problems of low image
quality caused by non-uniform distribution of light, compare median–Gaussian (MG)
filtering, single-scale retinex (SSR) enhancement algorithms and multi-scale retinex (MSR)
enhancement algorithms and then find suitable image enhancement algorithms for 3D
reconstruction; (2) propose the Harris+SURF operator to reduce the total reconstruction
time; (3) propose the GC-based IIPTN algorithm to increase the density of point clouds,
then extract the position and diameter at breast height (DBH) of the individual trees
according to the 3D reconstruction model.

2. Materials and Methods
2.1. Study Area

Four typical sample plots of different plant species in southern and northern China
were selected (Figure 1). The sample plots were set as a square, with a size of 25 m × 25 m.
Two of the plots are located in Gaofeng Forest Farm in Nanning City, Guangxi Province
(108◦31′ E, 22◦58′ N) with terrain of hills and low mountains and elevation ranging from
400 to 750 m. The main tree species are Eucalyptus grandis and Taxus chinensis. The other
two plots are located in Wangyedian Forest Farm in Chifeng City, Mongolia (118◦09′ E,
41◦21′ N) with mountainous terrain and elevation ranging from 800 to 1890 m. The main
tree species are Larix gmelinii and Pinus tabuliformis.
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Data collection was conducted from 2017 to 2018. The information of the sample plots
is shown in Table 1. The position of each tree was measured by a total station and DBH
was measured with a diameter tape, which was used for the accuracy verification of the
extracted parameters.

Table 1. Sample plot information.

Sample Plot Stand Type Slope (◦) Main Tree Species Number of Trees

1 Evergreen broadleaf forest 13 Eucalyptus grandis 35
2 Evergreen broadleaf forest 27 Taxus chinensis 28
3 Coniferous forest 15 Larix gmelinii 40
4 Coniferous forest 25 Pinus tabuliformis 47

The sequence images were acquired by a smartphone with autofocus capabilities. The
camera resolution was 12 megapixels and the aperture size of the camera was 1.8. The
sequence images were taken between 10:00 a.m. and 2:00 p.m. on a sunny and uncloudy
day. The images were taken from a fixed point, with a distance of 0.5 m between adjacent
points and 1 m away from the boundary of the sample plot. Then, we walked around
the periphery of the sample plot and took three photos continuously in the perpendicular
direction at each fixed point, with the overlap ratio of each image pair being over 60%.
Three hundred and ninety-two photos of the Eucalyptus grandis plot and 258 photos of the
Taxus chinensis plot were acquired at Gaofeng Forest Farm in late January 2018; 141 photos
of the Larix gmelinii plot and 109 photos of the Pinus tabuliformis plot were acquired at
Wangyedian Forest Farm in late September 2017.

2.2. Methods

The overall method framework includes the following aspects: sequence image en-
hancement, feature point extraction and matching, sparse point cloud generation, dense
point cloud generation, three-dimensional (3D) forest model reconstruction and individual
tree parameter extraction (shown in Figure 2).
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Figure 2. The technical framework.

2.2.1. Image Enhancement

The occlusion and shadow in the forest results in uneven illumination of images, which
then affects the image quality and reduces the accuracy of relevant information extraction.
Specific findings were the localized region’s low gray value and that the objects were
unclear [26]. In images, the boundary is blurred because of strong light, while weak light
results in a low gray value in the local area, meaning detailed information is hidden [27–29].
Therefore, it is necessary to enhance the acquired sequence images before feature detection
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to improve the image quality. Concerning the characteristics and objectives of the features
detection, we compared median filter, Gaussian filter and retinex enhancement algorithms,
and identified the appropriate image enhancement method for tree feature detection in the
forest scene.

1. median–Gaussian (MG) filtering
For spatial enhancement algorithms, the gray value of each pixel of the images was

processed according to the pixel position [30–32]. As a simple and fast spatial filter, the
median filter can reduce image noise and retain edge information within an image. In
addition, the image details are important for accurate 3D reconstruction of the forest scene,
especially if the features identified at the edge of a trunk and ground are the focus. The
low branches and cluttered shrubs are the dominant sources of noise, which affect the
accuracy of the reconstructed model. A Gaussian high-pass filter has the ability to enhance
the edge of the trunk by highlighting the edge information and details of images, which
contributes to the DBH extraction. We adapted an MG filter with a window size of 3×3,
which conducted two filters (median filter and Gaussian high-pass filter) successively
for removing the noise and enhancing the edge information and details of the images
at the same time. We compared the results of feature detection between the enhanced
image and the original image to verify the effects of different enhancement methods in 3D
reconstruction.

2. Retinex algorithms
The retinex image enhancement method estimates the brightness information (L(x,y))

of the original images with a Gaussian smoothing function and then compensates uneven
illumination of images [33–35]. The main algorithms are single-scale retinex (SSR) [36] and
multi-scale retinex (MSR) [37–39].

Retinex is a combination of retina and cortex. The grayscale value of image I (x,y)
is divided into brightness information L (x,y) and reflection information R (x,y), and is
defined as:

I(x, y) = L(x, y)× R(x, y) (1)

This algorithm flow is shown in Figure 3.
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(1) SSR model
The SSR model converted the value of each pixel from integer to logpolar domain in

each color channel. The formula is:

R(x, y) = logL(x, y)− log[F(x, y)× I(x, y)] (2)

(2) F(x, y) is a surround function, which is, in general, a Gaussian function

F(x, y) = λ×
(
− x2 + y2

2c2

)
(3)

λ is the normalization constant; c is the Gaussian-scale coefficient. The greater the c
and the smaller the neighbors affecting the center pixel, the smoother the image and the
less detail.
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(3) MSR model
The SSR model cannot achieve smoothing of the image while strengthening details.

The MSR model, proposed by Jobson and Rahman [40], assigns different weights to images
with different scales by scale transformation, and the final image R(x, y) is obtained by
weighting. The formula is:

Ri(x, y) =
k

∑
k=1

Wk{logIi(x, y)− log[Fk(x, y)× Ii(x, y)]} (4)

k is the number of scales, Fk(x, y) is a surround function. Wk is the weight of each step

which satisfies the condition
k
∑

k=1
Wk = 1.

2.2.2. 3D Model Reconstruction

1. Feature point detection
The intrinsic camera parameters were obtained from Zhang’s camera calibration

algorithm [41]. The calibration algorithm can solve the problem of lens distortions by
adjusting the camera’s internal parameters and external parameters, which include focal
length lens, principal point, skew and distortion. The accuracy of camera calibration was
assessed through checkerboard corner detection and pixel error minimization. Harris
(proposed by Harris and Stephens [42]), speeded-up robust features (SURF) (proposed by
Bay [43]) and scale invariant feature transform (SIFT) (proposed by Lowe [44]) were used
to detect the feature points, and a combined Harris+SURF algorithm was proposed.

SIFT is an algorithm for detecting, describing and matching features. The algorithm
includes scale-space construction, scale-space extrema detection and feature point descrip-
tors. The obvious advantages are a large number of detected features, accurate description
of features and a small number of mismatched points. However, the algorithm is complex
and time-consuming. The SURF algorithm with the Hessian matrix on top of the SIFT algo-
rithm, which improves the space-scale construction, has superior performance in judging
the direction of features and greatly enhances the efficiency of the procedure.

The Harris algorithm uses a window with a fixed size for sliding from the center point
to the neighborhood with a step of 1 pixel, then constructs an autocorrelation matrix and
determines the type of region (edge, plane and corner) by comparing the eigenvalues of
the Hessian matrix at each pixel. The algorithm is simple, efficient and has a reasonable
number of good feature points.

In consideration of the accuracy and efficiency of the three methods discussed above,
this study proposes a Harris+SURF feature detection algorithm, which first used the Harris
algorithm to detect the corner points in the image, then used the SURF algorithm to
extract the feature points and compared the results with the SIFT algorithm. The essence
matrix was then obtained from the camera’s internal parameters and detected features.
Additionally, the RANSAC algorithm was used for eliminating the matching errors and
improving the matching accuracy [45,46].

2. 3D model reconstruction
After feature point extraction and matching, the SFM algorithm is used for sparse

point cloud reconstruction according to the feature points. We implement the iterative
interpolation algorithm of a planar triangulation network based on geometric constraints
(GC-based IIPTN algorithm) for the specific characteristics of the forest. The GC-based
IIPTN algorithm can improve the density of point clouds by rescreening and adding the
removed points, which is achieved by constructing Delaunay triangulations [47,48]. In this
case, the center of gravity of each triangle is always inside the triangle. The feature point
centered within a 5 × 5 neighborhood with an epipolar constraint principle is rescreened.
This process is repeated until all triangles have been traversed. The algorithm flow is
shown in Figure 4.
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2.2.3. Parameter Extraction Based on 3D Forest Model

Based on the reconstructed point cloud, a normalized tree model was constructed
by morphological filtering and a point-to-plane surface-fitting algorithm. The remaining
non-ground points were trunk and noise. In the normalized tree model, the nonlinear
least-squares method was used to obtain the center coordinates and radius of the circle
at a height of 1.3 m. The center coordinates of the circle are the position of the individual
tree and the DBH can be derived from the radius. The method can remove the noise while
segmenting the tree accurately.

2.2.4. Accuracy Verification

The measured values acquired by the total station and diameter tape were used as
reference data. The accuracy was evaluated with reconstruction rate (r), absolute precision
( PRE) and relative error (RE). The formula is as follows:

r =
n
M

(5)

where n is the number of reconstructed trees, and M is the number of trees in the plot.

RE =
∑n

i=1
|Textraction −Ttruth |

Ttruth

n
(6)
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PRE = 1−
∑n

i=1
|Textraction −Ttruth |

Ttruth

n
× 100% (7)

where n is the number of reconstructed trees, Textraction. is the value of extracted DBH and
Ttruth is the value of measured DBH.

3. Results
3.1. Results of Different Image Enhancement Methods

The results of image enhancement by median–Gaussian (MG) filtering, single-scale
retinex (SSR) and multi-scale retinex (MSR) algorithms are shown in Figure 5. The yellow
line connects a pair of feature points from image pairs, the red point is the detected feature
points in the left image and the green point is the corresponding points in the right image.
It can be seen that the distribution of matching points is concentrated on the ground and
trunks. The edges of the trunks were enhanced after MG filtering but the number of total
matching points decreased while slightly increasing in the dark areas and decreasing in the
bright areas with significant false matching. For the SSR algorithm, the amount of noise
decreased while the number of feature points increased and was distributed more evenly
and concentrated on the edges of the trunks. MSR achieved a better result that there are
more feature points on the upper parts of trees in the enhanced images. Experiments were
repeated using four different tree species with three methods and achieved similar results.
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3.2. Results of Feature Matching

A pair of enhanced images by MSR of the Pinus tabuliformis plot was used for com-
paring the matching point number and processing time of different matching algorithms
using MATLAB. The result is shown in Figure 6, in which the line connects a pair of feature
points from image pairs, the red point and the green point are the pair of feature points.
There are more feature points in Figure 6b. The different colored lines show different
feature points more clearly. There are more feature points detected by the SIFT algorithm,
which are mainly distributed on the trunks. However, in terms of time, the Harris+SURF
algorithm takes 7 s while the algorithm takes 272 s. Therefore, the SIFT algorithm can detect
more features but is time-consuming. In addition, the Harris+SURF algorithm detected
less number of feature points, but the added feature points distribution concentrated at
the trunks, this meets the needs of the DBH extraction. As a result, the Harris+SURF
algorithm has a better fit in practical applications and can be used in reconstructing the 3D
forest model.
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3.3. 3D Forest Model Reconstruction Results

The results of 3D reconstruction using Harris+SURF feature matching and GC-based
IIPTN dense point cloud algorithms with images enhanced by MSR in four plots of different
tree species are shown in Figure 7 and Table 2. They show that the model has greater
accuracy after image enhancement. As seen from Table 2, the accuracy improvement is
not obvious before and after image enhancement in the Eucalyptus grandis plot with a flat
slope, which is only 0.54%. The Taxus chinensis plot has a steeper slope, resulting in a small
number of point clouds reconstruction from the original images. As a result, the number
of point clouds increased by 18.47% after image enhancement. Image enhancement has a
better effect on the Larix gmelinii plot and the Pinus tabuliformis plot, in which the number of
point clouds increased by 25.20% and 22.85%, respectively. Therefore, the MSR algorithm
has a great effect on the 3D reconstruction of Larix gmelinii and Pinus tabuliformis.

Table 2. Comparison of the number of point clouds before and after image enhancement by MSR algorithm in four
different plots.

Tree Species Point Cloud Number of the
Original IMAGES (104)

Point Cloud Number
after Enhancement (104)

The Increased Number
of Point Cloud (104)

The Proportion of Increased
Number of the Point Cloud (%)

Eucalyptus grandis 311.67 313.36 1.691 0.54
Taxus chinensis 12.13 14.37 2.24 18.47
Larix gmelinii 177.39 222.10 44.71 25.20

Pinus tabuliformis 22.89 28.12 5.23 22.85
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3.4. Individual Tree DBH Extraction

The extracted DBH and position of an individual tree are shown in Table 3. We can see
from Table 3 that the slope is flat in the sample plot of Eucalyptus grandis and Larix gmelinii,
with a good reconstruction rate of 80% and 78%, respectively. The slope is steeper in
the Taxus chinensis and Pinus tabuliformis plots and the reconstruction rates are 64% and
62%, respectively. Therefore, the trees in the sample plot of Eucalyptus grandis grew tall
and straight and have a high reconstruction rate. The steep slope in the sample plot of
Pinus tabuliformis results in a lower reconstruction rate.

Table 3. The results of individual tree reconstruction of different tree species.

Tree Species Number of
Investigated Trees

Number of
Reconstructed Trees

Reconstruction
Rate (r)

Eucalyptus grandis 35 28 80%
Taxus chinensis 28 18 64%
Larix gmelinii 40 31 78%

Pinus tabuliformis 47 29 62%

The distribution diagrams of bias between extracted values and measured values
of four sample plots are shown in Figure 8. The bias converges within 0.2 m and the
bias concentrates around 0 in the Eucalyptus grandis plot. The distribution of the bias is
more uniform and is positive on the x-axis while negative on the y-axis, which results
from the different ways of collecting data. The slope is steeper in the Taxus chinensis and
Pinus tabuliformis plots and the reconstruction rates are 64% and 62%, respectively. The
distribution of the bias is discrete and within 0.2 m in the Taxus chinensis plot. Furthermore,
the bias converges within 0.15 m and the distribution is uniform in the Pinus tabuliformis
plot. Therefore, we can conclude that the slope of sample plots will affect the reconstruction
rate of individual trees, but has little influence on the accuracy of individual tree positions.

Table 4 shows the results of the extracted DBH and the measured DBH in four sample
plots. The PRE values of extracted DBH in the Eucalyptus grandis and Larix gmelinii sample
plots are 94.66% and 96.88%, respectively, which indicates that the proposed method in
the study performs better in the plots with few branches and leaves and clear trunks. The
accuracy of extracted DBH in the Taxus chinensis sample plot is 95.04%, which indicates that
although the steep slope affects the reconstruction rate of the individual trees, the extracted
DBH of the reconstructed trees has high accuracy. The accuracy of extracted DBH in the
Pinus tabuliformis sample plot is 91.52%, which is a worse result than the other three plots.
There is a lot of understory vegetation in the Pinus tabuliformis plot and there is much noise.
The point cloud of the trunks was influenced by the denoising process, which resulted in
lower accuracy.

Table 4. The accuracy of extracted DBH of different tree species.

Tree Species Average of Extracted
DBH (cm)

Average of Measured
DBH (cm) RE (%) PRE (%)

Eucalyptus grandis 24.30 24.30 5.34 94.66
Taxus chinensis 17.31 17.31 4.96 95.04
Larix gmelinii 17.90 17.90 3.12 96.88

Pinus tabuliformis 16.42 15.49 8.48 91.52
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4. Discussion

In this paper, we explored the method of 3D forest scene reconstruction and parameter
extraction by combining image enhancement and a feature matching algorithm based on
close-range photogrammetry (CRP) technology. The method has the ability to solve the
problems of low-quality images caused by poor light conditions and complex terrain. We
used the MSR image enhancement algorithm to strengthen the features of trees and then
used the Harris+SURF algorithm for feature detection to improve the efficiency of feature
detection and matching.

4.1. The Effects of Different Image Enhancement Algorithms on 3D Reconstruction

From Figure 5, it is evident that the edge of the trunk can be highlighted by image en-
hancement, which increased the number of feature points on the trunk. Median–Gaussian
(MG) filtering, single-scale retinex (SSR) and multi-scale retinex (MSR) achieved a better
result. The number of feature points decreased when using the MG filter. The reason is
that there are a lot of similar points generated from the processed images, which results in
many mismatched points. The feature points increased in the dark and the distribution
was concentrated on the trunk and the ground after SSR algorithms, but decreased slightly
in bright conditions [49,50]. Meanwhile, when using the MSR algorithm, the feature points
increased significantly and were distributed on the trunk and ground evenly. Furthermore,
it does not lose the feature points in bright conditions. Therefore, compared with other
image enhancement methods, the detail information in the images was enhanced after
MSR filtering and the detection of feature points was concentrated on the edge of the
trunk, which can improve the rate of tree reconstruction and make the reconstructed model
more precise. The result shows an accuracy greater than 90% for DBH extraction, which
meets the accuracy requirements of the forestry resource survey. Additionally, the number
of feature points increased slightly compared with the original image in the eucalyptus
plot, which results from a flat and simple terrain in the forest. This showed that image
enhancement has more effects on low-quality images.

4.2. The Effects of Different Tree Species and Terrain on 3D Reconstruction and
Parameter Extraction

The efficiencies of the 3D model reconstructed from MSR enhanced images of four
plots with different tree species and terrain conditions were compared. The results showed
a distinctive effect in coniferous plots (Taxus chinensis and Pinus tabuliformis) with complex
terrain and a poor reconstruction rate of the original image. Additionally, the part of trees
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observed using the total station is the bottom part, while the parts extracted by the model
are located 1.3 m from the bottom point. Therefore, the accuracy of the extracted position
will be decreased when the slope is steep.

The acquired sequence images are of low quality in the Taxus chinensis plot with a
steep slope, which results from the difficulty in keeping the horizontal direction constant
when collecting data and results in a low reconstruction rate. Therefore, the number of
point clouds significantly increased and the trunks are clearer after image enhancement.
However, the Eucalyptus grandis plot and Larix gmelinii plot have flat terrain, and the model
obtained from the original images has good accuracy, resulting in less number of point
clouds increased after enhancement. The accuracy of DBH extraction in the four sample
plots is over 90%. The complex terrain generated lots of noise, resulting in the lower
accuracy in the Pinus tabuliformis plot.

The image acquisition process was directly affected by terrain and then affected the
image quality and the number of reconstructed trees [51,52]. However, the extracted
positions of the individual trees could be obtained from trees that had been reconstructed
and were not directly associated with the slope. Therefore, the frequency of data acquisition
and the shooting angle should be appropriately improved in sample plots with complex
terrain to decrease the interference of the slope. Meanwhile, direct light should be avoided
when collecting data to reduce the influence of illumination in an image.

4.3. Research Limitations

The sequence images were acquired with a smartphone and achieved a good accuracy
for position and DBH extraction. However, the quality of sequence images is affected by
the illumination and terrain, resulting from the unstable overlapping rate between images
and inaccurate localization. Therefore, on one hand, we will acquire the sequence images
using a binocular camera carrying an accurate GPS receiver in future studies to improve
the accuracy of 3D reconstruction and parameter extraction based on CRP. On the other
hand, a new data collection method needs to be experimented with and verified in sample
plots with a large area, which involves dividing the large sample plot into small parts and
splicing images of the region after shooting to solve the problem of low reconstruction rate.

5. Conclusions

In response to the issues of low image quality and low efficiency caused by unstable
illumination and complex terrain, MG filtering and SSR and MSR image enhancement
algorithms are compared. The results show that the number of feature points increased and
was distributed evenly by the MSR algorithm, which compensates for the low exposure of
the original images and improves the image quality. Meanwhile, a Harris+SURF method
is proposed to reduce the time of 3D model reconstruction and a GC-based IIPTN dense
point cloud algorithm is used for improving the reconstruction accuracy from the enhanced
images. The parameters were then extracted from the 3D forest model. The accuracy of
extracted DBH is above 90% in four plots, which shows a better effect of 3D reconstruction.
The feasibility of the proposed method was verified in four typical types of plantation in
China. The results show it can achieve accurate parameter extraction and meet the need
for forest precision surveys and visualization management.
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