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Abstract: Clumping index (CI) is a canopy structural variable important for modeling the terrestrial 
biosphere, but its retrieval from remote sensing data remains one of the least reliable. The majority 
of regional or global CI products available so far were generated from multiangle optical reflectance 
data. However, these reflectance-based estimates have well-known limitations, such as the mere use 
of a linear relationship between the normalized difference hotspot and darkspot (NDHD) and CI, 
uncertainties in bidirectional reflectance distribution function (BRDF) models used to calculate the 
NDHD, and coarse spatial resolutions (e.g., hundreds of meters to several kilometers). To remedy 
these limitations and develop alternative methods for large-scale CI mapping, here we explored the 
use of spaceborne lidar—the Geoscience Laser Altimeter System (GLAS)—and proposed a semi-
physical algorithm to estimate CI at the footprint level. Our algorithm was formulated to leverage 
the full vertical canopy profile information of the GLAS full-waveform data; it converted raw wave-
forms to forest canopy gap distributions and gap fractions of random canopies, which was used to 
estimate CI based on the radiative transfer theory and a revised Beer–Lambert model. We tested 
our algorithm over two areas in China—the Saihanba National Forest Park and Heilongjiang Prov-
ince—and assessed its relative accuracies against field-measured CI and MODIS CI products. We 
found that reliable estimation of CI was possible only for GLAS waveforms with high signal-to-
noise ratios (e.g., >65) and at gentle slopes (e.g., <12°). Our GLAS-based CI estimates for high-quality 
waveforms compared well to field-based CI (i.e., R2 = 0.72, RMSE = 0.07, and bias = 0.02), but they 
showed less correlation to MODIS CI (e.g., R2 = 0.26, RMSE = 0.12, and bias = 0.04). The difference 
highlights the impact of the scale effect in conducting comparisons of products with huge differ-
ences resolution. Overall, our analyses represent the first attempt to use spaceborne lidar to retrieve 
high-resolution forest CI and our algorithm holds promise for mapping CI globally. 
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1. Introduction 
Clumping index (CI) characterizes the level of foliage grouping within a distinct can-

opy structure relative to a random distribution, which is closely related to radiation inter-
ception and distribution within canopies [1,2]. Given the effectiveness of CI in describing 
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the distribution of canopy elements and solar radiation within the canopy, it has been 
widely used in remote sensing field. For example, CI is a necessary input parameter for 
mapping true leaf area index (LAI) [3–5], and is frequently used to determine the propor-
tions of sunlit and shaded leaves in ecosystem process models [6–8]. In addition, previous 
studies found that the proper consideration of CI could obviously improve the estimation 
accuracy of gross primary productivity (GPP) and evapotranspiration (ET) [9,10]. 

The importance of CI leads to various efforts on estimating CI from different data 
sources. Multiangle remote sensing data has proven to be an effective data for estimating 
CI, partly because reflectances observed at different angles can capture the effect of can-
opy clumpiness to certain extents [11]. Existing models mainly relate the CI to an angular 
index named the normalized difference between hotspot reflectance and darkspot reflec-
tance (NDHD) by constructing a linear relationship model, based on the simulation of a 
so-called 4-scale geometric-optical model [12]. Hotspot and darkspot reflectances, which 
are used to calculate NDHD, are usually reconstructed using bidirectional reflectance dis-
tribution function (BRDF) model [12,13]. Based on linear relationships between CI and 
NDHD, global and regional CI products have been generated from the available multian-
gle remote sensing data, such as POLDER [14], MODIS [15–17], and MISR [18]. 

Despite the wide use of NDHD-based CI estimation methods, these kinds of methods 
have some weaknesses that probably limit their applications. Firstly, the calculation of 
NDHD is sensitive to the choice of BRDF models [19], especially to hotspot effect 
[12,13,20]. Thus far, no census has concluded which BRDF model is the most appropriate 
for CI estimation. Furthermore, passive optical sensors have limited observation abilities 
in 3D objects, such as forest, because of low penetration characteristic and the spectral 
signal saturation problem [21–23]; most observations can only provide structural infor-
mation on the horizontal distribution of observed objects. Thus, using observations from 
passive optical sensors to retrieve 3D vegetation structure information is rather limited, 
such as CI [24]. Another drawback is the coarse spatial resolution of CI products from 
multiangle remote sensing data. 

Lidar provides a promising alternative technology to estimate CI remotely and 
avoids the limitations associated with satellite optical data. In addition, unlike optical im-
agery that captures horizontal canopy clumpiness, lidar data characterizes the full 3D 
distribution of phytoelements and the clumping along both vertical and horizontal direc-
tions [25–27]. Terrestrial and airborne discrete lidar data are the most widely used lidar 
data sources to estimate CI. At present, using these lidar data to retrieve forest canopy CI 
mainly includes two categories: statistically-based method and physically-based method. 
Statistically-based method was developed based on a regression relationship between li-
dar-obtained metrics and field-measured CI [28]. Although statistically-based methods 
are easy to conduct and computationally efficient in operation, they do not fully use the 
3-D measurement information contained by lidar data. Furthermore, this kind of statisti-
cally-based method has poor universality and is usually used only at the site scale. In view 
of problems of statistically-based methods, researchers turn to develop physically-based 
methods for CI estimation. Physically-based methods are usually implemented by taking 
lidar data as input for LX (finite-length averaging method), CC (gap-size distribution 
method), or CLX (combination of gap-size distribution and finite-length averaging meth-
ods) these kinds of CI estimation methods [24,29]. Summarizing these existing physical-
based methods, we found that most of these methods have to conduct lidar data pro-
cessing steps before CI estimation, and different data processing strategies usually give 
different CI values. Therefore, the uncertainty caused by lidar data processing may be a 
major limitation for this kind of method and limit their further applications. Recently, a 
CI inversion method based on the hypothesis of random distribution theory and the CC 
method was proposed [30], which could avoid uncertainty caused by data processing. 
However, the ground-based validation did not perform well, which might be caused by 
the low point density of airborne laser scan (ALS) data. 



Remote Sens. 2021, 13, 948 3 of 22 
 

 

Although CI estimation from lidar data is a good attempt to obtain fine resolution CI, 
existing methods still have some aspects for improvement, such as the uncertainty caused 
by data processing, using low-density discrete lidar data cannot capture complete vege-
tation structure information, etc. Furthermore, all existing methods are applied only to 
regional or site scales because of airborne and terrestrial lidar equipment’s limited obser-
vation ability. In the above sense, we try to determine a way to solve existing problems. 
Spaceborne lidar usually uses digital waveform to record observation and has global ob-
servation capabilities, which can capture more details than low-density discrete lidar data 
from ALS [31,32]. The characteristics of spaceborne lidar make it a suitable data source for 
estimating CI, but CI estimation methods based on spaceborne lidar do not exist yet, even 
though spaceborne lidar data, such as Geoscience Laser Altimeter System (GLAS), have 
been available for many years. Generally, digital waveforms recorded by spaceborne lidar 
can be taken as a function of the Beer–Lambert law. In the Beer–Lambert law, CI is a var-
iable nonidentifiable from other variables, such as leaf area index and leaf area density [2]. 
This nonidentification makes it impossible to retrieve CI from lidar waveforms alone—a 
subtle theoretical difficulty that has not been articulated or explored before in the litera-
ture but can be potentially resolved by introducing auxiliary data and additional model 
assumptions to constrain the CI inversion. This theoretical gap is an important impetus 
that motivates this work. 

Given that spaceborne lidar can provide 3D forest structure information at a high 
resolution globally, CI research based on spaceborne lidar data can broaden the perspec-
tive for understanding the structural characteristics of forests in global ecosystem studies. 
In this study, we developed a semi-physical algorithm to retrieve high-resolution forest 
CI from GLAS full-waveform lidar data under a hypothesis of random distribution the-
ory. First, we characterized the canopy gap fraction as a ratio between ground echoes and 
total echoes. Second, the vertical gap distribution within the canopy was derived from 
GLAS lidar data based on radiative transfer theory, which was used to calculate the can-
opy gap fraction corresponding to a random structure. Finally, the obtained canopy gap 
information from the above two steps was utilized as inputs to calculate CI based on the 
revised Beer–Lambert law. The performance of our method was evaluated by using 
ground-based measurements and MODIS CI products, and several factors affecting the 
accuracy of our method were analyzed. 

2. Materials 
2.1. Study Area 

Our study areas are located in northern China, which includes two sites (Figure 1). 
One site is Heilongjiang Province, which is in northeast China with abundant forest re-
sources. The major forest types include larch (Larix gmelinii (Rupr.) Rupr.) and birch (Bet-
ula platyphylla Suk). Heilongjiang is a mountainous area, and ground elevations are vari-
able ranging from approximately 300~1000 m [33]. Another site is Saihanba National For-
est Park, which is an important forest ground investigation site in China. Forest is mainly 
composed of larch and birch. Birch is a natural forest and usually grows on hillsides or 
mountain tops. Larch is a plantation forest, and most of them are planted in relatively flat 
areas. 
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Figure 1. Geoscience Laser Altimeter System (GLAS) footprints distribution in study areas of Saihanba National Forest 
Park and Heilongjiang Province. The base map of Saihamba National Forest Park is the high-resolution image extracted 
from Google Maps. The base map of Heilongjiang Province is the ground surface landcover image provided by the 
GlobeLand30 landcover product. 

2.2. GLAS Data 
The GLAS sensor onboard the ICESat satellite platform is a lidar instrument that is 

widely used to monitor vegetation. According to the information provided by GLAS 
measurements, the NSIDC (National Snow and Ice Data Center) produced a total of 15 
related products (GLA01-GLA15) for all users. In this study, the GLA01, GLA05, and 
GLA14 products, which were acquired from laser campaigns L2c (18 May 2004–21 June 
2004), L3c (20 May 2005–23 June 2005), and L3f (24 May 2006–26 June 2006), were used to 
estimate CI; the key information extracted from GLAS products is shown in Table 1. 

Table 1. Key information extracted from GLAS products. 

Product Attributes Record Name in GLAS File 
GLA01 & GLA05& 

GLA14 
Record identification i_rec_ndx 

count i_shot_count 

GLA01 

Transmitted pulse waveform r_tx_wf 
Received pulse waveform r_rng_wf 

Starting address of the transmit pulse sam-
ple 

i_TxWfStart 

Ending address of the range response i_RespEndTime 

GLA05 Gain value used for received pulse i_gval_rcv 
Gain value used for transmitted pulse i_gval_tx 

GLA14 

Latitude i_lat 
Longitude i_lon 

Standard deviation of background noise i_sDevNsObl 
Maximum amplitude of signal i_maxRecAmp 

Reflectivity d_reflctUC 
Reflectivity correction factor for 

atmospheric effects 
d_reflCor_atm 

2.3. Ancillary Data 
We used the 30-m spatial resolution globe landcover mapping product 

(GlobeLand30) as reference data to identify forest-covered GLAS data. The classification 
system of GlobeLand30 contains ten land cover types (Figure 1) with an accuracy of 83% 
on a global scale [34,35]. The accuracy of the vegetation structure parameters derived from 
lidar measurements is usually affected by terrain slope [36]. Therefore, such a terrain slope 
factor may introduce errors to our results. To analyze the effect of terrain slope on our 
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method, the slope maps for two study areas were produced using void-filled 90 m reso-
lution Shuttle Radar Topography Mission (SRTM) elevation data for global version 4 [37]. 

2.4. MODIS CI Products 
We used two kinds of monthly MODIS CI products, which have the same temporal 

with GLAS data, over Heilongjiang Province as comparative data to validate our method. 
These two CI products were generated based on the method from Jiao et al. [17]—V005 
and V006 versions of MCD43A1 BRDF products were used to capture clumping infor-
mation, and the MODIS International Geosphere Biosphere Programme (IGBP) land-
cover product (MCD12Q1) was used to determine vegetation types. In this study, we used 
MODIS CI with good quality (i.e., quality label = 0 or 1) and corresponding to forest (i.e., 
IGBP = 1,2,3,4) as comparative data. Throughout this paper, we termed the MODIS CI 
generated from the V005 version of the MCD43A1 product as V005-MODIS-CI, and 
termed the MODIS CI generated from the V006 version of the MCD43A1 product as V006-
MODIS-CI. 

2.5. Data Used for Scale Effect Analysis 
When conducting a comparison between MODIS CI and GLAS CI, the scale effect 

should not be ignored. Here, we used the collection 6 MODIS vegetation continuous fields 
(VCF) product and 30 m clear sky Landsat surface reflectance data to conduct scale effect 
analysis between MODIS CI and GLAS CI: (1) the VCF product provides the percentage 
of the three components that make up the pixel: percent tree cover, percent non-tree veg-
etation and percent bare [38]. We used the percentage of tree cover information to analyze 
MODIS pixel heterogeneity. (2) The clear sky Landsat surface reflectance data provides 
the fraction of incoming solar radiation that is reflected from the earth’s surface to the 
Landsat sensor, it has been widely used as intermediaries to conduct spatial representa-
tiveness analysis [39,40]. Following previous research, we selected clear sky Landsat sur-
face reflectance data as an intermediary to establish the spatial representativeness of 
GLAS measurements to assess the uncertainty caused by a direct comparison between 
GLAS CI and MODIS CI. 

2.6. Ground-Based Data 
CI from tracing radiation and architecture of canopies (TRAC) measurements is con-

sidered to be the most appropriate validation data source for CI retrievals from satellite 
data [41]. Therefore, we collected 50 ground-based CIs across the Saihanba National For-
est Park by the TRAC in August 2018 to validate our method (Table A1). For each sam-
pling, we first used a GPS equipment (i.e., Trimble GEO7X handheld GPS) to identify the 
GLAS footprint position with an accuracy of 1 cm (Figure 1). Then, we used the TRAC to 
obtain the GLAS footprint-scale CI based on a numerical gap-removal technique [42]. 

3. Methods 
In this section, we elaborate on the framework of retrieving CI from the GLAS lidar 

data. Figure 2 shows the framework of this study, which includes three modules: pro-
cessing of GLAS lidar data, GLAS CI inversion, and GLAS CI validation; details of each 
module are introduced in Sections 3.1–3.3. 
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Figure 2. Workflow diagram for retrieving clumping index (CI) from GLAS data. 

3.1. Processing of GLAS Data 
3.1.1. Extraction of Canopy Bottom and Ground Position from GLAS Received Waveform 

The canopy bottom and ground positions need to be identified from the GLAS re-
ceived waveform to calculate CI using our method. To identify these two key positions, a 
Gaussian decomposition method was used to process the raw GLAS received waveform, 
which included three steps. First, the raw GLAS received waveform was denoised by the 
Gaussian filtering method. Then, the Gaussian decomposition method was applied to de-
compose the denoised GLAS received waveform into multiple Gaussian components 
[43,44], as shown in Equation (1): 

( )
( )2

22

1
t

i

i

h h
n

i
i

C A e σε
− −

=

= +  (1)

where C(t) is the Gaussian component, h is the elevation, ε is determined by background 
noise, n is the number of Gaussian peaks, and Ai, hi and σi are the amplitude, elevation 
position and waveform half width, respectively. 

The third step is to extract the canopy bottom and ground positions. The decomposed 
Gaussian components represent the detected objects at different height levels. For forest 
measurements, the last decomposed component was generally considered to correspond 
to the ground surface, and the remaining components were canopy returns [45,46]. There-
fore, we took the position of the last peak as the ground surface and took the end position 
of the last component of the canopy as the bottom of the canopy (Figure 3). 

 
Figure 3. An example of processing the raw GLAS received waveform to obtain canopy bottom 
and ground positions by the Gaussian decomposition method. (a) is an example of GLAS observa-
tion for forest area; the blue dotted line is the GLAS received waveform (R0, R1 …, Rn), and the red 
line is the transmitted energy profile (E0, E1, …, En); Ti is the gap fraction between two successive 
recorded layers, which is equal to Ei+1/Ei. (b) is the result of Gaussian decomposition; the raw 
GLAS received waveform is shown by the blue line, the denoised waveform is shown by the or-
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ange line, and the decomposed canopy and ground components are shown in pink and cyan, re-
spectively. The positions of two arrows represent the detected canopy bottom and the ground 
position, respectively. 

3.1.2. Calculation of Forest Vertical Gap Distribution Using GLAS data 
Forest vertical gap distribution is another important variable needed in our method, 

which will be used to calculate the gap fraction corresponding to a random distribution 
canopy. We calculated the forest vertical gap distribution from GLAS data based on the 
radiative transfer theory, which is shown as follows: 

[ ]1 exp( )n n nR E k LAI Sω= − − ∗ ⋅  (2)

where ω is the reflectance of the detected material; k is the extinction coefficient; Rn is the 
lidar sensor received echo intensity reflected by record layer n; and En is the lidar sensor 
transmitted pulse energy intensity received by record layer n, which is given as Equation 
(3); S is a transform parameter, determined by the lidar sensor configuration and atmos-
pheric transmittance. Appendix A describes the process for calculating S. 

( )+1 1expn n nE k LAI E−= − ∗  (3)

Using Equations (2) and (3), the relationship of the lidar transmitted pulse energy inten-
sity between two successive record layers can be written as follows: 

n
+1n n

RE E
Sω

= +  (4)

Based on Equation (4), the lidar transmitted pulse energy intensity received by each re-
cording layer (E0, E1, …, En) can be expressed as follows: 
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(5)

where PRE is the transmitted pulse energy intensity profile, E0 is the lidar sensor emitted 
pulse energy intensity, and En is the transmitted pulse energy intensity received by the 
ground surface. The terms E0, S and Ri (i = 0, 1, 2, …, n) are known, as shown in Table 2. 
Therefore, if we know the reflectance ω, the lidar sensor transmitted pulse energy inten-
sity received by each record layer (E1, E2, …, En) can be calculated based on Equation (5). 

Table 2. The instrument parameters and waveform information of the GLAS lidar. 

Parameter Symbol Unit Values 
GLAS sensor configuration 

parameter 
S dimensionless 

Calculation process of S is shown in 
Appendix A. 

GLAS sensor emitted total 
pulse energy intensity 0E  volts 

E0 is calculated by summing up the ef-
fective GLAS transmitted waveform 
recorded in the GLAS product (i.e., 

r_tx_wf). 
GLAS sensor received echo 
intensity at each recorded 

layer 
Ri volts 

Ri is provided by the GLAS received 
waveform recorded in the GLAS prod-

uct (i.e., r_rng_wf). 

To calculate ω, we first perform a summing operation for PRE and obtain the follow-
ing results: 
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where Rn is the echo intensity from the ground and ωg is the ground reflectance. As shown 
in Equation (6), if we know the ground reflectance ωg, the foliage reflectance ω can be 
obtained. Here, we adopted a reliable strategy to obtain ωg, that is, using the mean value 
of the atmospherically corrected GLAS reflectance (i.e., GLAS reflectance = d_reflctUC * 
d_reflCor_atm) corresponding to no-tree covered footprints in the study area as ωg. This 
strategy can make ωg close to the actual reflectance of the GLAS laser for the ground. Fi-
nally, we obtained the atmospherically corrected ωg, which is 0.21. 

When obtaining the lidar transmitted pulse energy intensity profile (i.e., E1, E2, …, 
En), the forest vertical gap distribution (i.e., T1, T2, …, Tn) with a resolution of 0.15 m can 
be calculated by Equation (7): 

+1i
i

i

ET
E

=  (7)

where Ti is the gap fraction between two successive record layers (i.e., layer i and layer i + 1). 

3.2. CI Inversion 
We calculated the gap fraction corresponding to the random distribution canopy 

based on the vertical gap distribution of the canopy from GLAS observations. In GLAS 
observations, the GLAS sensor recorded the return energy intensity with a time step of 1 
ns, which means that the thickness between two successive record layers is 0.15 m. In such 
a thin space, there is no mutual shading of foliage elements for the laser sensor. In other 
words, there is no clumping effect for foliage elements within two successive record lay-
ers. If the patterns of canopy elements in different elementary layers were independent, 
the gap fraction of the canopy corresponding to a random structure can be calculated by 
the following equation: 

_

i 1

l bottom

r iP T
=

= ∏  (8)

where l_bottom is the bottom of the canopy, which has been given in Section 3.1.1. 
According to the Beer-Lambert law revised by Nilson [2], the CI is given as follows: 

( ) ( ) ( )( ) = exp / cosEP G LAIθ θ θ−Ω  (9)

where P(θ) is the gap fraction in the θ direction of solar radiation; G(θ) is the projection 
coefficient of the foliage; and ΩE is the CI. Since the energy emission direction of the GLAS 
sensor is close to zenith, the above formula can be simplified as follows: 

( ) ( )( )0  = exp 0EP G LAI−Ω  (10)

The ratio of the ground return energy to that of total energy added to a reflectance revised 
factor has been widely used as the gap fraction of the canopy [45,46], which is shown as 
follows: 

( )0 = rGP
V rG+

 (11)

where G and V are the ground return energy and canopy return energy, respectively; r is 
the reflectance revised factor, which equals ω/ωg in this study. Here, the canopy return 
energy was calculated using GLAS received bins above l_bottom, and the ground return 
energy was calculated using GLAS received bins less than l_bottom. 
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The gap fraction shown in Equation (8) is a result corresponding to a random struc-
ture, which means the clumping index ΩE = 1. Therefore, combining Equations (8) and (10) 
enables estimation of the clumping parameter ΩE in a forest stand: 

( )
r

ln[ 0 ]
 =

ln[ ]E

P
P

Ω  (12)

For the needleleaf forest, optical instruments such as lidar pulses (1064 nm) have dif-
ficulty measuring the needle shadow within the shoots because of the penumbra effect. 
Therefore, ΩE characterizes the clumping effects at the shoot or leaf level. To characterize 
the smaller scale clumping effects for needleleaf forests, Chen et al. [47] used the needle-
to-shoot area ratio γ measured in the laboratory for transformation. Here, we also adopted 
the same strategy, which is shown as follows: 

 = E

γ
ΩΩ  (13)

3.3. Validation 
3.3.1. Comparison of GLAS CI and TRAC-Measured CI 

TRAC-measured CI was used as a reference data to compare with GLAS CI to eval-
uate the performance of our method in Saihanba National Forest Park. The criteria for 
evaluation are the coefficient of determination (R2), root-mean-square error (RMSE), and 
bias. When applying Equation (13), the needle-to-shoot area ratio γ needs to be set. Here, 
γ was set according to a database collected from a review of the literature [17,41], which 
is shown in Table A1. 

3.3.2. Comparison of GLAS CI and MODIS CI 
We implemented our method in Heilongjiang province. Due to the limitation of the 

ground-based information in this study area, we set γ for needleleaf forest based on the 
dominant tree species (i.e., larch: γ = 1.5). Here, the needleleaf forest is identified by the 
MODIS IGBP classification system. To evaluate the performance of our method in Hei-
longjiang Province, we used two kinds of ~500 m MODIS CI products as the comparison 
data. It can be noted that there is a big difference in resolution between ~70 m GLAS foot-
print and ~500 m MODIS pixel. Vast differences in spatial resolution create several chal-
lenges for direct comparison, such as uncertainty caused by the scale effect. 

To eliminate the scale effect as much as possible, we take some measures. First, we 
used the VCF data to select MODIS pixels with tree cover > 60%, and then the correspond-
ing CI was used as the comparative data. This measure ensures that the tree is the main 
cover within the MODIS pixel, thereby reducing the uncertain error introduced by the 
heterogeneity of the pixel. Second, we used an assessment method developed by Roman 
et al. [40] based on finer resolution satellite data (i.e., Landsat-TM images) to consider the 
spatial representativeness of GLAS observations compared to MODIS pixels. Following 
previous conclusions [48], we take the GLAS footprint with a still value <5.0 × 10−4 as the 
spatially representative site, which will be used as the comparison site. Figure 4 shows an 
example of the spatial representativeness analysis. We can note that the variogram esti-
mators (point values) for these three spatial elements are more closely aligned within 500 
m; the still values of three spatial elements (i.e., 1 km, 1.5 km, and 2 km) in this example 
site are 2.17 × 10−4, 2.90 × 10−4, and 2.97 × 10−4, respectively, which indicate that the GLAS 
CI for this site is representative of the MODIS CI at ~500 m spatial resolution. 
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Figure 4. (a) Shortwave bidirectional reflectance factor (BRF) composites (Landsat-TM 7-4-2 band) 
centered on a GLAS footprint (lat: 47.23425; lon: 128.3185) in Heilongjiang, China, at ground level. 
Trees are indicated by the shades of green, bare areas are shown in pale-pink, and water is black. 
(b) Variogram estimators (points), spherical model (dotted curves), and sample variance (solid 
straight lines) obtained over this GLAS footprint using surface reflectance derived from the TM 
scene on 19 August 2006 with spatial thresholds of 1 km, 1.5 km and 2.0 km as a function of dis-
tance from the center of the GLAS observation. 

4. Results and Analysis 
4.1. GLAS CI vs. TRAC-Measured CI 

There is a moderate agreement between GLAS CI and TRAC-measured CI (Figure 5), 
with R2 = 0.34, RMSE = 0.12, and bias = 0.02. We can note that despite the low bias and low 
RMSE, the correlation between them is not very strong. The scatterplot shows some out-
liers in the comparison, which cause this low correlation. We therefore try to find the rea-
son for these outliers. 

 
Figure 5. Evaluation of the GLAS CI using TRAC-measured CI. The solid line represents the linear 
fits of the TRAC-measured CI with GLAS CI. 

The influence of terrain slope is a nonnegligible factor in lidar measurements, which 
has been well documented [49–51]. For example, the forest canopy and sloped ground can 
coalesce into a single broad return, which cause difficulties for data preprocessing [52]. To 
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quantitatively investigate the role of the terrain slope on our method, we used the slope 
information derived from SRTM data to see how this factor influences the accuracy of 
GLAS CI. 

Figure 6a shows the slope information of GLAS footprints in Saihanba National For-
est Park. We can note that some GLAS observations are located in sloped areas, such as 
slope > 15° [45]. Figure 6b presents a GLAS waveform with a large slope (i.e., slope = 16°). 
It is obvious that the canopy echoes nearly merge with the ground echoes. Although we 
can obtain different Gaussian components through the data preprocessing step (Figure 
6b), these Gaussian components may not represent the true canopy structure or ground 
information because of the influence of terrain slope [31]. For example, the Gaussian com-
ponent which corresponding to the canopy structure is mixed with ground information 
due to the influence of large slope. The mixed information contained within the Gaussian 
component will easily lead to inaccurate canopy and ground position information in the 
preprocessing step. These inaccurate input parameters for our method will lead to the 
inaccurate canopy gap fraction result, which in turn lead to the inaccurate CI. We counted 
the variation of error with slope (Figure 6c); the error here means the difference between 
GLAS CI and TRAC-measured CI. The result indicated that GLAS CI and TRAC-meas-
ured CI was consistent well when the slope was less than 12°—almost all validation sites 
had errors less than 0.1, and the average error was 0.07. However, the error increases sig-
nificantly when the slope is greater than 12°—the average error is 0.18. The above evi-
dence indicates that terrain slope is an external factor that influences the accuracy of our 
method. 

 
Figure 6. (a) Slope information of GLAS footprints over Saihanba National Forest Park. (b) An 
example of GLAS received waveform with a large slope (i.e., slope = 16°); three Gaussian compo-
nents represent different detected objects. (c) The variation of error with slope; error means the 
difference between GLAS CI and TRAC-measured CI. 

From Figure 6c, we note that there are two obvious outliers in comparison sites with 
gentle slopes (i.e., slope < 12°), which are site 31 (slope = 5°, error = 0.24) and site 4 (slope 
= 11°, error = 0.32). GLAS waveforms of these two sites provide reasons for these unideal 
results. As shown in Figure 7a, site 31 corresponds to a forest with a multilayer distribu-
tion canopy. In this type of forest, the lidar pulse interacts with multiple layers of different 
heights and shows multiple peaks in the GLAS waveform. Although this kind of multi-
peak waveform does not have the problem of waveform broadening just like waveform 
at large slope, the characteristic of multiple peaks makes it more difficult to process. Usu-
ally, the obtained information from multi-peak waveforms through automatic prepro-
cessing methods, such as Gaussian decomposition method, cannot truly reflect the actual 
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situation of the sample site, such as ground position [53]. Using inaccurate ground posi-
tion information for our method will lead to an incorrect canopy gap fraction, which in 
turn will affect the final accuracy of GLAS CI. 

 
Figure 7. Two GLAS received waveforms corresponding to forest-covered footprints. (a) A GLAS 
received waveform corresponds to the forest with a multilayer distribution canopy. (b) A GLAS 
received waveform with a low signal-to-noise ratio. 

Site 4 corresponds to the GLAS observation with a low signal-to-noise ratio (SNR = 
22)—GLAS data have bad data quality. As shown in Figure 7b, the received waveform 
with a low SNR can no longer correctly reflect the canopy structure due to noise. Data 
quality determines the accuracy of results associated with remote sensing data processing 
and applications [54]. Therefore, the big bias at this site could potentially be explained by 
the noise factor. Once outliers, which are caused by terrain factor, data quality, and mul-
tilayer distribution canopy, are identified and removed from the validation dataset, the 
validation results have significantly improved with a determination coefficient of 0.72, 
RMSE of 0.07, and bias of 0.02 (Figure 8). 

 
Figure 8. Evaluation of the GLAS CI derived from GLAS data with low slope and good data qual-
ity using TRAC-measured CI. The solid line represents the linear fits of the TRAC measurements 
with GLAS CI. 

4.2. CI retrieval in Heilongjiang Province 
We implemented our method in Heilongjiang Province to further check the reliability 

of our method. Here, we only used the GLAS data with slope < 12° as input for CI retrieval 
because the result in Section 4.1 showed that our method performed well based on the 
GLAS data with slope < 12°. Finally, a total of 1942 GLAS CIs for forests were obtained, 
and the distribution of GLAS CI was shown in Figure 9a. Note that there are some obvi-
ously unreasonable CI values, such as CI > 1 for forest. Our ground validation analysis in 
Section 4.1 indicated that CI derived from the GLAS data with low SNR was questionable 
and unreliable. Therefore, the SNR may be the reason for these unreasonable results. To 
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prove our conjecture, we counted the SNR of used GLAS data (Figure 9b); the result 
showed that there were GLAS data with bad quality, such as GLAS data with SNR<60 
[55]. We further analyzed the relationship between unreasonable CI values and SNR; the 
result showed an exciting finding: these unreasonable CI values are closely related to 
SNR—the number of unreasonable CI values gradually decreases as the signal quality im-
proves; when the SNR > 65, these unreasonable CI values disappear (Figure 9c). Therefore, 
we can reasonably consider that our method is suitable for GLAS data with SNR > 65. 

 
Figure 9. (a) The GLAS CI distribution in Heilongjiang Province. (b) The SNR (i.e., signal-to-noise 
ratio = i_maxRecAmp/i_sDevNsObl) distribution of GLAS data in Heilongjiang Province. (c) The 
relationship between unreasonable CI values and SNR, the number of unreasonable CI values 
gradually decreases as the signal quality improves; when SNR > 65, the unreasonable CI values 
disappear. 

4.2.1. GLAS CI vs. MODIS CI 
GLAS CI with low slope (i.e., slope < 12°) and good data quality (i.e., SNR > 65) was 

compared with two MODIS CI products with good quality (i.e., V005-MODIS-CI and 
V006-MODIS-CI). The result showed that GLAS CI was poorly correlated with V005-
MODIS-CI (R2 = 0.03), and V006-MODIS-CI (R2 = 0.05) (Figure 10), although the root mean 
square error was relatively low (RMSE = 0.17 for V005-MODIS-CI and RMSE = 0.18 for 
V006-MODIS-CI). 

 
Figure 10. Scattering plots of the comparison between GLAS CI and MODIS CI and the corre-
sponding CI distribution pattern. (a) is the comparison between GLAS CI and V005-MODIS-CI; (b) 
is the comparison between GLAS CI and V006-MODIS-CI. 
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In terms of resolution, GLAS CI and MODIS CI have vast differences, so the direct 
comparison may have uncertainty due to the scale effect, such as uncertainty caused by 
pixel heterogeneity. Tree cover information, provided by 250 m MODIS VCF data, showed 
that MODIS CIs correspond to the MODIS pixels with tree coverage between 40% and 
80% (Figure 11). Due to the object described by GLAS CI is forest; therefore, the scale effect 
caused by pixel heterogeneity existed, which should lead to inconsistency between GLAS 
CI and MODIS CI. 

 
Figure 11. (a,b) are the distribution of tree cover percentage of MODIS pixel corresponding to the used V005-MODIS-CI 
and V006-MODIS-CI, respectively. 

To minimize uncertainty in the comparison between GLAS CI and MODIS CI caused 
by the scale effect, we take two measures, as introduced in Section 3.3.2, to identify inap-
propriate comparison data and remove them. Here, the inappropriate comparison data 
means that MODIS CI from the MODIS pixel with tree coverage less than 60%, GLAS CI 
from the site without spatial representativeness. We then used the remaining data to con-
duct the comparison analysis, and it could be noted that some obvious outliers disap-
peared; however, the comparison accuracy was not greatly improved (Figure 12): the re-
sult between GLAS CI and V005-MODIS-CI is R2 = 0.09, RMSE = 0.15, bias = 0.07, and the 
result between GLAS CI and V006-MODIS-CI is R2 = 0.26, RMSE = 0.12, bias = 0.04. Inter-
estingly, the V006-MODIS-CI has better consistency with the GLAS CI than the V005-
MODIS-CI. 

 
Figure 12. Scattering plots of the comparison between GLAS CI and MODIS CI and the corre-
sponding CI distribution pattern, which are the results after removing the uncertainty comparison 
data caused by scale effect. (a) is the comparison between GLAS CI and V005-MODIS-CI; (b) is the 
comparison between GLAS CI and V006-MODIS-CI. 

Ideally, the MODIS CI corresponding to MODIS pixels with 100% forest coverage is 
the most suitable comparison data for GLAS CI; however, such pixels are nonexistent in 
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our study area. Figure 13 shows two typical MODIS pixels with tree coverage greater than 
60%, and the corresponding CI was used as comparison data. We can note that there are 
elements such as grass and bare land within the MODIS pixels in addition to trees. These 
non-forest elements should be one reason for the inconsistency between the GLAS CI and 
MODIS CI because the GLAS CI describes the clumpiness of the forest canopy. 

 
Figure 13. Two typical MODIS pixels with tree coverage greater than 60% and CI obtained from 
these two pixels were used as comparative data for GLAS CI. (a) is a MODIS pixel with tree cover-
age of 73%; (b) is a MODIS pixel with tree coverage of 61%. It can be noted that there are elements 
such as grass and bare land in these pixels in addition to trees. 

4.3. Model Uncertainty Analysis 
The ground reflectance is an essential input parameter in our method, but due to the 

limitation of observation conditions, we cannot give absolutely correct ground reflectance 
for each GLAS observation—incorrect ground reflectance may introduce error to the out-
put CI. To see what role the ground reflectance played in our method, we conducted a 
sensitivity analysis between input ground reflectance and output CI: we varied ground 
reflectance from 0.18 to 0.24 to evaluate its effect on CI (Figure 14). We found that CI range 
variation was less than 0.1 for a moderate CI (0.6–0.7). Recall that the ground validation 
for our method had RMSE values of 0.07; thus, it is possible that much of our average 
error could be explained by spatial variation in ground reflectance. 

 
Figure 14. An example of CI-derived GLAS data with different input ground reflectances. As the 
ground reflectance increases, the CI value increases. 

5. Discussion 
The spaceborne lidar system GLAS can capture detailed canopy gap information on 

a global scale; thus, GLAS lidar data may be an ideal data source for estimating CI glob-
ally. However, no one has tried CI estimation using GLAS data at present. This study 
developed a method to estimate CI using GLAS data, which is the first time to test the 
feasibility of deriving CI from spaceborne lidar data. In addition, our method is physically 
based, not statistically based regression methods, as is commonly done. More importantly, 
our method provided an opportunity to retrieve high-resolution CI globally. 

TRAC measurements were used as a standard value to validate the performance of 
GLAS CI. However, there is a significant difference between GLAS CI and TRAC CI—
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GLAS CI from vertical gap information, TRAC CI from horizontal gap information. Alt-
hough this difference exists between them, these two CI products show a strong correla-
tion, which should be closely related to the characteristics of CI. CI is a vegetation struc-
ture parameter that describes the light distribution within the canopy, which is deter-
mined by the gap distribution within the canopy [42]. The gap information used by TRAC 
is obtained under the canopy along the horizontal direction, which can be taken as the 
accumulation of the vertical gap. Therefore, the CI calculated based on these two kinds of 
gap distribution information should have the same function. 

The different acquisition times of GLAS data and TRAC measurements is a major 
limitation in our ground validation. Despite this limitation, our validation is still valid 
because our ground validation is to evaluate the ability of GLAS lidar to capture spatial 
patterns and heterogeneity in CI. Here, the spatial variability, which is a signature that 
should be independent of time, contributed to most of the variation in both the in situ and 
GLAS CI. Therefore, our validation should provide useful quantification of the GLAS ac-
curacies over space. 

We conducted our method in Heilongjiang Province as well. Due to the lack of meas-
ured data in Heilongjiang Province, we used MODIS CI products provided by Jiao et al. 
[17], which are one of the most widely used global CI products, as validation data. The 
comparison results show a not good agreement. There are some possible reasons for the 
inconsistency between GLAS CI and MODIS CI. First is the influence of the scale effect; 
although we have taken some measures to eliminate the impact of the scale effect as much 
as possible, its influence still exists, such as problem caused by pixel heterogeneity as de-
scribed in Section 4.2.1. Incorrect needle-to-shoot area ratio setting for GLAS CI should be 
another reason for the inconsistency between GLAS CI and MODIS CI. The GLAS CI for 
needleleaf forests needs to set the needle-to-shoot area ratio in our method. In general, the 
needle-to-shoot area ratio was measured in the lab. However, it is challenging to conduct 
needle-to-shoot area ratio measurements at a provincial scale due to workforce and cost. 
Here, we used the needle-to-shoot area ratio of dominant tree species in Heilongjiang 
Province as the input for needleleaf forest over the entire province. Although this strategy 
could ensure the accuracy of the needle-to-shoot area ratio setting in most validation sites, 
there would be inaccurate situations in some sites, which in turn introduces uncertainty 
in the comparison between GLAS CI and MODIS CI. 

One interesting finding in the comparison between GLAS CI and MODIS CI is that 
GLAS CI has better consistency with V006-MODIS-CI than V005-MODIS-CI (R2 = 0.25 vs 
0.09). The quality of MODIS CI products is mainly governed by the quality of the input 
MCD43A1 BRDF product. The Collection V006 MCD43 BRDF product has a better perfor-
mance than the previous Collection V005 product due to the use of the improved MODIS 
reflectance, cloud masking, and an enhanced daily inversion algorithm [56]. Therefore, 
the quality of MODIS CI, which is produced by the Collection V006 MCD43 BRDF prod-
uct, is theoretically better than that from the Collection V005 MCD43 BRDF product. A 
previous study reinforced our conjecture that the MODIS CI derived from the latest Col-
lection V006 MCD43A1 BRDF daily product has better agreement with the field measure-
ments than the MODIS CI from the Collection V005 MCD43A1 BRDF product [15]. There-
fore, the comparison results between GLAS CI and MODIS CI can illustrate the reliability 
of our proposed CI inversion method to certain extents. 

At present, although there are several physical-based methods for CI estimation that 
have been developed and widely used, such as CC, LX, and CLX, existing studies show 
these methods have some limitations. The CC method does not consider the problem of 
inconsistent paths when light passes through the canopy, which may lead to errors in CI 
estimation [42]. The LX method is through averaging logarithms of gap probabilities over 
segments of finite length to estimate CI. However, there is a major limitation in the aver-
aging process in LX method, that is, ignore the clumping effect within the segment [57]. 
To address the problem in LX method, a new method combining CC and LX method 
called CLX was proposed. In the CLX method, the use of CC method can solve problem 
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of non-randomness within segment in LX method to certain extents [58]. However, some 
studies found that CLX method was sensitive to the choice of segment length, which had 
an impact on the CI estimation [59]. Our proposed method utilizes the gap information in 
the height direction extracted from the full-waveform lidar data, which can avoid problem 
of inconsistent paths. In addition, our method doesn’t need to consider the choice of seg-
ment length. Despite there are uncertainties in our method, such as mentioned in Section 
4.3, it is obviously that our new method can avoid limitations of existing methods, which 
provides a new perspective for improving the accuracy of CI estimation. Furthermore, our 
method is developed based on the full-waveform lidar data, which gives our method an 
opportunity to be applied to new full-waveform spaceborne lidar equipment in the future, 
such as the latest generation of spaceborne lidar equipment Global Ecosystem Dynamics 
Investigation (GEDI) [32]. The use of the latest spaceborne lidar equipment observation pro-
vides unprecedented opportunities to improve the accuracy of global scale CI estimation. 

6. Conclusions 
As surface process modeling becomes complex and refined, there is an urgent need 

for detailed information about canopy structure, such as canopy clumping information. 
However, no appropriate high-resolution multiangle reflectance satellite data are cur-
rently available for traditional methods to produce such products. In this study, we de-
veloped a method for CI estimation from GLAS lidar data, which fills the theoretical gap 
of using full-waveform lidar data to estimate CI and provides an opportunity to use space-
borne full-waveform lidar data to produce high-resolution CI globally. We concluded 
based on our findings that our method could accurately retrieve forest canopy CI using 
GLAS data with gentle slope (e.g., <12°) and high signal-to-noise ratio (e.g., >65). How-
ever, our GLAS CI from high-quality waveforms showed less correlation with MODIS CI 
(e.g., R2 = 0.26, RMSE = 0.12, and bias = 0.04): The difference highlights the impact of the 
scale effect in conducting comparisons of products with huge differences resolution. Due 
to the simple configuration and the feasibility of operational applications, our proposed 
method can be a basis for retrieving continental or global CI datasets from spaceborne 
full-waveform lidar systems, such as GLAS or GEDI. Such a dataset, once available, will 
not only be an important input in modeling land surface processes and terrestrial carbon 
cycle but can also serve as reliable reference data for validating moderate-resolution CI 
products over a large scale. Despite several limitations in our method, the results point 
toward significant opportunities ahead. 
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Appendix A 
The GLAS sensor received pulse energy is determined by the sensor transmitted 

pulse energy, ground surface optical properties and atmospheric transmittance, and the 
corresponding mathematical formula is shown as follows [60]: 

2
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where Eecho is the sensor received pulse energy, Etx is the transmitted pulse energy, optτ  = 
0.67 is the optics transmission, telescopeA  = 0.709 m2 is the sensor telescope area, and R is the 
sensor altitude [R = (i_RespEndTime − i_TxWfStart) ▪ C/2, where C is the light transmis-
sion speed. ], surρ  is the surface reflectance, atmτ  is the roundtrip atmosphere transmis-
sion (i.e., d_reflCor_atm), and Ω  = π is the scattering solid angle. 

The relationship between the pulse energy and digitized pulse waveforms is given 
as follows: 
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where Eg represents the pulse energy (i.e., transmitted or received pulse energy), α  is 
the calibration parameter ( transα  = 1.21 is for transmitted laser pulse; recα = 1.00 for the 
return laser pulse), eη  = 0.923 is the electronic throughput, η is the optical throughput 

(return laser pulse: recη = 0.67; transmitted laser pulse: transη  = 2.97 × 10−4 is for laser 1, 

transη = 2.79 × 10−4 is for laser 2, transη  = 2.79×10−4 is for laser 3), DetR  = 2.28 × 10 7 V/W is the 
detector responsibility, G is the gain value for GLAS sensor (received pulse: recG  = 
i_gval_rcv/255; transmitted pulse: 

transG  = i_gval_tx/255), W(i) is the pulse waveform in 
volts, N is the digital bins of the waveform, and tΔ  = 1 ns is the sampling time interval. 

Combining Equations (A1) and (A2), we can obtain a relationship between the lidar 
sensor received digitized pulse waveform and transmitted digitized pulse waveform, 
which is written as follows: 
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where rec waveformE −  is the received pulse waveform and trans waveformE −  is the transmitted 
pulse waveform. According to Equation (A3), a parameter S can be defined; S is deter-
mined by the lidar sensor configuration and atmospheric transmittance, which is shown 
as Equation (A4). As all the variables are known for Equation (A4); therefore, S for each 
GLAS laser can be calculated. S is a necessary parameter to understand the characteristics 
of the observed surface reflectivity based on the lidar digitized pulse waveform. 
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Appendix B 

Table A1. Characteristics of 50 validation sites. GLAS ID is the index of GLAS footprint in the 
product file; vegetation types are from the field investigation; γ is the needle-to-shoot area ratio; 
and Ωe(θ) denotes the clumpiness of foliage elements. 

GLAS ID 
Latitude Longitude Vegetation Types γ Ωe(θ) Field CI 

Site i_rec_ndx i_shot_cout 
1 219109634 5 42.357381 117.35471 birch 1 0.77 0.77 
2 219109634 11 42.366674 117.35291 birch 1 0.52 0.52 
3 219109634 12 42.368221 117.35260 birch 1 0.62 0.62 
4 219109634 18 42.377491 117.35078 birch 1 0.51 0.51 
5 219109634 26 42.389872 117.34837 larch 1.5 0.8 0.53 
6 219109634 27 42.391422 117.34806 larch 1.5 0.74 0.49 
7 219109634 28 42.392973 117.34776 larch 1.5 0.84 0.56 
8 219109639 4 42.419341 117.34263 larch 1.5 0.87 0.58 
9 219109639 5 42.417794 117.34293 larch 1.5 0.86 0.57 

10 219109639 9 42.427073 117.34111 birch 1 0.77 0.77 
11 219109639 10 42.425525 117.34141 birch 1 0.56 0.56 
12 219109639 12 42.430165 117.3405 larch 1.5 0.77 0.51 
13 219109639 13 42.431711 117.3402 larch 1.5 0.72 0.48 
14 219109639 15 42.434803 117.33959 larch 1.5 0.66 0.44 
15 219109639 27 42.453392 117.33596 larch 1.5 0.77 0.51 
16 219109639 28 42.454943 117.33566 larch 1.5 0.69 0.46 
17 377874826 1 42.36017 117.36226 birch 1 0.77 0.77 
18 377874826 10 42.37410 117.35957 larch 1.5 0.66 0.44 
19 377874826 12 42.37718 117.35896 larch 1.5 0.87 0.58 
20 377874826 19 42.387999 117.35687 larch 1.5 0.74 0.49 
21 377874826 20 42.389544 117.35657 larch 1.5 0.95 0.63 
22 377874826 21 42.391089 117.35627 larch 1.5 0.81 0.54 
23 377874826 22 42.392634 117.35597 larch 1.5 0.77 0.51 
24 377874826 37 42.415832 117.35146 larch 1.5 0.95 0.63 
25 377874826 38 42.41738 117.35115 larch 1.5 0.75 0.50 
26 377874826 40 42.420475 117.35055 larch 1.5 0.83 0.55 
27 377874831 1 42.422022 117.35024 larch 1.5 0.8 0.53 
28 377874831 2 42.423569 117.34994 larch 1.5 0.89 0.59 
29 377874831 5 42.428203 117.34904 larch 1.5 0.69 0.46 
30 377874831 6 42.42975 117.34874 birch 1 0.89 0.89 
31 377874831 10 42.435944 117.347562 larch 1.5 0.84 0.56 
32 377874831 11 42.437491 117.34726 larch 1.5 0.62 0.41 
33 377874831 12 42.439036 117.34696 larch 1.5 0.8 0.53 
34 377874831 13 42.44058 117.34666 larch 1.5 0.82 0.55 
35 537071457 1 42.358912 117.36027 birch 1 0.84 0.84 
36 537071457 4 42.363587 117.35937 birch 1 0.83 0.83 
37 537071457 12 42.375961 117.356948 mixed forest 1.43 0.96 0.67 
38 537071457 21 42.389854 117.35421 larch 1.5 0.75 0.50 
39 537071457 22 42.391403 117.35391 larch 1.5 0.7 0.47 
40 537071457 38 42.416399 117.3491 larch 1.5 0.84 0.56 
41 537071457 39 42.41796 117.3488 birch 1 0.74 0.74 
42 537071462 2 42.422629 117.34788 mixed forest 1.43 0.79 0.55 
43 537071462 3 42.424179 117.34758 larch 1.5 0.8 0.53 
44 537071462 7 42.430353 117.34636 larch 1.5 0.69 0.46 
45 537071462 8 42.431895 117.34606 larch 1.5 0.69 0.46 
46 537071462 9 42.433434 117.34576 larch 1.5 0.78 0.52 
47 537071462 13 42.439595 117.34455 larch 1.5 0.8 0.53 
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48 537071462 20 42.450446 117.34242 larch 1.5 0.69 0.46 
49 537071462 21 42.452004 117.34212 larch 1.5 0.63 0.42 
50 537071462 22 42.453564 117.34182 larch 1.5 0.68 0.45 
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